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Group decision-making (GDM) is common in practice. When a GDM problem only
requires classifying alternatives instead of producing the ranking of alternatives for a pre-
ferred choice, it raises an important question about how to design a consensus-reaching
process (CRP). Moreover, under uncertain circumstances, a distributed preference rela-
tion (DPR) can not only express superior and inferior degrees on discrete linguistic
terms, but can also deal with ignorance properly. How to generate DPR based on mul-
tiple attributes and unpredictable uncertainty is also an interesting issue. In this paper,
the generation of DPRs on multiple attributes considering unpredictable situations is
first discussed. Then, the weighted average evidential fusion rule is proposed to aggre-
gate the DPRs on multiple attributes and experts. The proposed evidential fusion rule
satisfies all basic properties of an information combination rule. It is also compared with
the evidential reasoning algorithm to illustrate its validity. As for the group consensus,
the consensus measure is first defined on the classification result of each expert. Con-
sensus identification and adjustment rules are then proposed, where both opinion leader
and social network analysis are considered. An illustrative case study is finally presented
to demonstrate the effectiveness and advantages of the proposed approach.

Keywords: Group decision making; distributed preference relation; consensus
reaching process; classification; weighted average evidential fusion rule.
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1. Introduction

Group decision making (GDM)1–3 refers to a group of experts or decision makers
(DMs) who participate together online or offline to make decisions such as ranking
or selection of alternatives. When the number of participants is large, it is called
large-scale group decision making (LSGDM).4,5 Multiple attributes are usually con-
sidered in GDM problems, which is termed as multiple-attribute group decision
making (MAGDM).6–9 For example, in the life-cycle sustainability assessment of
a complex product, the dimensions of the environment, economy and society are
always considered.10 Furthermore, GDM has been applied in many fields, such as
construction industry,11 supply chain management,12 site selection,13 among other
fields.

A crucial aspect of GDM is the consensus-reaching process (CRP). Traditional
CRP methods primarily adopt cardinal or ordinal approaches, respectively gauging
consensus by examining numerical discrepancies among experts’ assessments2,5,14

or by comparing the different ranking orders of alternatives provided by each
expert.15,16 In both cases, various strategies, such as minimum adjustment17,19 and
minimum cost adjustment,18 are implemented to reconcile conflicting evaluations.
Additionally, some models incorporate social network analysis to leverage trust rela-
tionships among DMs,2,5,9 while others consider experts’ self-confidence.10,20 How-
ever, these cardinal or ordinal models do not sufficiently address the growing number
of classification-oriented decision problems, where alternatives are categorized into
specific classes without establishing a complete ranking. Real-world illustrations
include scholarship evaluations (e.g., classifying students into first, second, or third
prize), postgraduate admission decisions (“admit” versus “not admit”), and course
assessments involving categories like excellent, good, satisfactory or unsatisfactory.
In such instances, the focal question is how to secure a classification result that
most participants endorse, despite potential discrepancies in knowledge, expertise,
and cognitive biases.21 Recent research suggests that classification-based consensus
is practically valuable yet still underexplored. A number of studies have begun to
focus on classification-based approaches in GDM, including the ordinal classifica-
tion consensus framework for recruitment,22 consensus-based classification meth-
ods within a social network,23 and heterogeneous preference modeling for supplier
assessment.24 Additionally, advanced techniques like linguistic distribution assess-
ments and quantum probability theory have been introduced to capture contradic-
tory or uncertain expert behavior, aiming to yield more realistic classification out-
comes.25 Nevertheless, a robust CRP dedicated explicitly to classification remains
insufficiently covered in the literature, highlighting the timeliness and importance
of developing a comprehensive classification-oriented approach.

Preference elicitation is the premise of GDM. Traditional preference schemes
include utility value,26 fuzzy information,27,28 linguistic-based assessment,29–31

either in direct or pairwise comparison formats. Linguistic-based methods are
particularly effective as they allow individuals to articulate their perspectives



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

Consensus Reaching Mechanism for Classification-Oriented Group Decision 3

intuitively. Distribution linguistic preference relation (DLPR),29 an efficient pair-
wise comparison framework, employs linguistic term sets to capture uncertainties.
Building on this, distributed preference relations (DPR)32 and probabilistic lin-
guistic preference relations (PLPR)30 were introduced. DPR is developed from the
evidential reasoning (ER) approach, and it has the advantage of characterizing pre-
ferred, nonpreferred, uncertain and indifferent degrees on the comparison of alter-
natives with linguistic evaluation grades simultaneously. Consistency measure and
adjustment are the key issues in the research of the pairwise comparison-based
decision-making problem.33–36 While obtaining DPRs from experts is a funda-
mental step, challenges emerge in cases of incomplete information. For example,
multi-stage consistency optimization algorithms have been proposed to address
incomplete probabilistic linguistic preference relations (InPLPRs) by estimating
missing data and refining consistency.37 These algorithms employ mathematical
optimization to minimize information distortion while achieving acceptable consis-
tency thresholds. Nevertheless, the elicitation of DPRs from experts is fundamental
in GDM, especially when multiple attributes should be considered jointly. In Ref. 32,
each expert provides an accurate evaluation grade on the comparison of two alter-
natives, and then the frequency of evaluation grade is assessed by all experts is
assumed to be the belief degree. Attributes and consensus are not considered. In
Ref. 9, DPRs are derived from the attribute level on each cluster instead of the
whole group. It is also computed by the frequency of experts’ assessments of an
evaluation grade in the comparison of two alternatives on an attribute. However, in
real decision-making problems, uncertain circumstances and unpredictable future
states are common. The probabilities of future states can either be estimated or
not, which is determined by the knowledge of the individual and the complexity of
the decision scenario. Thus, it is important to study how to acquire the DPRs on
attributes in the consideration of unexpected uncertainty.

When the DPRs on all attributes are generated, how to combine the distribu-
tions on multiple attributes and experts is a key issue. Traditional fusion rules for
aggregating distributions under uncertainty include Dempster’s combination rule,38

Yager’s rule,39 Dubois and Prade’s rule,40 PCR5 rule,41 and the ER approach.42

In recent years, some other combination rules have been developed in the evidence
structure.43,44 Each of the above rules has its advantages and disadvantages. The
ER approach is a probabilistic reasoning rule, where the weight of evidence is treated
before the orthogonal sum is implemented. However, when it is used in MAGDM,
some irrational results may occur. First, if the original distributions on all attributes
or by all the experts are identical, the fused distribution may be different with the
original DPRs. Second, when the distributions of each piece of evidence are the
same, the combined distribution will change with the change of evidence weight.
Third, the aggregated distribution may be different with the number of evidence
grows even though all pieces of evidence are identical. Hence, it is critical to pro-
vide a new evidence fusion rule for MAGDM to deal with the above-mentioned
problems.
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Given these gaps, we derive the following research questions:

(RQ1:) How can we systematically generate DPRs under unpredictable or partially
known conditions so that experts are not overburdened with complex com-
putations?

(RQ2:) Which fusion mechanism can reliably combine multiple-attribute DPRs
while circumventing irrational results generated by the ER approach?

(RQ3:) How can we redefine consensus for classification-oriented group decision
problems and develop an effective CRP that accounts for social network
relations (e.g., trust) and opinion leaders?

Addressing these questions allows us to frame the main contributions of this
paper:

(1) The generation method of DPRs on attribute considering both certain and
unpredictable situations is provided. It tackles the problem of deriving orig-
inal assessments when there are multiple uncertain states. It also simplifies
the decision-making process by unburdening DMs from processing too much
information.

(2) Weighted average evidential fusion rule is proposed for the aggregation of
independent attribute assessments in the form of DPRs. It is proven theo-
retically that the fusion rule satisfies the basic properties of a combination
algorithm. The fusion rule also resolves some irrational results generated by
the ER approach.

(3) CRP for the classification-oriented GDM is presented. The consensus measure
based on category is first defined. Then, consensus identification and adjust-
ment rules are given, where opinion leader and social network analysis are both
considered.

The remainder of this paper is organized as follows. Section 2 is a brief introduc-
tion about preference relation, social network analysis and ER approach. In Sec. 3,
the generation of DPRs based on multiple attributes and unpredictable uncertainty
is discussed. Then, the weighted average evidential fusion rule is proposed. Section 4
presents the CRP in the situation of the classification-oriented problem. In Sec. 5,
a case study of scholarship evaluation is given to demonstrate the effectiveness of
the proposed method. This paper is concluded in Sec. 6.

2. Preliminaries

In this section, some basic concepts are reviewed. Linguistic-based preference rela-
tions are first presented. Then, social network analysis and the ER approach are
briefly introduced.
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2.1. Preference relation

In a GDM problem, let E = {ek|k = 1, . . . , K} be the set of experts, X = {xi|i =
1, . . . , M}(M ≥ 2) are M alternatives to be classified considering L attributes A =
{al|l = 1, . . . , L}. The set of evaluation grades to be used is H = {Hn|n = 1, . . . , N}.
The relative importance of K experts is signified by R = {Rk|k = 1, . . . , K} which
satisfies 0 ≤ Rk ≤ 1 (k = 1, . . . , K) and

∑K
k=1 Rk = 1. The weights of L attributes

are denoted by W = {wl|l = 1, . . . , L}, and 0 ≤ wl ≤ 1(l = 1, . . . , L),
∑L

l=1 wl = 1.
The number of alternatives is relatively large in the classification-oriented GDM
problem.

Definition 1 (Distribution linguistic preference relation (Ref. 29)). Sup-
pose X = {x1, x2, . . . , xM} is the set of alternatives, X is pairwise compared
by using the linguistic term set L = {l0, l1, . . . , lg} with odd cardinality. lt(t =
0, 1, . . . , g) indicates a possible value for a linguistic variable. mij = {(lt, ρt,ij), t =
0, 1, . . . , g} denotes a linguistic distribution assessment of L on the comparison of
xi over xj(i, j = 1, . . . , M), where ρt,ij signifies the symbolic proportion of lt with
ρt,ij ≥ 0 and

∑g
t=0 ρt,ij = 1. The distribution linguistic preference relation (DLPR)

is then represented by M = (mij)M×M .

DLPR uses distribution assessments to construct linguistic-based pairwise com-
parisons. Afterwards, some concepts such as DPR32,45 and PLPR30 are introduced.

Definition 2 (Distributed preference relation (Ref. 32)). Suppose alter-
native set X = {x1, x2, . . . , xM} are pairwise compared with evaluation grades
H = {H1, H2, . . . , HN}, where N is an odd number. H1 indicates absolutely infe-
rior, while HN signifies absolutely superior. Specifically, H(N+1)/2 represents the
degree of indifference. The inferior degree decreases from H1 to H(N−1)/2, and the
superior degree increases from H(N+3)/2 to HN . Then the DPR matrix given by
the kth expert ek(k = 1, 2, . . . , K) is defined as Dk ⊂ X × X, Dk = (dk

ij)M×M ,
where

dk
ij = {(Hn, dk

ij(Hn)), n = 1, . . . , N ; (H, dk
ij(H))}. (1)

dk
ij(Hn) and dk

ij(H) (i, j = 1, 2, . . . , M) denote the belief degree that alternative xi

is preferred or nonpreferred to xj on grade Hn and ignorance by ek, respectively.
dk

ij(Hn) ≥ 0, dk
ij(H) = dk

ji(H) = 1 −
∑N

n=1 dk
ij(Hn). dk

ij is said to be incomplete if
dk

ij(H) > 0 or
∑N

n=1 dk
ij(Hn) < 1. If dk

ij(Hn) > 0, Hn is called a focal element. If
dk

ij(H) = 0, it is a complete assessment.

The style of DPR is similar with DLPR. As for DPR, the fusion of different
distributions is conducted by the ER approach. To reduce individuals’ burden of
assessment information expression, DMs are required to give comparisons between
adjacent alternatives dk

i,i+1(i = 1, . . . , M − 1) instead of any pair of alternatives.
DPRs between adjacent alternatives should then be transformed into its corre-
sponding score values to induce the consistency values of nonadjacent pairs.
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Definition 3 (Score value (Ref. 45)). Let s(Hn) be the score value of evalua-
tion grade Hn(n = 1, . . . , N) such that s(H1) = −1, s(HN+1

2
) = 0 and s(HN ) = 1.

s(Hn) < s(Hn+1)(n = 1, · · · , N − 1) and s(Hn) = −s(HN−n+1)(n = 1, . . . , N−1
2 )

are to ensure s(Hn) a nondecreasing and symmetric function. The score value trans-
formed from dk

ij is an interval number denoted as Sk
ij = [Sk−

ij , Sk+
ij ] because dk

ij(H)
can be assigned to any grade, where

Sk−
ij =

N∑
n=1

dk
ij(Hn) · s(Hn) + dk

ij(H) · s(H1), (2)

Sk+
ij =

N∑
n=1

dk
ij(Hn) · s(Hn) + dk

ij(H) · s(HN ). (3)

Then the DPR matrix Dk = (dk
ij)M×M can be converted into a score matrix

denoted by S = (Sij)M×M , and Sk−
ij +Sk+

ji = 0, Sk+
ij +Sk−

ji = 0, ∀ i, j ∈ {1, . . . , M}.

Definition 4 (Consistency of DPR (Ref. 32)). Suppose f : [−1, 1]× [−1, 1] →
[−1, 1] is a function to generate the score value of nonadjacent alternative pair
Sk

ih(|i − h| > 1), S is defined to be consistent if the following two conditions are
satisfied:

f(Sk−
ij , Sk−

jh ) + Sk+
hi = 0, ∀ i, j, k ∈ {1, . . . , M}, (4)

f(Sk+
ij , Sk+

jh ) + Sk−
hi = 0, ∀ i, j, k ∈ {1, . . . , M}, (5)

where f signifies any function that satisfies Eqs. (4) and (5), which can be applied
to construct a consistent score matrix. For instance, one can use the following
function g(y, z) = y+z−(1+b)·yz

1−b·yz where b is a parameter usually set within the interval
(−∞, 1). The specific process for determining an appropriate value of b can be found
in Ref. 32.

2.2. Social network analysis

Social network analysis (SNA) is the main method to investigate interactive rela-
tionships among individuals in the GDM problem. The relationships can be decom-
posed into several dimensions such as economic, cooperative, actional, and so on.
The importance of the individual, the prestige, the conflict of interest and group
consensus are all influenced by social relationships, including trust relations and
contact frequency.

In SNA, three elements are usually involved: (1) set of individuals, (2) the rela-
tionship between pairs of individuals, and (3) the individual criteria.54 It can be rep-
resented by three notational schemes as follows. (a) Graph theoretic: it is depicted
by a directed graph, where nodes denote individuals and arcs signify directed rela-
tionships between individuals. (b) Sociometric matrix: it is applied for represent-
ing social network provided that the relationships between pairs of individuals are
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bidirectional. (c) Algebraic: it uses the representation ekReh to show relationships,
which is more flexible for analysis.

Definition 5 (Trust & distrust relationship (Ref. 46)). Suppose E = {ek|k =
1, . . . , K} is the set of experts in social network. tkh and dkh indicate trust and
distrust degree from ek to eh. Then the two-tuple trust/distrust relationship from
ek to eh (k, h ∈ {1, 2, . . . , K}, k 	= h) is denoted as:

λkh = (tkh, dkh), (6)

where 0 ≤ tkh ≤ 1, 0 ≤ dkh ≤ 1 and 0 ≤ tkh + dkh ≤ 1.

For the convenience of CRP, Definition 5 is further transformed into a trust
score in the form of a numerical number:

tskh =
tkh − dkh + 1

2
, (7)

where tskh ∈ [0, 1]. Trust score matrix TS = [tskh]K×K is then generated from trust
relationship matrix TR = [λkh]K×K .

2.3. Evidential reasoning approach

The ER approach consists of the recursive42 and analytical47 algorithms to fuse the
assessments on multiple sources. It is then developed to the ER rule48 to cope with
more complex decision situations where both weight and reliability of evidence are
considered. Compared with other evidence combination rules,40–43 the ER rule is a
probabilistic information fusion algorithm that satisfies basic axioms. The analytical
ER algorithm to combine the DPRs from K experts dk

ij(k = 1, 2, . . . , K) is presented
as follows:

mk
ij(Hn) = Rk · dk

ij(Hn), (8)

m̄k
ij(H) = 1 − Rk, m̃k

ij(H) = Rk · dk
ij(H), (9)

mk
ij(H) = m̄k

ij(H) + m̃k
ij(H), (10)

mij(Hn) = η

[
K∏

k=1

(mk
ij(Hn) + m̃k

ij(H) + m̄k
ij(H))

−
K∏

k=1

(m̃k
ij(H) + m̄k

ij(H))

]
, (11)

m̃ij(H) = η

[
K∏

k=1

(m̃k
ij(H) + m̄k

ij(H)) −
K∏

k=1

m̄k
ij(H)

]
, (12)
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m̄ij(H) = η

[
K∏

k=1

m̄k
ij(H)

]
, (13)

η =

[
N∑

n=1

K∏
k=1

(mk
ij(Hn) + m̃k

ij(H) + m̄k
ij(H))

− (N − 1)
K∏

k=1

(m̃k
ij(H) + m̄k

ij(H))

]−1

, (14)

dij(Hn) =
mij(Hn)

1 − m̄ij(H)
, dij(H) =

m̃ij(H)
1 − m̄ij(H)

,

(k = 1, . . . , K; i, j = 1, . . . , M), (15)

mk
ij(Hn) is the basic probability assignment (BPA) of xij being assessed to Hn by

ek, mk
ij(H) indicates the remaining BPA unallocated to any evaluation grade after

all the N grades have been distributed. mij(Hn) denotes the aggregated BPA of
xij to Hn by all the K experts. mk

ij(H) is decomposed into two segments. m̄k
ij(H)

is derived by the negation of expert ek’s weight, while m̃k
ij(H) is determined by the

global ignorance of dk
ij .

dij(Hn) signifies the fused belief degree of xij be assessed to Hn, and dij(H)
denotes the aggregated belief degree of global ignorance.

∑N
n=1 dij(Hn)+ dij(H) =

1. After the fusion of K DPRs, the distributed assessment of xij on the general
level is represented below:

dij = {(Hn, dij(Hn)), n = 1, . . . , N ; (H, dij(H))}. (16)

Compared with the recursive algorithm, the analytical algorithm only needs to be
conducted once when combining multiple pieces of evidence. In a multiple attribute
decision-making problem, each evidence is assumed to be a piece of evidence. In
the GDM problem, the assessment of an expert is considered as a piece of evidence.
Each piece of evidence is required to be independent of others before the fusion
procedure.

3. DPRs Based on Multiple Attributes and Unpredictable
Uncertainty

In this section, the generation of DPRs on attributes considering unpredictable
situations is first discussed. Then, a new weighted average evidential fusion rule is
proposed to combine multiple pieces of evidence for MAGDM.

3.1. Collective DPR with no uncertainty

When an individual compares two alternatives on an attribute, he/she may use
linguistic evaluation grades such as ‘better than,’ ‘worse than,’ ‘extremely superior
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to,’ and so on. If the assessment is certain, a sole evaluation grade can be used. If
there exists some uncertain matter, more than one evaluation grade should be used
to capture all the situations in the future. The question is how to combine these
assessments on different attributes into a collective one.

Suppose alternative xm(m = 1, . . . , M) is evaluated on L attributes al(l =
1, . . . , L) by expert ek. wl is the relative weight of al and

∑L
l=1 wl = 1. N discrete

and exhaustive evaluation grades Hn(n = 1, . . . , N) are used to compare pairs
of alternatives. A definite or certain assessment is denoted by dl,k

ij = Hn, which
implies that the preference between xi and xj on al by ek is Hn. Table 1 shows the
comparison of xij on L attributes with no uncertainty.

Definition 6 (Collective DPR based on multiple attributes). Suppose the
comparison between xi and xj on any attribute al by ek is a certain assessment
such that

dl,k
ij = H l,k

ij = Hn = {(Hn, 1)} (l = 1, . . . , L; n = 1, . . . , N). (17)

|H l,k
ij |H l,k

ij = Hn| denotes the number of attributes been assessed to Hn when
comparing xi and xj by ek. Then the collective DPR on the comparison of xi over
xj can be denoted by Eq. (1), where

dk
ij(Hn) =

|H l,k
ij |H l,k

ij = Hn|
L

. (18)

It is obvious that
∑N

n=1 |H
l,k
ij |H l,k

ij = Hn| = L if all the L attributes are assessed

definitely. So we have dk
ij =

{(
Hn,

|Hl,k
ij |Hl,k

ij =Hn|
L

)
, n = 1, . . . , N

}
. The belief degree

in this case is calculated by the frequency of the assessment. Nevertheless, it is
generated on the assumption that the weights of attributes are evenly allocated
such that wl = 1/L. Let {al|dl,k

ij = Hn; l = 1, . . . , L} be the set of attributes that
ek evaluates to Hn on the comparison of xi over xj . If the condition of wl = 1/L is
not satisfied, we will have the following:

dk
ij(Hn) =

∑
l∈{1,...,L}
d

l,k
ij

=Hn

wl. (19)

Obviously, Eq. (18) is a special case of Eq. (19).

Table 1. Comparison of xij on multiple attributes in certain circumstance.

Weight w1 . . . wl . . . wL

Attribute a1 . . . al . . . aL

Evaluation grade ek on xij H1,k
ij . . . Hl,k

ij . . . HL,k
ij

DPR on attribute level d1,k
ij . . . dl,k

ij . . . dL,k
ij
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If ek does not provide any information on the attribute al, then dl,k
ij =

H . So the DPR generated in this situation will be incomplete. Suppose
{al|dl,k

ij = H ; l = 1, . . . , L} is the set of attributes that ek does not give any
assessment on the comparison between xi over xj . Then the total ignorance is
calculated as:

dk
ij(H) =

∑
l∈{1,...,L}

d
l,k
ij

=H

wl. (20)

Example 1. Suppose five attributes al(l = 1, . . . , 5) are involved in comparing xi

over xj by ek. The weights of attributes are W = {0.2, 0.3, 0.2, 0.15, 0.15}. The
assessments on the five attributes are shown in Table 2. If the weights of five
attributes are set equally, the DPR is dk

ij = {H2, 0.4; H3, 0.2; H5, 0.2; H, 0.2}.

Different experts may assign different attribute weights in a decision-making
problem. However, in a GDM problem, the attribute weights may be pre-determined
by the moderator in advance.

3.2. Generation of DPR on attributes considering unpredictable

situations

The assessment of alternatives on an attribute may be uncertain because the future
is unpredictable. For example, in a scholarship evaluation problem, two students
are compared on ‘the publication of paper’ (attribute al). Student A has submitted
a manuscript to an outstanding journal, and the status is major revision and under
second-round review. Student B has published a paper in an ordinary journal that
has attained the graduate standard. How should we judge these two students when
considering the publication of paper? Since the manuscript submitted by student
A may be either accepted (state sl

1) or rejected (state sl
2), the judgment is not a

unique evaluation grade anymore. If it is accepted, student A will be superior to
student B on al; otherwise, student A will be inferior to student B on al if it is
rejected. Instead, at least two evaluation grades should be assigned to this attribute
with different probabilities.

Suppose the set of state for attribute al is Sl = {sl
1, s

l
2, . . . , s

l
nl}, where nl is the

number of states for assessing al. Table 3 shows the unpredictable situations for
multiple-attribute comparison.

Table 2. The assessments on the five attributes to compare xi over xj .

Weight 0.2 0.3 0.2 0.15 0.15
Attribute a1 a2 a3 a4 a5

Assessment (dk
ij,l) H2 H2 H5 H3 None

DPR dk
ij = {H2, 0.5; H3, 0.15; H5, 0.2; H, 0.15}
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pl,k
t (t = 1, . . . , nl) indicates the probability that expert ek assumes sl

t may occur.
Obviously,

∑nl

t=1 pl,k
t = 1. The worst situation is that there is not any information

for ek to estimate pl,k
t on al. In this case, the risk decision-making degenerates

to an uncertain decision-making problem. H l,k
t,ij ∈ {Hn|n = 1, . . . , N} denotes the

preference degree of xi over xj on al given by ek if sl
t occurs in the future. As

mentioned above, not all the attributes have uncertain states. Because there are
discrepancies among the risk attitudes of experts, the probability pl,k

t for the same
attribute by different experts may be divergent.

Definition 7 (DPR on attribute considering uncertain states). Suppose
the comparison of xi over xj on al in state sl

t(t ∈ {1, . . . , nl}) by ek is H l,k
t,ij = Hn.

Then the belief degree of xij on al to Hn by ek denoted as dl,k
ij (Hn) is computed as

dl,k
ij (Hn) =

∑
t∈{1,...,nl}

{pl,k
t |H l,k

t,ij = Hn}. (21)

Similarly, the belief degree of total ignorance is computed as:

dl,k
ij (H) =

∑
t∈{1,...,nl}

{pl,k
t |H l,k

t,ij = H}. (22)

Then the DPR on al when comparing xi over xj by ek is generated as:

dl,k
ij = {(Hn, dl,k

ij (Hn)), n = 1, . . . , N ; (H, dl,k
ij (H))}. (23)

Equation (17) is a special case of Eq. (23) where dl,k
ij (Hn) = 1 and ∀m =

1, . . . , N, m 	= n, dl,k
ij (Hm) = 0. If H l,k

t,ij = H , ek does not give any assessment
in the state of sl

t.

Theorem 1. If dl,k
ij (Hn) and dl,k

ij (H) are generated by Definition 7, then we have
0 ≤ dl,k

ij (Hn) ≤ 1, 0 ≤ dl,k
ij (H) ≤ 1.

Proof of Theorem 1.
From Definition 7, dl,k

ij (Hn) =
∑

t∈{1,...,nl} {p
l,k
t |H l,k

t,ij = Hn}.
Since

∑nl

t=1 pl,k
t = 1,

max dl,k
ij (Hn) = 1 iff ∀ t = 1, . . . , nl, H

l,k
t,ij = Hn,

min dl,k
ij (Hn) = 0 iff ∀ t = 1, . . . , nl, H

l,k
t,ij 	= Hn.

Similarly

max dk
ij,l(H) = 1 iff ∀ t = 1, . . . , nl, H

l,k
t,ij = H

min dk
ij,l(H) = 0 iff ∀ t = 1, . . . , nl, H

l,k
t,ij 	= H.

Theorem 2. If dl,k
ij (Hn) and dl,k

ij (H) are generated by Definition 7, then we have∑N
n=1 dl,k

ij (Hn) + dl,k
ij (H) = 1.
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Proof of Theorem 2.
From Definition 7, dl,k

ij (Hn) =
∑

t∈{1,...,nl} {p
l,k
t |H l,k

t,ij = Hn}.
Since

∑nl

t=1 pl,k
t = 1,

H l,k
1,ij ∈ {H1, H2, . . . , HN , H},

H l,k
2,ij ∈ {H1, H2, . . . , HN , H},

, . . . ,

H l,k
nl,ij

∈ {H1, H2, . . . , HN , H}.

So
∑N

n=1 dl,k
ij (Hn) + dl,k

ij (H) = 1.

Remark 1. If there is not any state been assessed to H , then the generated
DPR on attribute al is complete, i.e., dl,k

ij = {(Hn, dl,k
ij (Hn)), n = 1, . . . , N} and∑N

n=1 dl,k
ij (Hn) = 1. Otherwise, it is incomplete provided that at least one state is

assessed to H , i.e., dl,k
ij (H) > 0.

Example 2. Two students i and j are compared for the scholarship. The perfor-
mances of their achievements are provided. One of the achievements is ‘the publi-
cation of paper’. Student i’s manuscript is under review in a well-known journal,
while student j′s manuscript has been accepted in an ordinary journal. So there
are two states for student i′s manuscript: accept and reject. Table 4 shows the
probabilities and evaluation grades of two states provided by ek and ek′ . The eval-
uation grades are set as H = {H1, H2, H3, H4, H5, H6, H7, H8, H9}= {absolutely
worse, worse, moderately worse, slightly worse, indifferent, slightly better, moder-
ately better, better, absolutely better}. The score values of evaluation grades are
set as S = {s(H1), s(H2), s(H3), s(H4), s(H5), s(H6), s(H7), s(H8), s(H9)} = {−1,
−0.75, −0.5, −0.25, 0, 0.25, 0.5, 0.75, 1}.

It can be seen that ek′ is more positive about the acceptance of the manuscript

by student i than ek, i.e., pl,k
′

1 > pl,k
1 . ek′ thinks student i is better than (H8)

Algorithm 1. Generation of DPR on attribute considering uncertain states.

Input: alternative xi and xj , attribute al, evaluation grades
H = {Hn|n = 1, . . . , N}

Output: DPR of xij on al by ek denoted as dl,k
ij

Step 1: Expert ek provides the set of states on al denoted as {sl
1, s

l
2, . . . , s

l
nl
}

Step 2: ek estimates the probability of sl
t(t = 1, . . . , nl) denoted as pl,k

t

based on risk attitude

Step 3: Calculate the belief degree of dl,k
ij (Hn) by Eq. (21)

Step 4: Calculate the belief degree of dl,k
ij (H) by Eq. (22)

Step 5: Generate the DPR of xij on al from ek by Eq. (23).
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Table 4. The probabilities and evaluation grades of states provided by two experts.

Attribute al(Publication of paper) DPR

State sl
1 (Accept) sl

2 (Reject)

Probability ek on xij pl,k
1 = 0.2 pl,k

2 = 0.8 dl,k
ij = {H2, 0.8; H7, 0.2}

Assessment Hl,k
1,ij = H7 Hl,k

2,ij = H2

Probability ek′ on xij pl,k′

1 = 0.6 pl,k′

2 = 0.4 dl,k′

ij = {H3, 0.4; H8, 0.6}

Assessment Hl,k′

1,ij = H8 Hl,k′

2,ij = H3

student j if student i′s manuscript is accepted. Otherwise, student i is moderately
worse (H3) than student j provided that it is rejected. Comparatively, ek is more
pessimistic and gives H7 (moderately better) on sl

1 (Accept) and H2 (worse) on
sl
2 (Reject) on the comparison of student i over j. Based on Algorithm 1, we have

dl,k
ij = {H2, 0.8; H7, 0.2}, dl,k′

ij = {H3, 0.4; H8, 0.6}.

3.3. Generation of collective DPR under multiple attributes

When the DPR on each attribute is generated based on unpredictable situations,
the next task is to aggregate them to a general distribution. Next, we will propose
the weighted average evidential fusion rule for MAGDM.

3.3.1. The weighted average evidential fusion rule

Suppose the DPR of alternative xi over xj on attribute al is represented by
dl,k

ij = {(H1, d
l,k
ij (H1)), . . . , (HN , dl,k

ij (HN )); (H, dl,k
ij (H))}. 0 ≤ dl,k

ij (Hn) ≤ 1, 0 ≤
dl,k

ij (H) ≤ 1,
∑N

n=1 dl,k
ij (Hn)+dl,k

ij (H) = 1. Table 5 shows the DPRs of L attributes
by DM ek. The DPRs on L attributes should be combined into a comprehensive
one represented as dk

ij .
The ER algorithm is an orthogonal sum approach to fuse multiple pieces of

evidence. Here, each attribute is assumed to be a piece of evidence. The combination
of dl,k

ij by the ER algorithm is similar with the process in Sec. 2.3.

Definition 8 (Weighted average evidential fusion rule). Suppose the DPR of
xij on attribute al is dl,k

ij = {(Hn, dl,k
ij (Hn)), n = 1, . . . , N ; (H, dl,k

ij (H))}. Then the
collective DPR of xij been assessed to Hn and total ignorance denoted by dk

ij(Hn)
and dk

ij(H) can be generated as

dk
ij(Hn) =

L∑
l=1

wl · dl,k
ij (Hn), (24)

dk
ij(H) =

L∑
l=1

wl · dl,k
ij (H). (25)



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

Consensus Reaching Mechanism for Classification-Oriented Group Decision 15

Table 5. Comparison of xij on multiple attributes in uncertain circumstances.

Weight w1 . . . wl . . . wL

Attribute a1 . . . al . . . aL

Evaluation grade ek on xij (H1, d1,k
ij (H1)) (H1, dl,k

ij (H1)) (H1, dL,k
ij (H1))

. . . . . . . . . . . . . . .

(HN , d1,k
ij (HN )) (HN , dl,k

ij (HN )) (HN , dL,k
ij (HN ))

; (H, d1,k
ij (H)) ; (H, dl,k

ij (H)) ; (H, dL,k
ij (H))

DPR on attribute d1,k
ij . . . dl,k

ij . . . dL,k
ij

level
DPR on alternative dk

ij = {(Hn, dk
ij(Hn)), n = 1, . . . , N ; (H, dk

ij(H))}
pair level

Then we have dk
ij = d1,k

ij ⊕· · ·⊕dl,k
ij ⊕· · ·⊕dL,k

ij = {(Hn, dk
ij(Hn)), n = 1, . . . , N ;

(H, dk
ij(H))}. If the assessments of xij on all L attributes are crisp evaluation grades,

Eqs. (24) and (25) degenerate to Eqs. (19) and (20).
Definition 8 is the weighted average of DPR on all attributes, it is an algorithm

of partial compensation. If an evaluation grade is supported by an attribute, it will
be proportionally supported in the fused DPR. If wl is not standardized such that∑L

l=1 wl 	= 1, it should be normalized as:

w′
l =

wl∑L
l=1 wl

(l = 1, 2, . . . , L). (26)

wl in Definition 8 is then replaced by w′
l.

Theorem 3. If the collective DPR of xij considering multiple attributes are calcu-
lated by Eqs. (24) and (25), and

∑L
l=1 wl = 1, then

∑N
n=1 dk

ij(Hn) + dk
ij(H) = 1.

Proof of Theorem 3.

N∑
n=1

dk
ij(Hn) + dk

ij(H) =
L∑

l=1

wl · dl,k
ij (H1) +

L∑
l=1

wl · dl,k
ij (H2)

+ · · · +
L∑

l=1

wl · dl,k
ij (HN ) +

L∑
l=1

wl · dl,k
ij (H)

=

(
N∑

n=1

w1 · d1,k
ij (Hn) + w1 · dk

ij(H)

)

+

(
N∑

n=1

w2 · d2,k
ij (Hn) + w2 · dk

ij(H)

)
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+ · · · +
(

N∑
n=1

wL · dL,k
ij (Hn) + wL · dk

ij(H)

)

= w1

(
N∑

n=1

d1,k
ij (Hn) + dk

ij(H)

)

+ w2 ·
(

N∑
n=1

d2,k
ij (Hn) + dk

ij(H)

)

+ · · · + wL ·
(

N∑
n=1

dL,k
ij (Hn) + dk

ij(H)

)

Since
∑N

n=1 dl,k
ij (Hn) + dk

ij(H) = 1 for l = 1, 2, . . . , L.
So we have

N∑
n=1

dk
ij(Hn) + dk

ij(H) = w1 + w2 + · · · + wL = 1.

Theorem 4. The fusion algorithm of multiple DPRs proposed in Definition 8 is a
linear combination method. It satisfies commutativity and associativity.

Proof of Theorem 4.

(a) Commutativity: d1,k
ij ⊕ d2,k

ij = d2,k
ij ⊕ d1,k

ij

Let d1,k
ij ⊕ d2,k

ij = dk
ij = {(Hn, dk

ij(Hn)), n = 1, . . . , N ; (H, dk
ij(H))},

d2,k
ij ⊕ d1,k

ij = dk′

ij = {(Hn, dk′

ij (Hn)), n = 1, . . . , N ; (H, dk′

ij (H))}.

According to Definition 8,

dk
ij(Hn) = w1 · d1,k

ij (Hn) + w2 · d2,k
ij (Hn),

dk
ij(H) = w1 · d1,k

ij (H) + w2 · d2,k
ij (H)

dk′

ij (Hn) = w2 · d2,k
ij (Hn) + w1 · d1,k

ij (Hn),

dk′

ij (H) = w2 · d2,k
ij (H) + w1 · d1,k

ij (H),

It is obvious that dk
ij(Hn) = dk′

ij (Hn), dk
ij(H) = dk′

ij (H).
So we have d1,k

ij ⊕ d2,k
ij = d2,k

ij ⊕ d1,k
ij .

(b) Associativity: (d1,k
ij ⊕ d2,k

ij ) ⊕ d3,k
ij = d1,k

ij ⊕ (d2,k
ij ⊕ d3,k

ij )
Let

d1,k
ij ⊕ d2,k

ij = d
(12),k
ij = {(Hn, d

(12),k
ij (Hn)), n = 1, . . . , N ; (H, d

(12),k
ij (H))}.
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From Definition 8, we have

d
(12),k
ij (Hn) = w1 · d1,k

ij (Hn) + w2 · d2,k
ij (Hn),

d
(12),k
ij (H) = w1 · d1,k

ij (H) + w2 · d2,k
ij (H).

Let (d1,k
ij ⊕ d2,k

ij ) ⊕ d3,k
ij = d

(12),k
ij ⊕ d3,k

ij = d
(12)3,k
ij

= {(Hn, d
(12)3,k
ij (Hn)), n = 1, . . . , N ; (H, d

(12)3,k
ij (H))}.

From Definition 8, we have

d
(12)3,k
ij (Hn) = d

(12),k
ij (Hn) + w3 · d3,k

ij (Hn)

= w1 · d1,k
ij (Hn) + w2 · d2,k

ij (Hn) + w3 · d3,k
ij (Hn),

d
(12)3,k
ij (H) = d

(12),k
ij (H) + w3 · d3,k

ij (H)

= w1 · d1,k
ij (H) + w2 · d2,k

ij (H) + w3 · d3,k
ij (H).

Let d2,k
ij ⊕ d3,k

ij = d
(23),k
ij = {(Hn, d

(23),k
ij (Hn)), n = 1, . . . , N ; (H, d

(23),k
ij (H))}.

From Definition 8, we have

d
(23),k
ij (Hn) = w2 · d2,k

ij (Hn) + w3 · d3,k
ij (Hn),

d
(23),k
ij (H) = w2 · d2,k

ij (H) + w3 · d3,k
ij (H),

Let d1,k
ij ⊕ (d2,k

ij ⊕ d3,k
ij ) = d1,k

ij ⊕ d
(23),k
ij = d

1(23),k
ij

= {(Hn, d
1(23),k
ij (Hn)), n = 1, . . . , N ; (H, d

1(23),k
ij (H))}.

From Definition 8, we have

d
1(23),k
ij (Hn) = w1 · d1,k

ij (Hn) + d
(23),k
ij (Hn)

= w1 · d1,k
ij (Hn) + w2 · d2,k

ij (Hn) + w3 · d3,k
ij (Hn),

d
1(23),k
ij (H) = w1 · d1,k

ij (H) + d
(23),k
ij (H)

= w1 · d1,k
ij (H) + w2 · d2,k

ij (H) + w3 · d3,k
ij (H).

So (d1,k
ij ⊕ d2,k

ij ) ⊕ d3,k
ij = d1,k

ij ⊕ (d2,k
ij ⊕ d3,k

ij ).

Although commutativity and associativity are simple and basic, some combi-
nation methods don’t satisfy these properties. If associativity is not satisfied, the
fusion of different information sources will not be reliable. In Ref. 45, the authors
said that a rational fusion algorithm should satisfy four basic axioms: independency,
consensus, completeness, and incompleteness. Here, we will prove that the proposed
weighted average evidential fusion algorithm satisfies the four axioms.

Independency axiom: If ∀ l = 1, 2, . . . , L dl,k
ij (Hn) = 0, then dk

ij(Hn) = 0.
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Proof. If ∀ l = 1, 2, . . . , L dl,k
ij (Hn) = 0, then from Definition 8, we have

dk
ij(Hn) =

L∑
l=1

wl · dl,k
ij (Hn) =

L∑
l=1

wl · 0 = 0.

Independency axiom ensures that the aggregated belief degree to Hn should be
0 if none of the attributes is assessed on it.

Consensus axiom: If ∀ l = 1, 2, . . . , L dl,k
ij = (Hn, 1), then dk

ij = (Hn, 1).

Proof. If ∀ l = 1, 2, . . . , L dl,k
ij = Hn, i.e.,

dl,k
ij = (Hn, dl,k

ij (Hn) = 1; Hm, dl,k
ij (Hm) = 0, m = 1, . . . , N, m 	= n).

Then from Definition 8, we have

dk
ij(Hn) =

L∑
l=1

wl · 1 = 1,

dk
ij(Hm) =

L∑
l=1

wl · 0 = 0 (m = 1, 2, . . . , n − 1, n + 1, . . . , N).

So dk
ij = (Hn, dk

ij(Hn) = 1; Hm, dk
ij(Hm) = 0, m = 1, . . . , N, m 	= n).

Consensus axiom indicates that the fused belief degree on Hn ought to be 1
provided that all L attributes are assessed to Hn.

Completeness axiom: If all attributes are completely assessed to a subset in
H = {H1, H2, . . . , HN} denoted as {Hn1 , Hn2 , . . . , Hnp} ⊆ H , then the fused
DPR is completely assessed to the same subset {Hn1 , Hn2 , . . . , Hnp}. That is to
say: (1) For ∀Hn ∈ {Hn1 , Hn2 , . . . , Hnp}, there is at least one attribute al(l =
1, 2, . . . , L) that dl,k

ij (Hn) > 0, and ∀Hm /∈ {Hn1 , Hn2 , . . . , Hnp}, dl,k
ij (Hm) = 0

for ∀ al, then dk
ij(Hn) > 0(Hn ∈ {Hn1 , Hn2 , . . . , Hnp}), dk

ij(Hm) = 0(Hm /∈
{Hn1 , Hn2 , . . . , Hnp}); (2) If ∀ l = 1, 2, . . . , L dl,k

ij (H) = 0, then dk
ij(H) = 0.

Proof. (1) From Definition 8, for Hn ∈ {Hn1 , Hn2 , . . . , Hnp}

dk
ij(Hn) =

L∑
l=1

wl · dl,k
ij (Hn)

= w1 · d1,k
ij (Hn) + · · · + wl · dl,k

ij (Hn) + · · · + wL · dL,k
ij (Hn).

Since ∃ l = 1, 2, . . . , Ldl,k
ij (Hn) > 0, and wl > 0, we have

wl · dl,k
ij (Hn) > 0.

Hence, dk
ij(Hn) > 0.
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Similarly, for Hm /∈ {Hn1 , Hn2 , . . . , Hnp}

dk
ij(Hm) =

L∑
l=1

wl · dl,k
ij (Hm)

= w1 · d1,k
ij (Hm) + · · · + wl · dl,k

ij (Hm) + · · · + wL · dL,k
ij (Hm).

Since ∀ l = 1, 2, . . . , Ldl,k
ij (Hm) = 0, we have

wl · dl,k
ij (Hm) = 0.

Hence, dk
ij(Hm) = 0.

Thus, dk
ij = (Hn, dk

ij(Hn) > 0(n ∈ {n1, n2, . . . , np}); Hm, dk
ij(Hm) = 0(n /∈

{n1, n2, . . . , np})).
(2) If ∀ l = 1, 2, . . . , Ldl,k

ij (H) = 0.
Then from Definition 8,

dk
ij(H) =

L∑
l=1

wl · dl,k
ij (H)

= w1 · d1,k
ij (H) + · · · + wl · dl,k

ij (H) + · · · + wL · dL,k
ij (H) = 0.

So, dk
ij = (Hn, dk

ij(Hn) > 0(n ∈ {n1, n2, . . . , np}); Hm, dk
ij(Hm) = 0(n /∈

{n1, n2, . . . , np}); H, 0).
The completeness axiom contains two implications. If an attribute is assessed

to Hn with positive belief degree, then the combined belief degree to Hn will be
positive too. So any information source cannot be neglected by the proposed fusion
algorithm unless the weight of it is 0. Besides, if all the attributes are assessed with
no ignorance, i.e., ∀ l = 1, 2, . . . , L

∑N
n=1 dl,k

ij (Hn) = 1, then the combined DPR will
also be complete, i.e.,

∑N
n=1 dk

ij(Hn) = 1.

Incompleteness axiom : If ∃ l = 1, 2, . . . , Ldl,k
ij (H) > 0, then dk

ij(H) > 0.

Proof. From Definition 8, we have

dk
ij(H) =

L∑
l=1

wl · dl,k
ij (H)

= w1 · d1,k
ij (H) + · · · + wl · dl,k

ij (H) + · · · + wL · dL,k
ij (H).

Since ∃ l = 1, 2, . . . , L dl,k
ij (H) > 0, and wl > 0, so we have

wl · dl,k
ij (H) > 0.

Hence, dk
ij(H) > 0.

Incompleteness axiom ensures that the combined ignorance is positive if any
attribute is assessed to be incomplete.

Example 3. Suppose three attributes al(l = 1, 2, 3) are involved in comparing xi

over xj by ek. The weight vector of attributes is W = {0.2, 0.5, 0.3}, and the set



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

20 Y.-J. Zhou et al.

Table 6. The assessments of the three attributes to compare xi over xj .

Weight 0.2 0.5 0.3

Attribute a1 a2 a3

Assessment (dl,k
ij ) {H1, 0.3; H2, 0.1; H3, 0.5; H, 0.1} {H3, 0.6; H4, 0.2; H5, 0.2} {H4, 0.7; H5, 0.3}

DPR dk
ij = {H1, 0.06; H2, 0.02; H3, 0.4; H4, 0.31; H5, 0.19; H, 0.02}

of evaluation grades is H = {H1, H2, H3, H4, H5, H6, H7, H8, H9}. The assessments
on the three attributes are shown in Table 6.

We get the fused DPR as dk
ij = {H1, 0.06; H2, 0.02; H3, 0.4; H4, 0.31; H5, 0.19;

H, 0.02} from Eqs. (24) and (25). If the weights of three attributes are set
equally such that w1 = w2 = w3 = 1/3, then the combined DPR is dk

ij =
{H1, 0.1; H2, 0.0333; H3, 0.3667; H4, 0.3; H5, 0.1667; H, 0.0333}.

3.3.2. Comparison with the ER approach

The ER approach is also used to calculate the combined belief degree in Example 3.
The result, which is shown in Fig. 1, is similar to the above proposed method.

Example 4. Suppose the belief degrees (BDs) of two attributes are given in
Table 7. Their initial weights are 0.1 and 0.9. We change the weights of attributes
steadily from w1 = 0.1 to w1 = 0.9. The fused DPR by the proposed method and
ER approach from the two attributes is shown in Figs. 2(a) and 2(b).

Compared with the ER approach, the combined uncertainty is larger by the
proposed method. It is rational because the uncertainty of a2 is 0.95, which will
enhance the fused uncertainty although the uncertainty of a1 is small.

Fig. 1. The combined belief degree generated by the ER algorithm.
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Table 7. The BDs of two attributes.

wl al H1 H2 H

0.1 a1 0 0.95 0.05
0.9 a2 0.05 0 0.95

(a) (b)

Fig. 2. (a) The combined BD by the proposed approach. (b) The combined BD by the ER approach.

Example 5. Suppose there are 100 attributes been assigned with the same belief
distributions shown in Table 8. The weights of these attributes are equally allocated
such that wl = 0.01(l = 1, 2, . . . , 100).

The fused BD from these 100 attributes by the proposed method is
{H0, 0.6; H1, 0.4}, which is identical to each of the original BD. The fused BD
by the ER algorithm is shown in Fig. 3. As the number of attributes increases, the
belief degree on H0 also increases steadily. It is controversial because the combined
BD from identical attributes should be unchanged, while the ER algorithm enlarges
the larger focal element.

Axiom 1. The combined BD should be identical to the original BDs if all the
original BDs are identical. That is to say, if ∀ l 	= l′, l, l′ = 1, 2, . . . , L, dl,k

ij = dl′

ij , k,
then dl

ij = dl,k
ij .

Example 6. Let a1 and a2 be two attributes assigned with the same BD as shown
in Table 9. The weights of two attributes are changed from 0 to 1 and satisfy
w1 + w2 = 1.

Table 8. The BDs of 100 attributes.

w1 al H0 H1

0.01 a1 0.6 0.4
0.01 a2 0.6 0.4

. . . . . .

0.01 a100 0.6 0.4
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Fig. 3. The results of combining 100 attributes by the ER algorithm.

Table 9. The belief degrees of 2
attributes.

wl al H0 H2

0–1 a1 0.6 0.4
1–0 a2 0.6 0.4

The combined BD by ER algorithm is shown in Fig. 4. Obviously, the com-
bined BD changes with the weights of the two attributes. And it reaches the max-
imum value when w1 = w2 = 0.5. So it does not satisfy Axiom 1. It is irrational
because the two attributes are identical although they are assigned with changed
weights. The combined BD by the ER algorithm is {H1, 0.6; H2, 0.4} only when
w1 = 1, w2 = 0 or w1 = 0, w2 = 1. The fused belief degree by the proposed
method is still identical with a1 and a2 no matter how the weights of two attributes
change.

The generated combined DPR matrix from ek denoted as Dk = (dk
ij)M×M

is presented in Table 10. Here, only adjacent alternative pairs are compared to
release the burden on experts in providing assessment information. So the pair-
wise comparisons of alternatives are absolutely consistent, and there is no need to
make adjustments to inconsistent assessments originating from the large number of
alternatives.



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

Consensus Reaching Mechanism for Classification-Oriented Group Decision 23

Fig. 4. The combined BD of two attributes by the ER algorithm.

Table 10. DPR Dk provided by expert ek.

DPR x1 x2 x3 . . . xM−1 xM

x1

{(
H N+1

2
, 1

)}
dk
12 \ \ \ \

x2 dk
21

{(
H N+1

2
, 1

)}
dk
23 . . . \ \

x3 \ dk
32

{(
H N+1

2
, 1

)}
. . . \ \

. . . \ \ . . . . . . . . . . . .

xM−1 \ \ \ . . .

{(
H N+1

2
, 1

)}
dk
(M−1)M

xM \ \ \ \ dk
M(M−1)

{(
H N+1

2
, 1

)}

4. CRP Based on Classification-Oriented GDM

CRP based on classification-oriented GDM is different from traditional ranking-
oriented GDM. In a ranking-oriented GDM problem, the consensus measure is usu-
ally computed by the original cardinal assessment values derived from experts. Two
methods are commonly used. One is to measure the similarity between the opinions
of each pair of experts.5,9 The other one is to quantify the similarity between each
expert’s judgment and the aggregated group opinion by a fusion algorithm.14 Some
research also uses ordinal preference value to calculate the consensus degree.16 No
matter which method is applied, it cannot be directly used to measure the consensus
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Fig. 5. The methods applied in the whole decision-making process.

degree of the group in a classification-oriented GDM problem. The whole decision
process is depicted in Fig. 5.

4.1. Consensus measure and identification

4.1.1. Consensus measure

In a classification-oriented GDM problem, consensus is usually reached based on
the ranking order generated from the original DPRs of experts. So the consensus
status may not be measured directly by the DPRs of experts. The DPR of each
expert should be converted to the ranking of alternatives.

Definition 9 (Possibility degree (Ref. 32)). Suppose the interval score value
matrix transformed from Dk is calculated by Definition 3 and denoted as Sk =
(Sk

ij)M×M = (Sk
ij ∈ [Sk−

ij , Sk+
ij ])M×M . It can be used to make a ranking order
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between alternative xi and xj . The possibility degree of Sk
ij 
 Sk

ji is calculated as

p(Sk
ij 
 Sk

ji) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, Sk−
ij > Sk+

ji ,

1 − 2(Sk−
ij )2

(Sk+
ij −Sk−

ij )2
, Sk−

ji ≤ Sk−
ij ≤ Sk+

ji ≤ Sk+
ij ,

2(Sk+
ij )2

(Sk+
ij −Sk−

ij )2
, Sk−

ij ≤ Sk−
ji ≤ Sk+

ij ≤ Sk+
ji ,

0, Sk+
ij ≤ Sk−

ji .

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(27)

(1) p(Sk
ij 
 Sk

ji) = 1, then xi is absolutely superior to xj .
(2) p(Sk

ij 
 Sk
ji) = 0, then xi is absolutely inferior to xj .

(3) p(Sk
ij 
 Sk

ji) = 0.5, then xi equals to xj and st−
ij + st+

ij = 0.

(4) p(Sk
ij 
 Sk

ji) > 0.5, then xi is superior to xj .
(5) p(Sk

ij 
 Sk
ji) < 0.5, then xi is inferior to xj .

The final ranking order of M alternatives is Xk(
p) = ′xk1 
 . . . 
 xkm 

. . . 
 x′

kM
, where xkm(m = 1, . . . , M) denotes the mth preferred alternative by ek.

Suppose the set of categories to be classified is C = {C1, . . . , Cq, . . . , CQ}.
Q(Q < M) is the number of categories, and Cq 
 Cq+1(q ∈ {1, 2, . . . , Q − 1}).
It means that the alternatives in category Cq is absolutely superior to that in
Cq+1. So we also have Cq 
 Cq+num(num = 1, . . . , Q − q). Here, the number of
alternatives in each category are determined in advance. Let nq be the number of
alternatives been assigned in category Cq. So we have Cq = {xq1 , xq2 , . . . , xqnq

}, and∑Q
q=1 nq = M . In other words, alternative xkm is classified in category Cq by expert

ek, which is denoted as Ckm
q where {Ckm

q |xkm ∈ Ck
q = {xk

q1
, xk

q2
, . . . , xk

qnq
}}. Usu-

ally, the number of alternatives in a higher-level category is less than the lower-level
category, i.e., nq < nq+1(q = 1, . . . , Q − 1). But it is not a necessary condition.

Definition 10 (Dissimilarity on category between two experts). Suppose
the number of different alternatives been classified in category Cq by expert ek and
ek′ is |Ck

q − Ck′

q |. Then the Dissimilarity between the opinions of ek and ek′ on
category Cq is defined as

Dissk,k′

q =
|Ck

q − Ck′

q |
2nq

. (28)

The value of Dissk,k
′

q is between 0 and 1. In the case of Cq 
 Cq+num and nq < nq+1,

Dissk,k′

q is more likely to be larger than Dissk,k′

q+num.

Definition 11 (Dissimilarity between two experts). Let |Ck
q − Ck′

q | be the
number of different alternatives been classified in category Cq by expert ek and
ek′ . Then the Dissimilarity between the opinions of ek and ek′ on all categories is
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defined as

Dissk,k′
=

∑Q
q=1

|Ck
q −Ck′

q |
2nq

Q
. (29)

Properties:

(1) 0 ≤ Dissk,k′
≤ 1;

(2) Dissk,k′
= Dissk′,k;

(3) Dissk,k′
= 0 iff ∀ q ∈ {1, 2, . . . , Q, |Ck

q − Ck′

q | = 0;
(4) Dissk,k′

= 1 iff ∀ q ∈ {1, 2, . . . , Q, |Ck
q − Ck′

q | = 2nq.

Property (3) indicates that if the alternatives have been classified in any cate-
gory by two experts are identical, there is no Dissimilarity between their opinions.
Contrarily, from Property (4), if there are no alternatives classified in the same
category, the Dissimilarity between the opinions of two experts is the largest. In a
real decision-making problem, it will not happen unless there is a great conflict of
interest between two experts (Table 11).

Example 7. Suppose 9 alternatives {x1, x2, . . ., x9} are assessed by three experts
{e1, e2, e3}. They are to be classified into three categories {C1, C2, C3}. The number
of alternatives in a category increases with the subscript of the category such that
n1 = 2, n2 = 3, n4 = 4. The classifications by the three experts are shown in
Table 11.

By Definition 10, we can get Diss1,2
1 = 0.5, Diss1,2

2 = 0.333, Diss1,2
3 = 0.25,

Diss1,3
1 = 1, Diss1,3

2 = 1, Diss1,3
3 = 0.25, Diss2,3

1 = 0.5, Diss2,3
2 = 0.667, Diss1,2

3 =
0.25. Then from Definition 11, we have Diss1,2 = 0.361, Diss1,3 = 0.75, Diss2,3 =
0.472. The Dissimilarity between e1 and e3 is the largest.

Definition 12 (Category disparity of alternative). Suppose disC
m|ek−e

k′ |
is the

category disparity that xm be assigned by ek and ek′ . Hence, dism|ek−e
k′|

C equals
to the Dissimilarity of subscript that xm be classified to Cq and Cq′ by ek and ek′ .

Table 11. The classification of alternatives to
categories by three experts.

Category Expert e1 e2 e3

C1 x1 x1 x4

x2 x4 x5

C2 x3 x6 x1

x4 x3 x2

x5 x5 x6

C3 x6 x7 x3

x7 x2 x7

x8 x8 x9

x9 x9 x8
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If ek and ek′ assign xm to the same category, then disC
m|ek−e

k′ |
= 0. Hence, the

disparity that xm be assigned to category by all the K experts is calculated as

disC
m =

2
K(K − 1)

K−1∑
k=1

K∑
k′=k+1

disC
m|ek−e

k′ |
. (30)

Remark 2. It is clear that disC
m|ek−e

k′ |
= |q − q′|(q, q′ ∈ {1, 2, . . . , Q}). The mini-

mum value of disC
m|ek−e

k′ |
is 0, and the maximum value of disC

m|ek−e
k′ |

is Q − 1.

In Example 7, disC
1|e1−e2|

= 0, disC
1|e1−e3|

= 1, disC
1|e2−e3|

= 1, so we have disC
1 =

0.667. The category disparities of 9 alternatives in Example 7 are depicted in Fig. 6.

Definition 13 (Dissimilarity of expert). Let Dissk,k′
be the Dissimilarity

between experts ek and ek′ , then the classification Dissimilarity of expert ek’s opin-
ion with others can be calculated as:

Dissk =
1

K − 1

K∑
k′=1,k′ �=k

Dissk,k′
. (31)

Definition 13 measures the average Dissimilarity of expert ek with other K − 1
experts on the classification of alternatives. The larger the value of Dissk, the more
conflict of ek’s judgment. In Example 7, we have Diss1 = 0.556, Diss2 = 0.417,
Diss3 = 0.611.

Here, the importance of an expert is calculated based on SNA. Firstly, trust
relationships between all pairs of experts are obtained as

TR = [λkh]K×K =

⎡
⎢⎢⎣

— λ12 . . . λ1K

λ21 — . . . λ2K

. . . . . . . . . . . .

λK1 λK2 . . . λKK

⎤
⎥⎥⎦. (32)

Fig. 6. Category disparity of alternatives in Example 7.
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Since the number of experts is not large, we assume that there is no missing value
in TR. Then Eq. (32) is used to calculate the trust score matrix as

TS = [tskh]K×K =

⎡
⎢⎢⎣

— ts12 . . . ts1K

ts21 — . . . ts2K

. . . . . . . . . . . .

tsK1 tsK2 . . . tsKK

⎤
⎥⎥⎦. (33)

The normalized importance of ek is computed as

Rk =

∑K
h=1,h �=k tskh∑K

k=1

∑K
h=1,h �=k tskh

. (34)

Obviously,
∑K

k=1 Rk = 1.

Definition 14 (Dissimilarity of the group). Let Dissk be the Dissimilarity of
expert ek. The relative importance of expert ek is Rk which satisfies 0 ≤ RK ≤
1(k = 1, . . . , K) and

∑K
k=1 RK = 1. Then the classification Dissimilarity of the

whole group can be computed as

DissG =
K∑

k=1

Rk·Dissk. (35)

Specifically, when the weights of all the K experts are equal, we have DissG =
1
K

∑K
k=1 Dissk.

Let δ be the consensus threshold. If DissG ≤ δ, the group consensus is satisfied.
Otherwise, CRP should be implemented among experts with one round or several
rounds. In practice, the value of δ should be chosen based on the specific decision-
making environment. For instance, if the classification outcome has high stakes,
such as safety assessments, medical diagnoses, or major financial investments, DMs
may set a lower δ to minimize conflicts. This ensures stricter convergence to a
unanimous viewpoint. On the other hand, when the environment tolerates moderate
disagreement (e.g., exploratory research or preliminary market studies), a higher
δ may be acceptable. Additionally, historical data or pilot testing can be used
to determine an empirical threshold: if consistent group decisions were achieved in
previous similar tasks with a certain conflict level, then empirical baseline can guide
the choice of δ. In all cases, the moderator or decision facilitators should balance
efficiency (fewer rounds of consensus adjustment) against the desired accuracy or
risk level to ensure the final classification meets practical requirements.

Remark 3. When the consensus is measured based on classification, consensus
status is attained if the consensus based on ordinal ranking is reached. That is to
say, classification-based consensus is a necessary condition of ordinal ranking-based
consensus.
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Remark 3 is easy to be interpreted. If all the experts give similar ranking orders
of alternatives after CRP, it’s obvious that the classification on them by different
experts also reaches a high consensus level. On the contrary, if classification-based
consensus status is satisfied, we cannot conclude that the ranking orders of alter-
natives provided by experts attain a high consensus level. The reason lies in that
the ranking orders of alternatives in the same classification may be divergent by
different experts. But this does not affect the final results.

In the assessment by experts, an alternative may be directly classified into a
category without comparison to other ones. An excellent alternative may be directly
assigned to the best category, while an alternative with very bad performance will
be automatically eliminated from all the categories.

4.1.2. Consensus identification

If DissG > δ, group consensus is not satisfied, and the adjusted element should
be identified. The importance of expert ought to be taken into account in the
identification process. The higher importance of an expert, the less intension he/she
will adjust the opinion. Additionally, the importance of expert also determines
opinion leader, which directs the adjustment extent for identified expert. Two kinds
of identification route may be carried out as follows.

(1) Expert identification

(a) Identification in the expert level
Identification rule: Let Dissk be the Dissimilarity of expert ek. The rela-

tive importance of expert ek is Rk. Dissk∗
= maxk=1,...,K Dissk, if Rk∗ 	=

maxk=1,...,K{Rk}, then ek∗ will adjust his/her opinion to some extent according
to adjustment rule in Sec. 4.2. If Rk∗ = maxk=1,...,K{Rk}, ek∗ maybe an opin-
ion leader (OL) although his/her opinion contradicts with other experts. Then
Dissk∗∗

= maxk=1,...,K∗−1,k∗+1...,k Dissk, and ek∗∗ will adjust his/her opinion.

(b) Identification in the expert pair level
Identification rule: Dissk∗,k′

= maxk=1,...,Kk �=k∗ Dissk∗,k, then the Dissimilarity
between ek∗ and ek′ is the largest respect to ek∗ .

(c) Identification in the category level
Identification rule: Dissk∗,k′

q∗ = maxq=1,...,Q Dissk∗,k′

q , then the category to be
adjusted respect to ek∗ and ek′ is identified as Cq∗ .

(2) Category identification
If the Dissimilarity on one category is the largest, there may be conflict among

the opinions of experts. Hence, the consensus adjustment on this category should
be implemented first. So we should define the Dissimilarity on category.
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Definition 15 (Dissimilarity of expert on category). Suppose the Dissimilar-
ity on category Cq between ek and ek′ is Dissk,k′

q . Then the Dissimilarity of expert
ek with other experts on Cq is computed as:

Dissk
q =

1
K − 1

K∑
k′=1,k′ �=k

Dissk,k′

q . (36)

Definition 16 (Dissimilarity on category among all experts). Let Dissk,k′

q

be the Dissimilarity on category Cq between ek and ek′ . Then the Dissimilarity
among the opinions of all the K experts on category Cq is defined as:

Dissq =
2

K(K − 1)

K−1∑
k=1

K∑
k′=k+1

Dissk,k′

q . (37)

Dissq can also be calculated as Dissq = 1
K

∑K
k=1 Dissk

q .

(a) Identification in the category level
Identification rule: Let Diss∗q = maxq=1,...,Q Dissq. Diss∗q represents the largest

Dissimilarity among all the Q categories. Then {Cq|Dissq = Diss∗q} should be
selected as the category to be modified on its included alternatives by different
experts.

(b) Identification in the alternative level
Anyway, if one alternative is assigned to nonconsecutive categories by two

experts, i.e., |q − q′| > 1, the conflict among experts cannot be neglected.
Select the alternative that has the largest category disparity such that disC

m∗ =
maxm=1,...,M disC

m. Then xm∗ is the alternative that should be conduct consensus
adjustment first.

(c) Identification in the expert level
Calculate maxk,k′=1,...,k disC

m∗|ek−e
k′ |

which represents the largest disparity

between two experts associated with xm∗ . Here, disC
m∗|ek−e

k′ |
≤ Q − 1.

In Example 7, the largest category disparity of alternative is dis2∗C = 1.333,
and the largest disparity between experts is disC

2
∗|e1−e2| = 2.

4.2. Consensus adjustment

When the identified element is confirmed, consensus adjustment will be imple-
mented. Some assumptions are given as follows:

(1) The number of alternatives in each category is fixed, and nq < nq+1(q ∈
{1, 2, . . . , Q − 1});

(2) The scale of GDM is not large, i.e., not more than 20 persons;
(3) Multiple attributes are considered in GDM, and the standard and weight of

each attribute are provided by the moderator;
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(4) Two situations may occur: (a) Some alternatives with low performances may be
finally eliminated. The remaining alternatives are then classified; or (b) There
is no eliminated alternative in the classification process.

Remark 4. As for assumption (1), nq < nq+1 may not always occur. For example,
the science index citation (SCI) classification satisfies nq = nq+1 because the pro-
portions of Q1, Q2, Q3 and Q4 are 25%. In the scholarship evaluation, nq < nq+1 is
usually satisfied and the number in each category is fixed. For assumption (2), we
limit our discussion to groups with a relatively small number of DMs to ensure man-
ageability of the CRP and feasibility in data handling. In many institutional com-
mittees or award evaluations, it is common for the number of panelists to be below
20. This assumption simplifies certain computational steps and reduces the com-
plexity of communication or negotiation overhead during the consensus adjustment.
With respect to assumption (3), in real-world decision-making tasks, alternatives
are usually assessed against multiple criteria. For example, in subject assessments
of universities — such as those sponsored by the China Academic Degrees & Grad-
uate Education Development Center (CDGDC) — the performance of a subject (or
department) might hinge on students’ achievements, faculty publications, research
output, and other qualitative characteristics. These attributes often come with given
standards and weights assigned by a moderator or organizing body to reflect their
relative importance. By providing a fixed set of attribute weights in advance, we
maintain consistency and transparency during the evaluation, ensuring that DMs
focus on applying the criteria rather than debating them. With regard to assump-
tion (4), the scholarship reviewing, science & technology award assessment belong to
case (a). Some students or science & technology achievements will not be awarded
after discussion or reviewing by a group of experts. The subject assessment of
university corresponds to case (b). All the alternative subjects submitted by uni-
versities will be classified with one of the following category: A+, A (2–5%), A −
(5–10%), B + (10–20%), B (20–30%), B − (30–40%), C + (40–50%), C (50–60%),
C − (60–70%), D. And there is no fee in the reviewing process.

Expert with the maximum weight is assumed to be OL such that eOL =
{ek|Rk = maxk′=1,...,K{Rk′}}. Rk is assigned by the moderator in advance. In
consensus adjustment procedure, the alternative with the largest classification dis-
parity between two experts should be adjusted to the direction of eOL. That is to
say, {Ckm∗

q∗ |xkm∗ ∈ Ck
q∗ = {xk

q∗
1
, xk

q∗
2
, . . . , xk

q∗
nq∗

}} will be modified to be equal with

{CkOL
m∗

q∗ |xkOL
m∗

∈ CkOL

q∗ = {xkOL

q∗
1

, xkOL

q∗
2

, . . . , xkOL

q∗
nq∗

}}. When the group has attained

consensus, the final classification Cm
q of xm could be calculated by the weighted

average of the subscripts of Ckm
q (k = 1, 2, . . . , K, q = 1, 2, . . .Q, m = 1, 2, . . . , M){

Cm
q |xm ∈ Cq, q =

[
K∑

k=1

Rkqk

]}
. (38)
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Algorithm 2. Consensus identification and adjustment rule.

Input: DPRs of alternative xi over xj on attribute al by ek(k = 1, . . . , K) :
dl,k

ij = {(Hn, dl,k
ij (Hn)), n = 1, . . . , N ; (H, dl,k

ij (H))}, trust relationships
between pair of experts TR = [λkh]K×K ,{n1, n2, . . . , nQ} where∑Q

q=1 nq = M .
Output: Final alternative classification under satisfactory consensus such that

DissG ≤ δ.
Step 1: Obtain the DPR of expert ek on attribute al by Algorithm 1 denoted as

dl,k
ij

Step 2: Estimate attribute weights vector as W = {wl|l = 1, . . . , L}
Step 3: Generate dk

ij = {(Hn, dk
ij(Hn)), n = 1, . . . , N ; (H, dk

ij(H))} by Eqs. (24)
and (25)

Step 4: Calculate the score value of dk
ij by Eqs. (2) and (3)

Step 5: Using Eq. (27) to generate alternative ranking and the classification by
ek(k = 1, . . . , K) : Xk(
p) = ′xk1 
 xk2 
 . . . 
 x′

kM
,

Ck
q = {xk

q1
, xk

q2
, . . . , xk

qnq
}(q = 1, . . . , Q)

Step 6: Using Eqs. (32)–(34) to compute the importance of experts as
R = {Rk|k = 1, . . . , K}

Step 7: Using Eqs. (28), (29), (31), (35) to calculate DissG

If DissG ≤ δ, then go to Step 10
Otherwise, go to Step 8

Step 8: Using Eq. (30) to calculate dism
C , compute dism∗

C = maxm=1,...,M

dism
C and maxk,k=1,...,K disC

m∗|ek−e
k′ |

Step 9: If Rk > Rk′ , then adjust {Ck′
m∗

q∗ |xk′
m∗ ∈ Ck′

q∗ = {xk′

q∗
1
, xk′

q∗
2

. . . , xk′

q∗
nq∗

}}

to be equal with {CkOL
m∗

q∗ |xkOL
m∗

∈ CkOL

q∗ = {xkOL

q∗
1

, xkOL

q∗
2

. . . , xkOL

q∗
nq∗

}}.
Return to Step 7

Step 10: Using Eq. (38) to generate the final classification of all alternatives
C = {C1, C2, . . . , CQ} according to {n1, n2, . . . , nQ} such that
xc1 , xc2 , . . . , xcn1

∈ C1, xcn1+1xcn1+2 , . . . , xcn2
∈ C2, . . . , xcnQ−1+1 ,

xcnQ−1+2 , . . . , xcnQ
∈ CQ.

5. Case Study

In this section, a case study is presented to illustrate the effectiveness of the pro-
posed approach. Then, comparative analysis is conducted to demonstrate the advan-
tage of the classification-oriented CRP.

5.1. Case description

Scholarship evaluation is common in universities for undergraduate and postgradu-
ate students. It is mainly implemented based on subjective and objective evaluation.
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Usually, four categories are classified, i.e., first-class scholarship (10%)/second-class
scholarship (30%)/third-class scholarship (50%)/disqualified (10%). Several criteria
are always considered in the evaluation process, such as morality, research ability
and social work. Morality refers to the effort of study, moral value, positivity and
so on. It is assessed with qualified and unqualified. If a student is unqualified on the
first criterion, he/she will be canceled the opportunity for applying the scholarship.
Research ability includes the attributes of ‘award,’ ‘publication of paper,’ ‘project
participation,’ ‘authorized patent.’ Social work reflects the public actions a student
has taken part in, which consists of ‘scientific service,’ ‘public work,’ ‘laboratory
management’ and ‘other social practical actions.’

Several experts are usually invited to participate in the evaluation. Group con-
sensus is necessary because experts may have opinion divergence. They only need
to give the grade level of each student in the final decision instead of exact ranking
order or score values of students. Unpredictable uncertainties often occur in the
evaluation process. For example, one student has submitted a manuscript to a pop-
ular journal and the status is under second-round review. The paper may be either
accepted or rejected in the future. Another student has submitted a manuscript
to an ordinary journal and was accepted. Due to the unpredictable uncertainties,
each expert will probably provide DPR on the attribute of paper publication, and
experts may have different judgments when comparing the two students on the
attribute.

5.2. Model solving and analysis

5.2.1. Calculation process

In this case, 5 experts (E = {e1, . . . , e5}) are invited to evaluate third year 17
postgraduate students (X = {x1, . . . , x17}) for the scholarship application. Each
student is required to report 5min first, and then questions are asked by experts
within 5min. The linguistic grades are set as H = {H1, H2, H3, H4, H5, H6, H7} =
{absolutely worse, worse, slightly worse, indifferent, slightly better, better,
absolutely better}. After consultation, the scores of grades are set as S =

Table 12. Predefined parameters.

Implications Symbol Value

The set of experts E = {e1, . . . , eK} K = 5
The set of alternatives X = {x1, x2, . . . , xM} M = 17
The set of attributes A = {a1, . . . , aL} L = 4
Linguistic evaluation grades H = {H1, . . . , HN} N = 7
The scores of grades S = {s(H1), . . . , s(HN )} S = {−1,−0.7,−0.3, 0, 0.3, 0.7, 1}
The set of categories C = {c1, . . . , cQ} Q = 4
The number of each category nq(q = 1, . . . , Q) n1 = 2, n2 = 5, n3 = 8, n4 = 2
The weights of attributes W = {wl|l = 1, . . . , L} w1 = 0.5, w2 = 0.1, w3 = 0.3, w4 = 0.1

Consensus threshold δ δ = 0.2
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{s(H1), s(H2), s(H3), s(H4), s(H5), s(H6), s(H7)} = {−1, −0.7, −0.3, 0, 0.3, 0.7, 1}.
All the experts should finally reach consensus and each student is then divided into
one of 4 levels (C = {c1, . . . , c4}). The set of categories C stands for 4 differ-
ent scholarship application results and the number of each class will be defined
as nq(q = 1, . . . , 4) which satisfies required proportional distribution. In addition,
Table 12 shows the details of predefined parameters.

Table 13 shows the information about 17 students from four attributes (A =
{a1, . . . , a4}) which reflect the research ability of them. The weights of attributes
are determined in advance.

Step 1. Obtain the DPRs of experts on attributes.
According to the data on candidates presented in Table 13 and the answers

to questions, 5 experts compared candidate students in pairs to form a prelimi-
nary impression. Subsequently, they engaged in thorough discussions and exchanged
views on the research ability and academic achievement of each student. Following
the discussion, experts independently provided their DPRs dl,k

ij (i = 1, . . . , 16; j =
i + 1, . . . , 17; k = 1, . . . , 5) on each attribute al(l = 1, . . . , 4). However, comparison
of xij on al could exist in certain circumstance or unpredictable situations simulta-
neously. For instance, when experts considering about the publication of paper (a1)
between student 1 (x1) and student 2 (x2). There are 4 states for their manuscripts:
x1 accept & x2 accept; x1 Accept & x2 Reject; x1 Reject & x2 Accept; x1 Reject
& x2 Reject. With discrepancies and risk attitudes of experts, the DPRs will be
given based on different probabilities and assessments. Table 14 gives the DPRs
of a1 on x12 by experts which considering unpredictable states. Besides, the other
similar situations are given in Supplementary Material A. Then, the DPR given by
expert e1 is partly shown in Table 15, and the complete DPRs given by 5 experts
are presented in the Supplementary Materials B. As such, Step 1 is completed.

Step 2. Estimated attribute weights vectors.
The attributes weight vectors are defined as w1 = 0.5, w2 = 0.1, w3 = 0.3, w4 =

0.1.

Step 3–5: Generate the collective DPR, score value, alternative ranking
and classification by each expert.

The collective DPR dk
ij of each expert ek(k = 1, . . . , K) could be calculated

by Eqs. (24) and (25), which are partly shown in Table 16 and totally shown in
Supplementary Materials C. By using Eqs. (2) and (3), the score values of dk

ij

are generated and displayed in Table 17. According to the possibility degrees by
Eq. (27), the first-round alternatives ranking and classification could be generated
in Table 19.

Step 6: Generation of expert importance
In this step, the experts are invited to evaluate their trust degree tkh and distrust

degree dkh between themselves and the others. According to these, trust scores tskh



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

Consensus Reaching Mechanism for Classification-Oriented Group Decision 35

T
a
b
le

1
3
.
T

h
e

in
fo

rm
a
ti

o
n

a
b
o
u
t

1
7

st
u
d
en

ts
.

S
tu

d
en

t
P

u
b
li
ca

ti
o
n

o
f
p
a
p
er

(5
0
%

)
a
1

P
ro

je
ct

p
a
rt

ic
ip

a
ti
o
n

(1
0
%

)
a
2

P
a
te

n
t

a
n
d

ca
se

w
ri

ti
n
g

(3
0
%

)
a
3

A
w

a
rd

(1
0
%

)
a
4

o
rd

er

1
S
u
b
m

it
a

m
a
n
u
sc

ri
p
t

to
a

S
C

I
jo

u
rn

a
l
(J

C
R

Q
2
,
u
n
d
er

re
v
ie

w
R

1
,
fi
rs

t
a
u
th

o
r)

.

P
a
rt

ic
ip

a
te

in
o
n
e

n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

a
n
d

o
n
e

p
ro

v
in

ci
a
l

le
v
el

p
ro

je
ct

.

T
h
re

e
p
a
te

n
ts

a
u
th

o
ri

ze
d

(O
n
e

2
n
d

in
v
en

to
r,

tw
o

3
rd

in
v
en

to
r)

.

P
ro

v
in

ci
a
l
sc

ie
n
ti
fi
c

a
n
d

te
ch

n
o
lo

g
y

3
rd

p
ri

ze
(6

th
);

In
te

rn
et

p
lu

s
p
ro

v
in

ci
a
l

co
m

p
et

it
io

n
3
rd

p
ri

ze
(1

st
)

2
A

m
a
n
u
sc

ri
p
t

a
cc

ep
te

d
b
y

a
co

re
C

h
in

es
e

jo
u
rn

a
l
(S

ec
o
n
d

a
u
th

o
r)

;
S
u
b
m

it
a

m
a
n
u
sc

ri
p
t

to
a

S
C

I
jo

u
rn

a
l

(J
C

R
Q

4
,
u
n
d
er

re
v
ie

w
R

1
,

se
co

n
d

a
u
th

o
r)

.

—
—

—

3
S
u
b
m

it
a

m
a
n
u
sc

ri
p
t

to
a
n

E
I

C
h
in

es
e

jo
u
rn

a
l
(u

n
d
er

re
v
ie

w
,
fi
rs

t
a
u
th

o
r)

P
a
rt

ic
ip

a
te

in
o
n
e

n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

a
n
d

tw
o

co
rp

o
ra

te
p
ro

je
ct

s

O
n
e

p
a
te

n
t

a
cc

ep
te

d
(n

o
t

a
u
th

o
ri

ze
d
,
2
n
d

in
v
en

to
r)

.
In

te
rn

et
p
lu

s
p
ro

v
in

ci
a
l

co
m

p
et

it
io

n
si

lv
er

p
ri

ze
(6

th
);

F
ir

st
-l
ev

el
sc

h
o
la

rs
h
ip

o
n
ce

a
n
d

th
ir

d
-l
ev

el
sc

h
o
la

rs
h
ip

o
n
ce

;
“
T

h
re

e
g
o
o
d
”

st
u
d
en

t
o
n
ce

.
4

A
m

a
n
u
sc

ri
p
t

su
b
m

it
te

d
to

a
co

re
C

h
in

es
e

jo
u
rn

a
l

(s
ec

o
n
d
-r

o
u
n
d

re
v
is

io
n
).

P
a
rt

ic
ip

a
te

in
o
n
e

n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

a
n
d

tw
o

co
rp

o
ra

te
p
ro

je
ct

s

O
n
e

p
a
te

n
t

a
cc

ep
te

d
(n

o
t

a
u
th

o
ri

ze
d
,
2
n
d

in
v
en

to
r)

.
In

te
rn

et
p
lu

s
p
ro

v
in

ci
a
l

co
m

p
et

it
io

n
si

lv
er

p
ri

ze
(4

th
);

S
ec

o
n
d
-l
ev

el
sc

h
o
la

rs
h
ip

o
n
ce

a
n
d

th
ir

d
-l
ev

el
sc

h
o
la

rs
h
ip

o
n
ce

.
5

A
m

a
n
u
sc

ri
p
t

a
cc

ep
te

d
b
y

a
S
C

I
jo

u
rn

a
l
(J

C
R

Q
1
,
se

co
n
d

a
u
th

o
r)

.

—
—

—

6
—

P
a
rt

ic
ip

a
te

in
tw

o
n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

s
a
n
d

o
n
e

p
ro

v
in

ci
a
l

p
ro

je
ct

O
n
e

p
a
te

n
t

a
cc

ep
te

d
(n

o
t

a
u
th

o
ri

ze
d
,
2
n
d

in
v
en

to
r)

.
T

h
ir

d
-l
ev

el
sc

h
o
la

rs
h
ip

o
n
ce

.



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

36 Y.-J. Zhou et al.

T
a
b
le

1
3
.
(C

o
n
ti
n
u
ed

)

S
tu

d
en

t
P

u
b
li
ca

ti
o
n

o
f
p
a
p
er

(5
0
%

)
a
1

P
ro

je
ct

p
a
rt

ic
ip

a
ti
o
n

(1
0
%

)
a
2

P
a
te

n
t

a
n
d

ca
se

w
ri

ti
n
g

(3
0
%

)
a
3

A
w

a
rd

(1
0
%

)
a
4

o
rd

er

7
S
u
b
m

it
tw

o
m

a
n
u
sc

ri
p
ts

to
S
C

I
jo

u
rn

a
ls

(J
C

R
Q

1
,
se

co
n
d

a
u
th

o
r,

o
n
e

is
u
n
d
er

re
v
ie

w
a
n
d

th
e

o
th

er
is

w
it
h

ed
it

o
r,

se
co

n
d

a
u
th

o
r)

;
A

m
a
n
u
sc

ri
p
t

a
cc

ep
te

d
b
y

a
co

re
C

h
in

es
e

jo
u
rn

a
l.

P
a
rt

ic
ip

a
te

in
o
n
e

u
n
iv

er
si

ty
p
ro

je
ct

.
O

n
e

p
a
te

n
t

a
u
th

o
ri

ze
d

(3
rd

in
v
en

to
r)

O
n
e

p
a
p
er

w
a
s

aw
a
rd

ed
th

e
se

co
n
d

p
ri

ze
in

a
co

n
fe

re
n
ce

.

8
—

P
a
rt

ic
ip

a
te

in
o
n
e

n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

.
O

n
e

p
a
te

n
t

u
n
d
er

a
ct

u
a
l
re

v
ie

w
(n

o
t

a
u
th

o
ri

ze
d
,
2
n
d

in
v
en

to
r)

.
S
ec

o
n
d
-l
ev

el
sc

h
o
la

rs
h
ip

o
n
ce

.

9
S
u
b
m

it
a

m
a
n
u
sc

ri
p
t

to
a

S
C

I
jo

u
rn

a
l
(J

C
R

Q
1
,
u
n
d
er

re
v
ie

w
,
se

co
n
d

a
u
th

o
r)

.

P
a
rt

ic
ip

a
te

in
o
n
e

n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

.
—

S
ec

o
n
d
-l
ev

el
sc

h
o
la

rs
h
ip

o
n
ce

a
n
d

th
ir

d
-l
ev

el
sc

h
o
la

rs
h
ip

o
n
ce

.
1
0

S
u
b
m

it
a

m
a
n
u
sc

ri
p
t

to
a

S
C

I
jo

u
rn

a
l
(J

C
R

Q
2
,
u
n
d
er

re
v
ie

w
,
se

co
n
d

a
u
th

o
r)

.

P
a
rt

ic
ip

a
te

in
o
n
e

u
n
iv

er
si

ty
le

v
el

p
ro

je
ct

.
O

n
e

p
a
te

n
t

a
u
th

o
ri

ze
d

(2
n
d

in
v
en

to
r)

S
ec

o
n
d
-l
ev

el
sc

h
o
la

rs
h
ip

tw
ic

e.

1
1

S
u
b
m

it
a

m
a
n
u
sc

ri
p
t

to
a

S
C

I
jo

u
rn

a
l
(J

C
R

Q
1
,
w

a
it
in

g
fo

r
ed

it
o
ri

a
l
d
ec

is
io

n
,
se

co
n
d

a
u
th

o
r)

.

P
a
rt

ic
ip

a
te

in
o
n
e

n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

a
n
d

o
n
e

p
ro

v
in

ci
a
l

p
ro

je
ct

.

T
w

o
p
a
te

n
ts

u
n
d
er

a
ct

u
a
l
re

v
ie

w
(n

o
t

a
u
th

o
ri

ze
d
,
o
n
e

2
n
d

in
v
en

to
r,

o
n
e

3
rd

in
v
en

to
r)

.

—

1
2

—
P
a
rt

ic
ip

a
te

in
fo

u
r

p
ro

je
ct

s
(l

ev
el

u
n
k
n
ow

n
)

—
—



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

Consensus Reaching Mechanism for Classification-Oriented Group Decision 37

T
a
b
le

1
3
.
(C

o
n
ti
n
u
ed

)

S
tu

d
en

t
P

u
b
li
ca

ti
o
n

o
f
p
a
p
er

(5
0
%

)
a
1

P
ro

je
ct

p
a
rt

ic
ip

a
ti
o
n

(1
0
%

)
a
2

P
a
te

n
t

a
n
d

ca
se

w
ri

ti
n
g

(3
0
%

)
a
3

A
w

a
rd

(1
0
%

)
a
4

o
rd

er

1
3

A
m

a
n
u
sc

ri
p
t

a
cc

ep
te

d
b
y

a
co

n
fe

re
n
ce

.
(F

o
u
rt

h
a
u
th

o
r)

P
a
rt

ic
ip

a
te

in
o
n
e

n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

a
n
d

o
n
e

p
ro

v
in

ci
a
l

p
ro

je
ct

.

T
w

o
p
a
te

n
ts

u
n
d
er

a
ct

u
a
l
re

v
ie

w
(n

o
t

a
u
th

o
ri

ze
d
,
o
n
e

2
n
d

in
v
en

to
r)

;
O

n
e

p
a
te

n
t

a
u
th

o
ri

ze
d

(4
th

in
v
en

to
r)

.

In
te

rn
et

p
lu

s
u
n
iv

er
si

ty
co

m
p
et

it
io

n
th

ir
d

p
ri

ze
(1

st
).

1
4

S
u
b
m

it
a

m
a
n
u
sc

ri
p
t

to
a

C
h
in

es
e

co
re

jo
u
rn

a
l

(c
h
ie

f-
ed

it
o
r

ed
it

in
g
,

co
rr

es
p
o
n
d
in

g
a
u
th

o
r)

.

P
a
rt

ic
ip

a
te

in
tw

o
co

rp
o
ra

te
p
ro

je
ct

s.
O

n
e

p
a
te

n
t

u
n
d
er

p
re

li
m

in
a
ry

re
v
ie

w
(n

o
t

a
u
th

o
ri

ze
d
,
2
n
d

in
v
en

to
r)

;
T

w
o

co
m

p
u
te

r
so

ft
w

a
re

co
p
y
ri

g
h
ts

.

In
te

rn
et

p
lu

s
p
ro

v
in

ci
a
l

co
m

p
et

it
io

n
si

lv
er

p
ri

ze
(1

st
).

1
5

S
u
b
m

it
a

m
a
n
u
sc

ri
p
t

to
a

C
h
in

es
e

co
re

jo
u
rn

a
l

(s
u
b
m

it
ti

n
g

st
a
g
e,

fi
rs

t
a
u
th

o
r)

P
a
rt

ic
ip

a
te

in
o
n
e

n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

.
O

n
e

p
a
te

n
t

a
cc

ep
te

d
(n

o
t

a
u
th

o
ri

ze
d
,
2
n
d

in
v
en

to
r)

—

1
6

S
u
b
m

it
a

m
a
n
u
sc

ri
p
t

to
a

S
C

I
jo

u
rn

a
l
(u

n
d
er

re
v
ie

w
,
se

co
n
d

a
u
th

o
r)

.

P
a
rt

ic
ip

a
te

in
tw

o
n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

s.
O

n
e

p
a
te

n
t

a
cc

ep
te

d
(n

o
t

a
u
th

o
ri

ze
d
,
2
n
d

in
v
en

to
r)

—

1
7

T
w

o
m

a
n
u
sc

ri
p
ts

a
cc

ep
te

d
b
y

S
C

I
jo

u
rn

a
ls

(J
C

R
Q

1
,

se
co

n
d

a
u
th

o
r)

;
O

n
e

m
a
n
u
sc

ri
p
t

a
cc

ep
te

d
b
y

a
co

n
fe

re
n
ce

(s
ec

o
n
d

a
u
th

o
r)

.

P
a
rt

ic
ip

a
te

in
tw

o
n
a
ti

o
n
a
l
le

v
el

p
ro

je
ct

s,
a
n
d

o
n
e

p
ro

v
in

ci
a
l

p
ro

je
ct

.

O
n
e

p
a
te

n
t

a
u
th

o
ri

ze
d

(2
n
d

in
v
en

to
r)

;
O

n
e

p
a
te

n
t

u
n
d
er

a
ct

u
a
l
re

v
ie

w
(n

o
t

a
u
th

o
ri

ze
d
,

2
n
d

in
v
en

to
r)

.

S
ec

o
n
d
-l
ev

el
sc

h
o
la

rs
h
ip

o
n
ce

.



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

38 Y.-J. Zhou et al.

T
a
b
le

1
4
.
T

h
e

D
P

R
s

o
f

a
1

o
n

x
1
2

b
y

ex
p
er

ts
.

A
tt

ri
b
u
te

a
1

(P
u
b
li
ca

ti
o
n

o
f
p
a
p
er

)
D

P
R

S
ta

te
s1 1

s2 1
s3 1

s4 1
(x

1
A

cc
ep

t
&

(x
1

A
cc

ep
t

&
(x

1
R

ej
ec

t
&

(x
1

R
ej

ec
t

&
x
2

A
cc

ep
t)

x
2

R
ej

ec
t)

x
2

A
cc

ep
t)

x
2

R
ej

ec
t)

P
ro

b
a
b
il
it
y

e 1
o
n

x
1
2

p
1
,1

1
=

0
.5

p
1
,1

2
=

0
.2

p
1
,1

3
=

0
.2

p
1
,1

4
=

0
.1

d
1
,1

1
2

=
{H

3
,0

.1
;H

4
,0

.2
;H

5
,0

.5
;H

6
,0

.2
}

A
ss

es
sm

en
t

H
1
,1

1
,1

2
=

H
5

H
1
,1

2
,1

2
=

H
6

H
1
,1

3
,1

2
=

H
4

H
1
,1

4
,1

2
=

H
3

P
ro

b
a
b
il
it
y

e 2
o
n

x
1
2

p
1
,2

1
=

0
.6

p
1
,2

2
=

0
.1

p
1
,2

3
=

0
.2

p
1
,2

4
=

0
.1

d
1
,2

1
2

=
{H

1
,0

.2
;H

2
,0

.1
;H

6
,0

.7
}

A
ss

es
sm

en
t

H
1
,2

1
,1

2
=

H
6

H
1
,2

2
,1

2
=

H
6

H
1
,2

3
,1

2
=

H
1

H
1
,2

4
,1

2
=

H
2

P
ro

b
a
b
il
it
y

e 3
o
n

x
1
2

p
1
,3

1
=

0
.3

p
1
,3

2
=

0
.1

p
1
,3

3
=

0
.5

p
1
,3

4
=

0
.1

d
1
,3

1
2

=
{H

1
,0

.5
;H

2
,0

.1
;H

5
,0

.3
;H

7
,0

.1
}

A
ss

es
sm

en
t

H
1
,3

1
,1

2
=

H
5

H
1
,3

2
,1

2
=

H
7

H
1
,3

3
,1

2
=

H
1

H
1
,3

4
,1

2
=

H
2

P
ro

b
a
b
il
it
y

e 4
o
n

x
1
2

p
1
,4

1
=

0
.4

p
1
,4

2
=

0
.1

p
1
,4

3
=

0
.2

p
1
,4

4
=

0
.3

d
1
,4

1
2

=
{H

2
,0

.2
;H

3
,0

.3
;H

5
,0

.1
,H

6
,0

.4
}

A
ss

es
sm

en
t

H
1
,4

1
,1

2
=

H
6

H
1
,4

2
,1

2
=

H
5

H
1
,4

3
,1

2
=

H
2

H
1
,4

4
,1

2
=

H
3

P
ro

b
a
b
il
it
y

e 5
o
n

x
1
2

p
1
,5

1
=

0
.4

p
1
,5

2
=

0
.1

p
1
,5

3
=

0
.1

p
1
,5

4
=

0
.4

d
1
,5

1
2

=
{H

3
,0

.4
;H

4
,0

.1
;H

5
,0

.5
}

A
ss

es
sm

en
t

H
1
,5

1
,1

2
=

H
5

H
1
,5

2
,1

2
=

H
5

H
1
,5

3
,1

2
=

H
4

H
1
,5

4
,1

2
=

H
3



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

Consensus Reaching Mechanism for Classification-Oriented Group Decision 39

T
a
b
le

1
5
.
D

P
R

m
a
tr

ix
D

1
p
ro

v
id

ed
b
y

ex
p
er

t
e 1

.

a
1

a
2

a
3

a
4

x
1
2

{H
3
,0

.1
;H

4
,0

.2
;H

5
,0

.5
,H

6
,0

.2
}

{H
7
,1

.0
}

{H
7
,1

.0
}

{H
7
,1

.0
}

x
2
3

{H
5
,0

.2
;H

6
,0

.6
;H

7
,0

.2
}

{H
1
,1

.0
}

{H
1
,1

.0
}

{H
1
,1

.0
}

x
3
4

{H
2
,0

.5
;H

3
,0

.5
}

{H
4
,1

.0
}

{H
1
,0

.3
;H

4
,0

.5
;H

7
,0

.2
}

{H
3
,0

.4
;H

4
,0

.5
;H

,0
.1
}

x
4
5

{H
1
,0

.8
;H

2
,0

.2
}

{H
7
,0

.8
;H

,0
.2
}

{H
5
,0

.7
;H

7
,0

.3
}

{H
7
,0

.8
;H

,0
.2
}

x
5
6

{H
7
,1

.0
}

{H
1
,0

.9
;H

,0
.1
}

{H
1
,0

.1
;H

3
,0

.9
}

{H
1
,1

.0
}

x
6
7

{H
1
,1

.0
}

{H
6
,0

.8
;H

,0
.2
}

{H
4
,0

.9
;H

7
,0

.1
}

{H
3
,0

.8
;H

,0
.2
}

x
7
8

{H
7
,1

.0
}

{H
3
,0

.8
;H

,0
.2
}

{H
1
,0

.3
;H

3
,0

.7
}

{H
5
,0

.7
;H

,0
.3
}

x
8
9

{H
1
,0

.4
;H

2
,0

.6
}

{H
4
,1

.0
}

{H
5
,0

.7
;H

7
,0

.3
}

{H
3
,0

.8
;H

4
,0

.2
}

x
9
1
0

{H
3
,0

.2
;H

4
,0

.4
;H

6
,0

.4
,H

7
,0

.1
}

{H
4
,0

.7
;H

,0
.3
}

{H
4
,1

.0
}

{H
5
,0

.8
;H

,0
.2
}

x
1
0
1
1

{H
1
,0

.4
;H

2
,0

.3
;H

3
,0

.1
,H

6
,0

.2
}

{H
2
,0

.5
;H

3
,0

.4
,H

,0
.1
}

{H
1
,0

.1
;H

2
,0

.5
;H

3
,0

.4
}

{H
7
,1

.0
}

x
1
1
1
2

{H
4
,0

.2
,H

6
,0

.8
}

{H
6
,0

.5
;H

,0
.5
}

{H
5
,0

.4
;H

6
,0

.5
;H

7
,0

.1
}

{H
4
,1

.0
}

x
1
2
1
3

{H
1
,1

.0
}

{H
3
,0

.2
;H

5
,0

.2
,H

,0
.6
}

{H
1
,0

.7
;H

2
,0

.3
}

{H
1
,1

.0
}

x
1
3
1
4

{H
2
,0

.7
;H

6
,0

.3
}

{H
4
,0

.1
;H

5
,0

.4
;H

6
,0

.5
}

{H
5
,0

.2
;H

6
,0

.3
;H

7
,0

.5
}

{H
2
,0

.5
;H

3
,0

.4
;H

,0
.1
}

x
1
4
1
5

{H
3
,0

.2
;H

4
,0

.1
;H

5
,0

.3
,H

6
,0

.4
}

{H
4
,0

.3
;H

5
,0

.6
,H

,0
.1
}

{H
1
,0

.1
;H

4
,0

.8
;H

7
,0

.1
}

{H
7
,1

.0
}

x
1
5
1
6

{H
2
,0

.2
;H

3
,0

.4
;H

4
,0

.2
,H

6
,0

.2
}

{H
3
,0

.4
;H

4
,0

.4
,H

,0
.2
}

{H
1
,0

.1
;H

4
,0

.8
;H

7
,0

.1
}

{H
4
,1

.0
}

x
1
6
1
7

{H
1
,0

.5
;H

2
,0

.5
}

{H
3
,0

.2
;H

4
,0

.5
,H

,0
.3
}

{H
1
,0

.2
;H

2
,0

.5
;H

3
,0

.2
,H

4
,0

.1
}

{H
1
,1

.0
}



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

40 Y.-J. Zhou et al.

T
a
b
le

1
6
.
T

h
e

co
ll
ec

ti
v
e

D
P

R
s.

e 1
e 2

e 3
e 4

e 5

x
1
2

{H
3
,0

.0
5
;H

4
,0

.1
0
;

H
5
,0

.2
5
;H

6
,0

.1
0
;

H
7
,0

.5
0
}

{H
1
,0

.1
0
;H

2
,0

.0
5
;

H
6
,0

.3
5
;H

7
,0

.5
0
}

{H
1
,0

.2
5
;H

2
,0

.0
5
;

H
5
,0

.4
8
;H

7
,0

.0
5
;

H
,0

.1
7
}

{H
2
,0

.1
0
;H

3
,0

.1
5
;

H
5
,0

.0
5
;H

6
,0

.2
0
;

H
7
,0

.5
0
}

{H
3
,0

.2
0
;H

4
,0

.0
5
;

H
5
,0

.2
5
;H

7
,0

.5
0
}

x
2
3

{H
1
,0

.5
0
;H

5
,0

.1
0
;

H
6
,0

.3
0
;H

7
,0

.1
0
}

{H
1
,0

.4
0
;H

5
,0

.0
5
;

H
6
,0

.1
5
;H

7
,0

.3
0
;

H
,0

.1
0
}

{H
1
,0

.3
4
;H

5
,0

.2
0
;

H
6
,0

.2
5
;H

7
,0

.0
5
;

H
,0

.1
6
}

{H
1
,0

.4
1
;H

5
,0

.0
5
;

H
6
,0

.0
5
;H

7
,0

.4
0
;

H
,0

.0
9
}

{H
1
,0

.3
9
;H

5
,0

.0
5
;

H
6
,0

.1
5
;H

7
,0

.3
0
;

H
,0

.1
1
}

x
3
4

{H
1
,0

.0
9
;H

2
,0

.2
5
;

H
3
,0

.2
9
;H

4
,0

.2
5
;

H
5
,0

.0
5
;H

7
,0

.0
6
;

H
,0

.0
1
}

{H
1
,0

.2
0
;H

2
,0

.0
6
;

H
3
,0

.3
3
;H

4
,0

.5
1
;

H
5
,0

.0
6
;H

6
,0

.0
3
;

H
,0

.0
1
}

{H
1
,0

.3
0
;H

2
,0

.2
9
;

H
4
,0

.3
5
;H

7
,0

.0
6
}

{H
1
,0

.0
9
;H

2
,0

.2
5
;

H
3
,0

.2
9
;H

4
,0

.2
5
;

H
5
,0

.0
4
;H

7
,0

.0
6
;

H
,0

.0
2
}

{H
1
,0

.2
4
;H

2
,0

.3
5
;

H
2
,0

.0
3
;H

4
,0

.1
0
;

H
5
,0

.0
5
;H

6
,0

.1
8
;

H
7
,0

.0
3
;H

,0
.0

2
}

x
4
5

{H
1
,0

.4
0
;H

2
,0

.1
0
;

H
5
,0

.2
1
;H

7
,0

.2
5
;

H
,0

.0
4
}

{H
1
,0

.4
5
;H

2
,0

.0
5
;

H
6
,0

.1
5
;H

7
,0

.3
5
}

{H
1
,0

.3
5
;H

2
,0

.1
5
;

H
5
,0

.2
4
;H

7
,0

.2
6
}

{H
1
,0

.4
5
;H

2
,0

.0
5
;

H
4
,0

.2
4
;H

7
,0

.2
6
}

{H
1
,0

.4
5
;H

2
,0

.0
5
;

H
5
,0

.2
4
;H

7
,0

.2
5
;

H
,0

.0
1
}

x
5
6

{H
1
,0

.2
2
;H

3
,0

.2
7
;

H
7
,0

.5
0
;H

,0
.0

1
}

{H
1
,0

.2
5
;H

3
,0

.2
4
;

H
7
,0

.5
0
;H

,0
.0

1
}

{H
1
,0

.2
7
;H

4
,0

.2
1
;

H
7
,0

.5
0
;H

,0
.0

2
}

{H
1
,0

.2
2
;H

3
,0

.2
7
;

H
7
,0

.5
0
;H

,0
.0

1
}

{H
1
,0

.2
5
;H

4
,0

.2
4
;

H
7
,0

.5
0
;H

,0
.0

1
}

..
.

..
.

..
.

..
.

..
.

..
.

x
1
5
1
6

{H
1
,0

.0
3
;H

2
,0

.1
0
;

H
3
,0

.2
4
;H

4
,0

.4
8
;

H
6
,0

.1
0
;H

7
,0

.0
3
;

H
,0

.0
2
}

{H
1
,0

.1
0
;H

2
,0

.0
3
;

H
3
,0

.3
0
;H

4
,0

.4
1
;

H
5
,0

.1
0
;H

7
,0

.0
3
;

H
,0

.0
3
}

{H
2
,0

.3
6
;H

3
,0

.0
4
;

H
4
,0

.3
6
;H

5
,0

.1
5
;

H
6
,0

.0
6
;H

,0
.0

3
}

{H
1
,0

.0
3
;H

2
,0

.2
0
;

H
3
,0

.2
5
;H

4
,0

.3
8
;

H
5
,0

.1
0
;H

6
,0

.0
3
;

H
,0

.0
1
}

{H
1
,0

.0
6
;H

2
,0

.0
5
;

H
3
,0

.2
0
;H

4
,0

.4
6
;

H
6
,0

.1
5
;H

7
,0

.0
6
;

H
,0

.0
2
}

x
1
6
1
7

{H
1
,0

.4
1
;H

2
,0

.4
0
;

H
3
,0

.0
8
;H

4
,0

.0
8
;

H
,0

.0
3
}

{H
1
,0

.4
6
;H

2
,0

.2
1
;

H
3
,0

.2
2
;H

4
,0

.0
5
;

H
5
,0

.0
3
;H

,0
.0

3
}

{H
1
,0

.4
6
;H

2
,0

.4
1
;

H
3
,0

.0
4
;H

4
,0

.0
8
;

H
,0

.0
1
}

{H
1
,0

.3
9
;H

2
,0

.3
9
;

H
3
,0

.1
4
;H

4
,0

.0
6
;

H
,0

.0
2
}

{H
1
,0

.4
1
;H

2
,0

.1
2
;

H
3
,0

.4
1
;H

4
,0

.0
5
;

H
,0

.0
1
}



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

Consensus Reaching Mechanism for Classification-Oriented Group Decision 41

T
a
b
le

1
7
.
T

h
e

sc
o
re

va
lu

es
.

e 1
e 2

e 3
e 4

e 5

x
1
2

[0
.6

3
,
0
.6

3
]

[0
.6

1
,
0
.6

1
]

[−
0
.2

6
1
,
0
.0

7
9
]

[0
.5

4
,
0
.5

4
]

[0
.5

1
5
,
0
.5

1
5
]

x
2
3

[−
0
.1

6
,−

0
.1

6
]

[−
0
.0

8
,
0
.1

2
]

[−
0
.2

1
5
,
0
.1

0
5
]

[−
0
.0

5
,
0
.1

3
]

[−
0
.0

8
,
0
.1

4
]

x
3
4

[−
0
.2

8
7
,
−

0
.2

6
7
]

[−
0
.3

1
2
,
−

0
.2

9
2
]

[−
0
.4

4
3
,
−

0
.4

4
3
]

[−
0
.3

,
−

0
.2

6
]

[−
0
.3

4
3
,
−

0
.3

0
3
]

x
4
5

[−
0
.1

9
7
,−

0
.1

1
7
]

[−
0
.0

3
,
−

0
.0

3
]

[−
0
.1

2
3
,
−

0
.1

2
3
]

[−
0
.2

2
5
,
−

0
.2

2
5
]

[−
0
.1

7
3
,
−

0
.1

5
3
]

x
5
6

[0
.1

8
9
,
0
.2

0
9
]

[0
.1

6
8
,
0
.1

8
8
]

[0
.2

1
,
0
.2

5
]

[0
.1

8
9
,
0
.2

0
9
]

[0
.2

4
,
0
.2

6
]

x
6
7

[−
0
.4

7
8
,
−

0
.3

9
8
]

[−
0
.3

5
3
,
−

0
.2

7
3
]

[−
0
.3

9
8
,
−

0
.2

9
8
]

[−
0
.4

6
4
,−

0
.4

0
4
]

[−
0
.3

5
5
,
−

0
.2

9
5
]

x
7
8

[0
.2

9
4
,
0
.3

9
4
]

[0
.2

4
6
,
0
.4

0
6
]

[0
.3

3
1
,
0
.4

7
1
]

[0
.2

1
5
,
0
.3

9
5
]

[0
.3

7
1
,
0
.5

1
1
]

x
8
9

[−
0
.2

8
1
,
−

0
.2

8
1
]

[−
0
.2

6
1
,
−

0
.2

4
1
]

[−
0
.3

4
8
,
−

0
.3

0
8
]

[−
0
.3

0
8
,
−

0
.3

0
8
]

[−
0
.3

3
3
,
−

0
.3

1
3
]

x
9
1
0

[0
.1

5
5
,
0
.2

5
5
]

[0
.2

2
7
,
0
.2

6
7
]

[0
.1

4
3
,
0
.2

0
3
]

[0
.2

3
3
,
0
.3

3
3
]

[0
.1

1
7
,
0
.2

1
7
]

x
1
0
1
1

[−
0
.3

7
8
,
−

0
.3

5
8
]

[−
0
.3

5
9
,
−

0
.3

1
9
]

[−
0
.3

4
3
,
−

0
.3

4
3
]

[−
0
.3

1
3
,
−

0
.2

7
3
]

[−
0
.3

5
9
,−

0
.3

1
9
]

x
1
1
1
2

[0
.4

3
6
,
0
.5

3
6
]

[0
.4

9
8
,
0
.6

1
8
]

[0
.4

3
7
,
0
.5

3
7
]

[0
.5

3
,
0
.5

5
]

[0
.6

3
4
,
0
.7

1
4
]

x
1
2
1
3

[−
0
.9

3
3
,
−

0
.8

1
3
]

[−
0
.9

1
4
,
−

0
.8

1
4
]

[−
0
.8

9
2
,
−

0
.8

1
2
]

[−
0
.9

4
8
,
−

0
.8

2
8
]

[−
0
.9

2
3
,
−

0
.8

2
3
]

x
1
3
1
4

[0
.0

2
1
,
0
.0

4
1
]

[0
.1

0
9
,
0
.1

6
9
]

[−
0
.0

6
3
,
0
.0

3
7
]

[0
.0

1
9
,
0
.0

7
9
]

[−
0
.1

0
8
,
−

0
.0

6
8
]

x
1
4
1
5

[0
.2

6
3
,
0
.2

8
3
]

[0
.2

4
7
,
0
.2

6
7
]

[0
.1

2
8
,
0
.1

8
8
]

[0
.2

1
8
,
0
.2

3
8
]

[0
.1

2
6
,
0
.1

8
6
]

x
1
5
1
6

[−
0
.0

9
2
,
−

0
.0

5
2
]

[−
0
.1

8
1
,
−

0
.1

2
1
]

[−
0
.2

0
7
,
−

0
.1

4
7
]

[−
0
.2

0
4
,
−

0
.1

8
4
]

[−
0
.0

1
,
0
.0

3
]

x
1
6
1
7

[−
0
.7

4
4
,−

0
.6

8
4
]

[−
0
.6

9
4
,
−

0
.6

3
4
]

[−
0
.7

6
9
,
−

0
.7

4
9
]

[−
0
.7

2
5
,
−

0
.6

8
5
]

[−
0
.6

2
7
,
−

0
.6

0
7
]



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

42 Y.-J. Zhou et al.

Table 18. The trust scores and importance of experts.

e1 e2 e3 e4 e5

tkh dkh tskh tkh dkh tskh tkh dkh tskh tkh dkh tskh tkh dkh tskh

e1 — 0.80 0.10 0.85 0.90 0.00 0.95 0.50 0.20 0.65 0.60 0.10 0.75
e2 0.40 0.50 0.45 — 0.80 0.10 0.85 0.60 0.20 0.70 0.60 0.30 0.65
e3 0.50 0.40 0.55 0.40 0.40 0.50 — 0.40 0.50 0.45 0.70 0.10 0.80
e4 0.60 0.20 0.70 0.70 0.10 0.80 0.80 0.10 0.85 — 0.50 0.20 0.65
e5 0.30 0.40 0.45 0.80 0.10 0.85 0.90 0.10 0.90 0.60 0.00 0.80 —

Rk 0.152 0.212 0.251 0.184 0.201

are computed by Eq. (7). Further, using Eqs. (32)–(34) to compute the importance
of experts as R = {Rk|k = 1, . . . , K}. All of the above process are shown in Table 18.

Step 7–Step 10: CRP based on classification-oriented GDM and gener-
ation final classification of all alternatives

In the first round, Dissk,k′

q , Dissk,k′
, Dissk are calculated by Eqs. (28), (29), (31).

For example, Diss1,2
1 = 0, Diss1,2

2 = 0.4, Diss1,2
3 = 0.375, Diss1,2

4 = 0.5, Diss1,2 =
0.319, Diss1 = 0.316. Then, the Dissimilarity of the group is generated by using
Eq. (35). Due to DissG = 0.338 > δ = 0.2, using Eq. (30) to calculate disC

m such
as disC

1 = 1, disC
2 = 0.4 and so on. According to dism∗

C = maxm=1,...,M disC
m

and maxk,k′=1,...,K dism∗
C
|ek−ek′ |, m∗ could be identified as x1, ek and ek′ could

be e1 & e3/e2&e3/e3&e5. Because R1 < R3, R2 < R3, R3 > R5 and e3 is
opinion leader eOL, then C11

1 C21
1 C51

1 could be adjusted towards C31
3 . Similarly,

each iteration could be the same as the above process and totally shown in
Table 19. Finally, the classification is C1 = {x17, x7}, C2 = {x11, x5, x9, x10, x16},
C3 = {x15, x13, x4, x3, x2, x14, x1, x6}, C4 = {x8, x12}.

5.2.2. Sensitivity analysis

Considering a different weight assignment for the attributes, where w1 = 0.8,
w2 = 0.05, w3 = 0.1, w4 = 0.05, which places greater emphasis on the publica-
tion of paper (a1). Based on this weight setting, the iteration process is shown
in Table 20, which finally generates the classification results as C1 = {x17, x7},
C2 = {x11, x5, x9, x1, x2}, C3 = {x10, x16, x15, x13, x4, x3, x14, x6}, C4 = {x8, x12}.
Comparatively, the weight setting in Sec. 5.2.1 tends to focus on a comprehen-
sive evaluation of the attributes. In this scenario, Student 10 (x10) and Student
16 (x16) perform average in both paper publication (a1) and patent authorization
(a3), which are the two heavily weighted attributes. Therefore, they are classified
in the second-class scholarship category (C2). However, the weight setting in the
Sec. 5.2.2 leans towards a paper-dominated evaluation, aligning with the current
trend of “publish or perish”. As a result, Student 1 (x1) and Student 2 (x2) out-
perform Student 10 (x10) and Student 16 (x16) in terms of paper publication and
are therefore classified in the second-class scholarship category (C2). This illustrates
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that the attribute weight settings in this study should be flexibly adjusted according
to the specific application decision context.

5.3. Comparative analysis

In this section, comparative analysis is conducted on the proposed method with
some existent CRP and information fusion methods.

5.3.1. Compared with not considering unpredictability

The methodology described in Sec. 3.2 introduces an approach to GDM, integrat-
ing the unpredictability inherent in the future. This method significantly diverges
from traditional deterministic models that typically assume a static environment
with predictable outcomes. This section, the comparative analysis will delineate the
characteristics of incorporating unpredictability into the evaluation process.

On the one hand, the consideration of unpredictability acknowledges the uncer-
tainty of future events, thereby offering a more realistic and flexible framework for
decision-making. In contrast, static models fails to adequately capture the complex
nature of real-world scenarios, including the unknown result in academic publica-
tion issue. For instance, in Table 14, if the experts have not considered four states
for a1, there would be more belief degree distributed towards ignorance. This leads
to even more information being lost.

On the other hand, by accounting for multiple potential outcomes and their
associated probabilities, this approach facilitates a deeper analysis of alternatives
on attributes. And it promotes a more nuanced understanding of risk by identifying
and assessing the likelihood of various outcomes.

In sum, the decision to incorporate unpredictability into the evaluation of alter-
natives represents a trade-off between increased realism and complexity. While
this approach can significantly enhance the depth and quality of decision-making
by accommodating the dynamic nature of real-world scenarios, it also introduces
challenges related to complexity, subjectivity, and communication. Decision-makers
must carefully weigh these factors by considering the specific context and require-
ments of their evaluations to determine the most appropriate methodology.

5.3.2. Comparison with ER approach for the aggregation
of attribute assessments

To compare the proposed weighted average evidential fusion rule with the ER
approach for the aggregation of attribute assessments, we analyze the outcomes
by using the numerical case in Sec. 5.2.

First, both methods are capable of effectively aggregating DPRs under certain
conditions, thus providing a foundational level of reliability and validity to their
assessments. However, as the weights of attributes change, the proposed method
tends to yield a larger combined uncertainty compared with the ER approach. This
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phenomenon is particularly evident when the uncertainty of one attribute is signif-
icantly high. The proposed method’s sensitivity to attribute uncertainty enables a
more nuanced representation of uncertainty in the aggregated result. In addition,
the ER approach’s tendency to amplify the larger focal element contravenes the
axiom that the fused DPRs should remain identical to the original DPRs if all orig-
inal DPRs are identical. In contrast, the proposed method adheres to this axiom,
demonstrating its capability to maintain the integrity of identical attribute assess-
ments across a broad scale. In conclusion, the comparison between the proposed
method and the ER approach underscores the former’s advantages in managing
uncertainty, maintaining consistency in attribute aggregation, and adhering to log-
ical axioms that underpin rational decision-making. These characteristics render
the proposed method a compelling alternative for applications requiring nuanced
and reliable fusion of attribute assessments.

Tables C1 and C2 in Supplementary Materials show the results of the collective
DPRs by using the proposed weighted average evidential fusion rule and the ER
rule. For a more intuitive comparison, Figs. 7(a) and 7(b) display the combined
DPRs of e1 by the two methods. Given that the relative weight of a1 is 0.5, which
is higher than the other three attributes (0.1, 0.3, 0.1), the ER approach tends to
magnify the belief degree of a1 in almost each focal element. For example, consid-
ering the DPRs of x1314, the original DPRs by expert e1 on the four attributes
are as follows: d1,1

1314 = {H2, 0.7; H6, 0.3}, d2,1
1314 = {H4, 0.1; H5, 0.4; H6, 0.5}, d3,1

1314 =
{H5, 0.2; H6, 0.3; H7, 0.5}, d4,1

1314 = {H2, 0.5; H3, 0.4; H, 0.1}. And the results by fus-
ing the four attributes through the two methods are depicted in Figs. 7(a) and 7(b).
The score interval values on x1314 are [0.021, 0.041] by the proposed method and
[−0.051, −0.039] by the ER approach. Obviously, the weighted average evidential
fusion rule implies that x13 
 x14, whereas the ER approach indicates the oppo-
site. Because student 13 has two patents under actual review while student 14 only

Fig. 7. (a) The combined DPRs of e1 by the proposed approach. (b) The combined DPRs of e1

by the ER approach.



2nd Reading

August 14, 2025 12:7 WSPC/S0219-6220 173-IJITDM 2550077

48 Y.-J. Zhou et al.

has one patent under preliminary review, student 13 is superior than student 14
intuitively.

5.3.3. Comparison with different CRP methods

In this subsection, qualitative analysis is undertaken to illustrate the characteris-
tics of the proposed CRP based on classification-oriented GDM with other CRP
frameworks. Five pivotal elements are chosen to delineate the differences in feedback
mechanism designs: CRP mechanism, preference structure, SNA model, aggregation
method, consensus identification, and application (refer to Table 21).

Advantages: (1) As for the generation of individual assessment, apart from directly
assessment4,7,15,17,18 and pairwise assessment1 without considering uncertain states,
the paper introduces a method for generating DPRs on multiple attributes consider-
ing both certain and unpredictable situations. It effectively addresses the derivation
of original assessments in the presence of multiple uncertain states. (2) Differ-
ent from the ER approach, the proposed fusion rule for aggregating independent
attribute assessments in the form of DPRs is a significant contribution. It not only
satisfies the basic properties of a combination algorithm but also resolves some irra-
tional results generated by the ER approach, providing a more reliable aggregation
method. (3) The article presents a CRP designed for classification-oriented GDM.
By defining a consensus measure based on category and integrating opinion leader
together with social network analysis in the identification and adjustment rules, it
offers a robust framework for achieving group consensus. At the same time, it avoids
frequent modification of the original evaluation matrix, improves the efficiency of
reaching consensus, and pays more attention to the results of classification.

Limitations: (1) While the proposed method is theoretically sound, its complex-
ity and the requirement for detailed data (such as the generation of DPRs under
unpredictable circumstances and the calculation of consensus measures) might pose
challenges for practical application in real-world scenarios where time and resources
are limited. (2) The effectiveness of the weighted average evidential fusion rule heav-
ily depends on the accurate assignment of weights to attributes and expert opinions.
Misjudgments in weight assignments can lead to unexpected decision-making out-
comes. (3) Although an illustrative case study is provided, the application and
validation of the proposed approach in a wider range of decision-making contexts
and scenarios are not extensively explored. This limits the understanding of its
effectiveness across different domains and situations. (4) While the classification-
oriented design streamlines adjustments, some LSGDM challenges remain outside
our current scope, such as subgroup incompatibility, missing data, or extremely
large committees.49,50 These issues necessitate additional mechanisms like cluster-
ing and decentralized feedback to maintain efficiency and consensus integrity in
larger groups.
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Efficiency: In many traditional consensus models, experts must iteratively refine
their detailed pairwise preferences or scores until acceptable consensus threshold
is reached. This can become resource-intensive, particularly when the number of
alternatives or rounds of feedback is large. By contrast, our classification-oriented
approach focuses on targeted adjustments within categories, thus reducing the num-
ber of changes needed to achieve consensus. Specifically: (1) The number of feedback
rounds often decreases because experts primarily revise the placement of alterna-
tives in categories rather than fine-tuning an entire preference matrix. (2) Operating
with category-level consensus can lead to fewer computations per round than global
preference adjustments, especially in medium-sized groups.

6. Conclusions

In this paper, the generation of DPR in MAGDM problem under uncertainty is
firstly presented. Then, a new weighted average evidence fusion rule is proposed
to aggregate the DPRs associated with multiple attributes provided by experts.
The fusion rule satisfies basic properties and can overcome some irrational results
generated by the ER approach. Classification-oriented group CRP is analyzed sub-
sequently. Identification rule and adjustment rule are proposed based on the con-
sensus measure of category, alternative and expert. The advantage of the proposed
group consensus method lies in its easy applicability for real decision problems. The
weighted average evidential fusion rule is effective in MAGDM problem where the
weights of attributes and the importance of experts are both taken into considera-
tion.

Future research could be done to extend the proposed method to different sce-
narios, such as classification-oriented LSGDM, which involve complex social net-
work analysis and conflict of interest among individuals. Recent research in opinion
dynamics, such as the trust exploration and leadership incubation-based models for
social network GDM under a quantum theory perspective,51 provides an interesting
avenue to extend our approach when dealing with large sets of experts. Future work
could incorporate these advanced dynamics to estimate or update missing trust rela-
tionship and to handle evolving social networks in large-scale environments. Such
an integration would also require new algorithms for efficient consensus updating
and might benefit from parallel or distributed computing methods. Furthermore,
in classification-oriented GDM where each expert only provides original assessment
without consensus adjustment process, it is also important to further study how to
make a final decision based on these different opinions.
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