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Abstract

An examination of the literature in misinformation research shows a gap in the area of
dehumanization and the related phenomenon of infrahumanization, each of which demonstrates
how individuals reduce the human characteristics of others in blatant or subtle ways. This paper
examines dehumanizing and infrahumanizing behavior as potential motives and user
characteristics in the spread of and belief in misinformation. It is theorized that attitudes
expressed against outgroup members reflect the degree to which one infrahumanizes others, with
the result that one might more willingly believe and spread misinformation about a targeted
outgroup. This paper contributes to the literature in its suggestion of a novel and understudied
area in misinformation, identifying key concepts and important considerations for advancing the
field of misinformation studies.
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I. Introduction
Scholarly interest in misinformation as an online phenomenon has increased greatly over

the past ten years, often being characterized in crisis terms (e.g. infobesity, infodemic,
information disorder) due in part to the psychological and sociological impacts noticed in the
wider world (Wardle and Derakhshan, 2017) (Sadiq and Saji, 2024), including anti-democratic
movements (Ospina, et al., 2023), scientific and health skepticism (Kim and Kim,
2020)(Chowdhury, et al., 2021) (Moser, 2024), and extremist behaviors (Valenzuela, et al.,
2019). Misinformation, defined as the sharing of false and misleading information with others
online (including fake news, false narratives, and conspiracy theories), is seen as a problem
affecting the trust that people hold in the institutions and organizations they exist and operate
within (Lee, 2024) as well as a deeper problem that impacts the epistemological foundations of
justified belief itself (Rapanta, 2024) (Harsin, 2015).



To understand the root of misinformation spread among information users, many
researchers posit that the presence of certain personality traits increase the likelihood of using or
sharing misinformation (Talwar, et al., 2019) (Pennycook and Rand, 2020). Personal identity, in-
group identification, authoritarianism, and religious extremism have further raised the stakes,
framing belief in and the spread of misinformation in terms of latent violence expressed through
anger-inspired lies and perceived threats stemming from members of targeted outgroups (Ospina,
etal., 2023).

One area that has largely remained understudied in misinformation literature is
dehumanization, found to be common among those scoring higher on the Right- and Left-Wing
Authoritarian measurement scales. Its subtler counterpart, infrahumanization, has not heretofore
been explicitly linked in the literature to the belief in and sharing of misinformation.
Dehumanization, as a general inquiry of study, focuses on the way in which members of a
particular in-group will blatantly deny the human characteristics of those in outgroups; similarly,
infrahumanization, a term used to define subtler day-to-day dehumanizing of others, denies the
secondary emotions (i.e. shame, guilt, compassion) of those in an outgroup while overestimating
these emotions for those in their group (Leyens, 2001).

In this conceptual paper, we examine dehumanization and infrahumanization, outlining
their need to be studied more widely within the context of believing and sharing misinformation.
The research aims to examine whether the dehumanization of others, and specifically the
infrahumanization that occurs in daily life against others in an outgroup, would increase the
likelihood of sharing certain types of misinformation about outgroups with others.
Understanding the role of dehumanization in the belief in and sharing of misinformation will
improve the efficacy of combating deleterious effects on the wider culture. Examining
dehumanization also provides new directions for future research into how and why people come
to believe certain types of misinformation.

I1. Misinformation in the literature
The limits of information literacy and information behavior in studying misinformation

LIS research has tended to view misinformation as a problem to be approached and
alleviated through the lens of information literacy (IL), suggesting tools such as the CRAAP test,
educational programs, and case studies as best practices for combating its effects (Fister, 2021)
(Liu, 2021) (George and Aasi, 2024). Allard and Clavien (2024) provide a deeper discussion of
the issues of information literacy within a context of epistemic integrity, arguing that truly
imparting IL to students requires training them in basic epistemic skills, including metacognitive
competencies, the capacity to use and understand heuristics, basic statistical and methodological
principles, and instilling humanistic values. Education level and information literacy are often
hypothesized as necessary factors in the overall resistance to misinformation (Allcott &
Gentzkow, 2017) (van Prooijen, 2017) (Dutton & Fernandez, 2019). Those more educated were
identified in these studies to be more resistant to false information. But these findings do not
address other factors that affect people’s decision making, or they assume the models of



purposeful acquisition of information as theorized in human information behavior (HIB). Indeed,
Walton, et al’s (2022) study suggests that education level is not the primary factor in believing
misinformation; instead, a person’s level of ‘information discernment,” a variable far more
indicative of a person’s actual engagement with the specific information itself, provides a better
explanation of its spread.

Regarding information behavior, as Wilson (2000) argues, the discipline looks at the
behavior related to seeking, searching, and using information, each with specific aims and
purposes. Seeking behavior is based on a specific need found within the individual. Dervin’s
(1996) conceptualization of sense-making posits ordinary individuals as central “theorists”
constructing their own ideas and understanding of their personal worlds. Savolainen (2017),
however, points out a need for wider approaches that look into root causes, secondary triggering
factors, and external drivers.

In the context of misinformation, the accidental encountering and acquisition of
information appears to better describe online user behavior. Non-linear, non-rational approaches
to studying information behavior better capture the possible personality traits of the individual
information user. Montesi and Alvarez Bornstein (2017) find that information seeking is an
identity creation activity, subject to changes in social position; decisions are made based on non-
rational criteria and guided by emotions, corporeality, and affect. Personal identities and group
identification are similarly strong indicators of beliefs and political affiliations (Facciani and
Steenbuch-Traberg, 2024). Ogasawara’s (2019) look at Japanese right-wing extremists focuses
on the creation of personal identities through the online chatroom experience. Montesi (2021)
argues that non-rational factors guide people’s judgment about the information they consume on
a day-to-day basis. Osatuyi and Dennis (2024) explore weak ties, a component of the accidental
avoidance of human information behavior, drawing further connections between the non-linear,
irrational and non-purposive seeking of information and the epistemic problems associated with
misinformation.

It is thus evident that the context of information behavior in relation to misinformation is
more complex than assumed. Multiple individual traits influence and impact the type of
information being encountered, sought after, accepted or rejected, and processed cognitively. It is
precisely this context, and the studies that point to emotion, affect, and other influences
impacting on information use, that question the assumptions that information literacy instruction
and the purposeful acquisition of information will each lead to improved misinformation
outcomes. Alternatively, self-identification and the study of information behavior as an identity-
creation activity may provide insight into how and why users become receptive to certain types
of misinformation and whether or not they are likely to engage in analytical and critical thinking
when sharing it with others.

The personal characteristics of information users and susceptibility to misinformation
Identifying personal characteristics of misinformation users is explored by examining the
relation to theories and models that explain the use of and interaction with information. Nan, et



al. (2022) find that a large array of characteristics — up to 46 in their study — have been shown to
play important roles in the information user’s tendency to share fake news. Some of these,
including online trust (Wenger, 2000)(Schoorman, et al., 2007), the fear of missing out (FOMO)
(Alt, 2015), social comparison (Cramer et al., 2016), and social media fatigue (Eppler and
Mengis (2004) have been studied extensively and have been shown to be important information-
user centered factors contributing to the spread of misinformation (Talwar, et al., 2019) (Weiss,
et al., 2021). Pennycook’s wide-ranging seminal work in misinformation focuses on several
important foundational cognitive psychological traits of information users, including “cognitive
modes of thinking" and "overclaiming"” (Pennycook and Rand, 2020), overconfidence via
Dunning-Kruger effect (Pennycook, et al., 2017), reliance on emotion (Martel, et al., 2020), and
the issues of reduced analytic thinking associated with delusionality, dogmatism, and religious
fundamentalism (Bronstein, et al., 2019). These characteristics provide researchers with a large
palette to choose from, but also suggest that some characteristics need to be more clearly
identified and isolated from external influencing factors.

The role of authoritarianism in misinformation spread

Within the study of self-identification and political affiliation is the examination of
extremist thinking and why some people become more authoritarian in their political or religious
beliefs. Authoritarianism examines the psychological processes and situational factors that
contribute to the desire for people to limit the autonomy of others (Osborne, et al. 2023). Overall,
authoritarianism is theorized as the behavior of obeying high-status leaders from advantaged
groups that have the power to punish marginalized groups seen as threatening to in-group values.
Research has prioritized examining right-wing political views, especially through the Right-
Wing Authoritarianism (RWA) scale (Altemeyer, 1998) (Zakrisson, 2005) (Cross, et al., 2010).
There is also evidence of authoritarianism in left-wing politics (Osborne, et al. 2023) (Costello,
2022), and merits further investigation through the Left-wing Authoritarian Index (Costello and
Patrick, 2023). Authoritarianism is also linked to Social Dominance Orientation (SDO), which
results in cohesion, stability, and hierarchy but also disagreeableness and an increased
susceptibility to exploitation. Both RWA and SDO are found to increase the dehumanization of
immigrants (Markowitz and Slovic, 2020), belief in conspiracy theories (Dyrendal, et al., 2021)
(Richey, 2017), resistance to climate change (Choma, et al., 2024) (Stanley, et al., 2017), and
science denial and skepticism (Kerr and Wilson, 2021).

Authoritarianism is also associated with much lower cognitive engagement and the
uncritical acceptance of information (Osborne, 2023), associated with the need for ‘epistemic
certainty’ in the form of closure (Van Hiel, et al, 2004), closed-mindedness (Berggren, et al.,
2019), or cognitive inflexibility (Cuevas, et al., 2022) (Zmigrod, et al., 2018). De keersmaecker
and Roets, (2019) find that those higher on the authoritarian scale are more tolerant of
misinformation, while Sinclair, et al. (2020) find that a greater level of RWA increases a
person’s susceptibility to misinformation. Frischlich, et al. (2021) associate higher levels of
RWA with a stronger propensity to fall for distorted news that includes prejudicial and



opinionated content. It is clear from this research that RWA would be a strong indicator of a
person’s likelihood of falling for and thus spreading misinformation.

I11. Dehumanization, infrahumanization and the link to misinformation studies

One observed result of those who score high on authoritarianism scales is the
dehumanization of others (Kteily, et al, 2015) (Haslam and Stratemeyer, 2016) (Costa Silva, et
al., 2019). Dehumanization, the denial of humanness in others, is seen as “a motivated
phenomenon,” allowing one to release aggression, to ignore ethical and moral feelings, or
alleviate distress about one’s negative actions against others (Haslam, 2006). Blatant
dehumanization is used when discussing more harmful behavior, including racism, classism,
oppression and genocide (Kteily, et al., 2015) (N.A. and Manjaly, 2020). Blatantly dehumanized
groups studied include those with obesity (Lv, et al., 2024), immigrants (Markowitz and Slovic,
2021), the physically disabled (Sitruk, et al., 2023), the mentally ill (Boysen, et al., 2023), and
those who are autistic (Kim, et al., 2024). Ultimately, the motivation to dehumanize may need to
be viewed as a fundamental trait in the behavior of information users when encountering
misinformation.

In contrast, infrahumanization is applied in research to study everyday life situations that
bring out negative attitudes about others (Haslam and Lougnan, 2014). An emphasis on
secondary emotions, (e.g. shame, guilt, nostalgia, pride, compassion, melancholia, resignation,
and remorse), rather than primary emotions (e.g. anger, pleasure, happiness, courage, surprise,
fear, and irritation) distinguishes the study of infrahumanization from the more extreme
dehumanization. Cortes, et al. (2005) further distinguish infrahumanism as a method by which
concepts of ‘intelligence,” ‘language,” and ‘refined emotions’ are heightened for ingroup
members over outgroup members. Infrahumanization predicts that members of in-groups will
claim more ‘humanity’ for themselves than for those in out-groups, characterizing such
‘secondary’ emotions as their own group’s uniquely human emotions (Leyens, et al, 2001)
(Rodriguez-Pérez and Betancor, 2023). Castano and Giner-Sorolla (2006) find that “people are
ready to deny humanity in others to maintain their own psychological equanimity,” arguing that
the willingness to fabricate or believe fabrications about outgroups is a fundamental
psychological mechanism used to maintain mental balance. Importantly, infrahumanization is
more likely to occur when a negative representation is associated with an outgroup. Such
negative representations may be spread through social media misinformation campaigns and may
be an important factor in how misinformation about members of targeted outgroups proliferates
among ingroup members.

Examining dehumanization and infrahumanization as motives in spreading misinformation
Early use of survey and evaluative tools for infrahumanism levels starts with Leyens, et
al. (2001), who develop a method of examining primary and secondary emotions and
demonstrate how it can be differentiated within subjects’ views of outgroup and ingroup
characteristics. Primary emotions were found among both humans as well as other species (e.g.
anger, fear) and are thus seen as universal; secondary emotions, however, are perceived by



subjects as more complex and more likely to appear in members of an in-group and less so in the
outgroup (Martin, et al., 2008). Such findings are backed up in subsequent research, including
Vaes, et al. (2003) and Cortes, et al., (2005). Castano and Giner-Sorolla, (2006) in several
experiments completed tasks that judged their levels of infrahumanizing pre-determined
outgroups (e.g., aboriginals) and the self-perceived feelings of guilt associated with them.

More recently, Ritov and Bruck (2024) examine infra- and dehumanization among Israelis and
Palestinians through mistaken information, conspiracies, and biased opinions about each. Using
Leyens’ (2001) dehumanization scale to determine the levels of dehumanization and
infrahumanization of Israeli Jews to Palestinian Arabs and vice-versa, they examine the meta-
perceptions of members of ingroups and their understandings of those in outgroups. They do not,
however, focus on the role that misinformation may play in developing or interacting with
dehumanizing attitudes. As a result, their approach might be modified with an emphasis on such
false information, providing a novel method in the study of misinformation.

Furthering the field of dehumanization studies and moving beyond Leyens’ scale, Lantos
and Harris (2021) propose a Humanity Inventory to detect individual differences in the
propensity of certain persons to dehumanize others, finding a “stable individual difference [that]
may underlie dehumanization propensity” (ibid). This approach allows for researchers to pose
questions regarding individuals’ motives behind why they dehumanize others, significantly
opening up the approach to the study of misinformation and fake news in the overlap with other
individual personal characteristics.

Measuring and modeling dehumanization and its link to misinformation spread

Dehumanization effects have been observed in politics with the dehumanization of
members of opposing political parties seen as a prime widespread example (Martherus, et al.,
2021) (Casesse, 2020). It has also been studied with regard to gender perceptions within
romantic relationships (Pizzirani, et al, 2019) and noted in class stereotypes by Gorski (2012),
Loughnan, et al. (2014), and Durante and Fiske (2017). Such class attitudes and stereotypes
impact how people attribute non-human motives and descriptions to those in lower classes than
themselves, particularly those who are seen as non-citizens, foreigners, migrants, or immigrants.
Importantly, Moore-Berg et al. (2022) find that empathy for migrants can increase through media
interventions. Min (2024) covers similar ground with an exploration of the relationship between
information users’ exposure to political disinformation on social media in the U.S. and South
Korea and the representation of marginalized groups.

Overall, however, little has been studied regarding the dehumanization effects of
information users in terms of misinformation. Over’s (2021) critique of dehumanization theory
finds room for both dehumanization and stereotyping in propaganda and disinformation, with a
focus on verbal and written communication of dehumanizing metaphors. Moore-Berg, et al.
(2022) provide a bridge between the study of dehumanization and the influence of
misinformation, with their focus on how attitudes about migrant workers can be influenced by
the tendency to dehumanize and the willingness to accept misinformation about such groups of



people. Min’s (2024) examination of dominant groups’ exposure to political disinformation and
resulting negative attitudes about marginalized groups suggests another area to explore in more
detail. Osborne et al.’s (2022) finding that those higher on the authoritarian scale tend to score
lower in cognitive engagement and the tendency to uncritically take information at face value
speaks directly to issues of handling misinformation and fake news, especially regarding
outgroups that are disliked, feared, or hated.

A new model (Figure 1) hypothesizes the links between the authoritarian personality,
dehumanizing and infrahumanizing behaviors, and the belief and spread of misinformation.
Authoritarian tendencies in those scoring higher in either the LWA or RWA indices (1) are
demonstrated through subjects’ belief of ingroup threats and perceived danger by disruptions to
social order or traditions (2); this in turn influences the threatening perceptions about those in an
outgroup (3). The attitudes held against outgroup members are reflected in the degree to which
one overtly expresses their dehumanization and infrahumanization of others. Incorporating
Lantos and Harris’ (2021) Humanity Inventory scale to capture the level of dehumanizing others
via the attitudes of subjects regarding out-group attitudes would be a useful indicator of an
information user’s propensity to believe and spread misinformation related to those in an
outgroup (4). The predicted result is that a person scoring higher on the dehumanizing scale
would be more likely to believe and then spread misinformation about a targeted outgroup; those
lower on the scale of infrahumanizing others would conversely be more likely to verify and
disbelieve such misinformation (5). Taken altogether this model may help in gathering
quantitative evidence in misinformation behavior.

1 2 3 1 5
Moderating o :
Social ideological context / Outgroup Outgroup Outgroup misinformation
attitude intergroup perceptions attitudes encountering result
relationship
Threats: perceived
disruption to order,
tradition (activating
. RWA or LWA) Prejudice: out

Authoritariani group disliked, -

[measured via Believes/trusts and shares
Dangerous: resented,

RWA/LWA scales utaroup derogated, or misinformation about
for .' '_' of seen as — dehumani;ed — » outgroup (measu.!n.ad by
:ub.mlsswn to f threatening (measured thru Tesponses t::' misinfo

autl " l?nt\r, suppor!: o dehumanization samples)
traditionfconvention) scale)

Figure 1. Model of process of dehumanization and belief in or disbelief in misinformation about
targeted out-groups.

As an important addendum, outside the scope of this paper, it is important to note that
self-dehumanization may also play a role in the spread and belief in misinformation (Weiss, et



al., 2025). Dehumanization of others, it is found, increases the likelihood of dehumanizing one’s
self (Bastian, et al. 2013) (Bastian and Haslam, 2010). Elfreda Chatman’s work on alienation and
self-estrangement in janitors (1990) provides a further link to information behavior studies. This
link may provide a promising direction in how misinformation continues to spread and be
believed despite personal exposure to interventions attempting to mitigate it.

IV. Conclusion and future research

Dehumanization and infrahumanization appear to play important roles in how information users
interact with information and may explain why some do not fact check or seek alternative
sources to verify what may be misinformation. While there has been a little research into the
effects of blatant dehumanization on the spread of misinformation, none appear to focus on the
subtler form of infrahumanization, suggesting an important gap within the literature. This would
be a novel approach to the study of misinformation and would yield important advances in the
LIS and HIB fields, especially in light of how denying secondary human emotions in outgroups
may perpetuate misinformation about those groups. The advantage of focusing on
dehumanization as a motive in the belief of misinformation, rather than relying on RWA or
LWA specifically, is that dehumanization highlights a fundamental characteristic shared between
those showing authoritarian tendencies regardless of stated political affiliations. This would
make it an important trait to examine for all types of political extremism, not merely among
right- or left-wing mindsets specifically. The focus on dehumanization may also reduce implicit
bias on the side of researcher who may be sympathetic to specific right- or left-wing political
issues being used in experimentation. There appears to be a need, then, to find out whether
dehumanization of others and oneself has a relationship to the information behaviors exhibited
when encountering, reading, consuming, and spreading misinformation.
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