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Abstract—With the great development of social media and 

people's increasing reliance on it, these platforms produce huge 

amounts of data daily, which reflect users' opinions and 

interactions in various fields. In this research, we chose Twitter 

for the study, as it is one of the most prominent platforms that 

allow opinions to be freely and directly expressed. Due to the huge 

volume of data published on Twitter, analyzing and understanding 

it becomes a difficult task without relying on advanced techniques 

such as deep learning (DL). Therefore, this study came to compare 

several popular methods in analyzing tweet sentiment while 

evaluating their performance using different criteria: accuracy, 

error rate, precision, recall, F1 score, and training time. In this 

study, we used the most common methods in sentiment analysis, 

namely Recurrent Neural Network (RNN), Convolutional Neural 

Network (CNN), Long Short-Term Memory (LSTM), and 

Bidirectional Encoder Representations from Transformers 

(BERT). The results showed that BERT is the best method for this 

task, achieving 91% accuracy and a 9% error rate, but its training 

time was much longer compared to other methods. Although 

BERT is the best choice, RNN or CNN are better alternatives when 

speed is a priority and resources are limited. 

Keywords—Social media, Twitter, Sentiment analysis, DL, 

RNN, CNN, LSTM, BERT, Performance evaluation, and 

Resource limitations 

 

I. INTRODUCTION  

With the proliferation of social media and rapid 
technological development, platforms such as Twitter have 
become a primary means for millions to express their opinions 
on various topics, such as politics, personal affairs, business, 
and others. This great diversity in users and age groups has led 
to the production of a huge amount of published daily data. 
Therefore, there is an urgent need to develop technologies 
capable of analyzing this data and understanding the public 
sentiments it reflects, which enables organizations to improve 
their strategies based on these analyses [1], [16]. 

Sentiment analysis (SA) is an important field of natural 
language processing (NLP). It is used to understand and 
analyze texts and automatically classify sentiments as 
positive, negative, or neutral. This analysis helps to access 
users’ feelings and opinions through the words they write in 

their tweets, which contributes to a better understanding of 
their sentiments and opinions [2]. 

Due to the huge amount and rapid growth of data, there is 
an urgent need to use DL methods to analyze these texts and 
improve the accuracy of the results. With many DL methods 
available, it is important to understand the performance of 
each method when applied to this data and to know its 
strengths and weaknesses, which requires careful evaluation 
and study [3]. 

In this paper, we present a comparative study of DL 
methods for SA on Twitter tweets. The methods included in 
this study are CNN, RNN, LSTM, and BERT. These methods 
were chosen based on a review of prior research 
demonstrating their effectiveness in SA tasks. Jin et al. [4] 
proved that CNN, RNN, and LSTM are powerful tools for SA 
because of their ability to recognize complex patterns in texts. 
On the other hand, Colón et al. [5] confirmed that BERT is 
one of the best methods for analyzing complex texts because 
of its high ability to understand subtle meanings in texts. 

 These methods were trained on a dataset containing 
tweets from Twitter, and their performance was evaluated 
based on multiple criteria. The goal of this comparison is to 
determine the most efficient and suitable method for analyzing 
the sentiment of English texts, which will contribute to the 
development and improvement of automated SA techniques 
in the future. 

 

II.  BACKGROUND 

A. Twitter Sentiment Analysis 

SA is one of the main areas of NLP [2], which focuses on 
analyzing and classifying text sentiments. One of its important 
applications is text analysis in social media, which has become 
a major platform for individuals to express their opinions, 
whether personal, political, or evaluating products and 
services [1]. 

This process aims to extract the emotional tone from texts, 
whether the sentiments are positive, negative, or neutral, to 
reach results that contribute to the development of services or 
company products or even follow the trends of users in a 



specific area to direct progress in any field based on these 
results. This approach provides a deeper understanding of 
public opinion [3]. 

Due to the huge amount of data flowing through these 
platforms, it is difficult to track and analyze them manually, 
which makes artificial intelligence techniques necessary to 
understand users’ trends, especially on platforms such as 
Twitter, where SA is used to extract patterns and opinions 
from published tweets [2]. 

Texts are classified in SA into three main levels: 
"document level, sentence level, and feature level". In the case 
of Twitter tweets, classification is usually done at the sentence 
level, because tweets are short and are considered closer to 
single sentences than documents that usually consist of several 
connected sentences. In addition, this type of classification 
focuses on identifying the general sentiment associated with 
each tweet, without going into depth to analyze the specific 
features within the text. Accordingly, sentence classification 
is the most suitable approach for classifying the sentiment of 
tweets [6]. 

For sentiment analysis, there are three approaches as 
shown in Figure 1. In the case of Twitter tweet analysis, 
machine learning (ML), especially DL, is considered the most 
suitable, because it has the ability to deal with complex texts 
that contain large data, which makes it superior to lexicon 
approaches. In addition, DL has a high ability to adapt to large 
and unstructured data, such as tweets that contain 
abbreviations, symbols, hashtags, etc., which makes it more 
efficient compared to hybrid approaches. And let's not forget 
the accuracy, as DL methods have proven their high ability to 
analyze sentiment more accurately compared to other methods 
[7]. 

 

Figure 1. Sentiment Analysis Approaches 

 

 

B. Deep Learning Methods 

It is a field of ML characterized by its ability to extract 
patterns and learn from data by using multi-layer artificial 
neural networks. These networks simulate the work of the 
human brain in making decisions and processing data, which 
distinguishes them and gives them speed and accuracy in 
performance [7]. The development of this method, their 
excellence in performance, and their ability to deal with 
textual representations, especially in complex texts, made 
them an effective method in NLP tasks, including SA [2].  

It is characterized by their ability to deal with the 
challenges of textual data such as synonymy, implicit 
sentiment, and writing differences. For example, in English 
texts, there is a difference between the American and British 
dialects, and this difference has caused a problem in analysis 
when using old analysis methods because they treat words in 
isolation from their position within the sentence. If we look at 
the word "color" and the word "colour", they both have the 
same meaning, but they were treated as two different words. 
In addition, the old methods had difficulty in understanding 
complex linguistic expressions; for example, in the following 
sentence, "I wouldn't say that the movie was entirely bad", the 
sentiment of the text must be determined based on the context 
of the entire sentence and not just the word "bad". DL methods 
care about the sequence of words and understand the correct 
meaning of the presence of any word in the sentence, so they 
understand deep sentiments that are not limited to the presence 
of a single word (e.g., bad) in the sentence [2, 8].  

Since the textual data we are dealing with here are tweets 
from Twitter users, we need methods that are able to 
understand the context of the sentence and deal with implicit 
sentiments and synonyms in addition to emojis, symbols, etc., 
so we chose this approach to use in SA because of its ability 
to deal with fine linguistic details and understand sentiments 
in various contexts with different dialects and languages. 

Figure 2 shows the subcategories of DL methods. In SA of 
textual data, we use supervised methods because they rely on 
clearly labeled data, so they are better suited for tasks that 
require accurate classification of sentiments, unlike 
unsupervised methods, which are used for tasks of discovering 
patterns in data and hidden relationships in it. As for 
reinforcement learning, it is a category of DL and relies on 
trial and error mechanisms only [9]. 

In this comparison, we will use CNN, RNN, LSTM, and 
BERT because they have shown effectiveness in analyzing 
texts, accurately identifying sentiments, and understanding 
complex texts in previous studies and experiments [4, 5]. 



 

         Figure 2. Deep Learning Methods 

 

Let us now discuss in detail the methods used in the 
comparison process. 

 

C. CNN Method 

A CNN method is a special type of deep neural network 
designed to process images but has been developed to process 
text and audio as well. It is characterized by its ability to 
extract features from data automatically, which gives it good 
performance and satisfactory results. This is due to a set of 
characteristics that distinguish it, as the nodes in it are 
connected to a small part of the nodes in the previous layers, 
which helped reduce the number of transactions and improve 
performance. It also uses filters (kernels) to discover different 
data patterns. In addition, it is applicable to texts of variable 
length [10]. 

The CNN method is used to extract linguistic patterns, 
contexts, and other basic features in texts. It relies on 
converting words into numerical representations using word 
embeddings, which helps in reaching semantic relationships 
between words. It is also effective in processing high-
dimensional texts, as it is distinguished from traditional 
methods because it reduces the need for data preparation steps 
[11]. 

 

D. RNN Method 

RNNs are a type of deep neural network used in processing 
sequential data because they form their own connections 
between neurons, which creates feedback loops within the 
algorithm, as this algorithm uses sequential temporal 
information by storing an internal state that is updated at each 
step, making it suitable for understanding the sequence in the 
data [7]. 

Since this algorithm is designed to deal with text data 
sequences, it is suitable for dealing with text sequences that 
contain multiple dialects, hashtags, and emojis. The algorithm 
focuses on the important parts of the text, which enhances the 
accuracy of classifying sentiments in diverse texts [12]. 

 

E. LSTM Method 

The LSTM method is one of the deep neural networks that 
were developed to predict the behavior of non-linear 
sequential text data. It is designed to access contextual 
information and long-term dependencies [13]. It is 
distinguished in its role in SA for its ability to deal with 
complex texts and deeply comprehend and understand texts 
accurately. It is also able to understand the temporal context 
of texts in addition to the dependencies that it can access. Its 
layers consist of memory units that are repeatedly connected 
to each other. Each unit contains three multiple gates: the 
input, output, and forget gate. These gates allow information 
to be used, stored, and forgotten for long periods of time [5]. 

 

F. BERT Method 

It is a modern and innovative model in NLP and is one of 
the most prominent developments that have contributed to 
analyzing texts with high accuracy, including sentiment 
analysis[17]. What distinguishes BERT is its ability to 
understand the context of words from both sides (before and 
after the word), making it more accurate compared to 
traditional methods. BERT is based on the Transformers 
structure, which gives it high efficiency in dealing with texts 
[18]. The model has been pre-trained on a large and diverse 
set of data, which helps it understand general linguistic 
patterns. In addition, the model can be easily customized for 
specific tasks using the fine-tuning technique by quickly 
training on small data specific to the required task, such as 
analyzing the sentiment of tweets or product reviews. One of 
its most prominent features is its support for many languages, 
as ready-made models are available and trained in different 
languages, making it suitable for use in global applications. 
Although its large size and long training time may seem 
challenging, its high accuracy in understanding and analyzing 
texts compensates for that, making it an ideal choice for 
processing complex texts [14, 15]. 

In the field of sentiment analysis, BERT has proven 
effective in improving results and reducing errors, helping 
companies understand customer sentiment more deeply and 
use these insights to make informed strategic decisions. BERT 
has become a modern and advanced standard in text analysis, 
enhancing machines’ understanding of human language and 
improving applications in multiple fields [15]. 

 

III. METHODOLOGY 

A. Dataset 

We used a subset of the “Twitter Sentiment Analysis 
Dataset” prepared by Sherif Hussein from Mansoura 
University in Egypt, available on the Mendeley Data platform. 

This dataset consists of 10,000 tweets with few missing 
values, in addition to two main columns: 

• Category: contains the numerical classification tweets: 
-1 (negative), 0 (neutral), and 1 (positive). 

• Clean_text: contains the tweets' text after 
preprocessing and cleaning. 

This dataset is well-suited for training and evaluating 
methods due to its diverse distribution of sentiment categories, 



offering a reliable foundation for comparing the performance 
of SA techniques on real Twitter data. 

 

B.  Data preprocessing 

We preprocessed the dataset before starting to train DL 
methods on it. The processing process was done in these steps: 

1) Removing missing values: We removed all missing 

values from the dataset using the "dropna()" function. 

2) Handling Negative Category Values: The category 

column contains three categories: -1, 0, and 1, but negative 

values are not compatible with DL methods, so we changed 

the value that is represented as negative sentiment from -1 to 

2 using the "replace()" function. 

3) Data splitting: We split the data into training and 

testing data (80% of the data for training and 20% for testing). 

These ratios were chosen to balance the training and testing 

process. The ratio of 80% is enough to train a strong method, 

and the ratio of 20% is enough to test the trained methods 

because the data set is large; the ratio provides reliable results 

to evaluate the performance of each DL method. 

4) Text Tokenization: Since the dataset contains text data, 

we converted this data into numeric sequences so that it can 

be used by DL models. In traditional models like CNN, RNN, 

and LSTM, we used Tokenizer from Keras library. In BERT 

model, we used BertTokenizer from Hugging Face library 

because it provides outputs that fit the nature of the model. 

5) Text padding: As the texts used are tweets from 

Twitter users, the lengths of the texts of these tweets are 

different, so we need to standardize by using padding the 

length of the input sequences to enable the DL models to 

process these texts without losing data. In this experiment, the 

maximum length is 50 characters. 

 
In this study, we used standard preprocessing steps. 

Future research could explore improvements and other 
preprocessing strategies, such as stemming, lemmatization, 
handling of emojis, etc., to improve the performance of SA 
models. 

 

C. Methods Used 

1) CNN: In this method, the data is passed through the 

Conv1D layer, which detects important local patterns in texts. 

Then the data is passed to the GlobalMaxPooling1D layer, 

which reduces the dimensionality while preserving the most 

important features. After that, two dense layers are used: the 

first is to process the extracted features using the ReLU 

activation function while the second one classifies the texts 

into three classes (positive, negative, neutral) using the 

SoftMax activation function. 

2) RNN: In this method, words are converted into dense 

numerical representations using the embedding layer. The 

data then passes to the SimpleRNN layer, which is a recurrent 

neural layer that processes the sequential texts and analyzes 

the words one by one, focusing on the temporal context of the 

previous words, which enhances the understanding of the 

relationships between words. Then the data is passed to the 

GlobalMaxPooling1D layer, which reduces the 

dimensionality while preserving the most important features. 

After that, two dense layers are used: the first is to process 

the extracted features using the ReLU activation function 

while the second one classifies the texts into three classes 

(positive, negative, neutral) using the SoftMax activation 

function. 

3) LSTM: In this method, words are converted into dense 

and low-dimensional representations using the embedding 

layer. Then it passes this data to the LSTM layer, in which 

the text sequence is processed and the long-term 

dependencies between words are comprehended, after which 

the information is either saved or forgotten in the memory 

cells. Next, a GlobalMaxPooling1D layer is used to reduce 

complexity and preserve the most important features of the 

sequence. In the next step, the data is passed through two 

dense layers: the first one learns the nonlinear relationships 

in the data using the ReLU activation function, while the 

second one classifies the texts into three classes (positive, 

negative, neutral) using the Softmax activation function. 

4) BERT: In this method, we used the 

BertForSequenceClassification model to classify texts into 

three classes. After training the model using the AdamW 

optimizer algorithm on three training cycles, in each cycle, 

we calculated the loss and updated the model weights to 

improve the prediction accuracy. 

 
We trained all methods using the baseline hyperparameter 

values without any tuning. The number of epochs was set to 
3, and the batch size was set to 16 for all methods. We also 
used the "Adam optimizer" with default settings, and a 
learning rate of "2e-5" was adopted for the BERT method. 

Therefore, we did not optimize the hyperparameter 
settings in any model, which ensures a fair comparison 
between the methods, as they are subjected to the same 
experimental conditions. However, in future work, different 
hyperparameter configurations will be tested to study their 
impact on model performance and achieve the best possible 
results. 

 

D. Criteria used in evaluation 

1) Accuracy: We used the sklearn.metrics library, which 

provides us with the accuracy_score() function. To compare 

the number of correct predictions made by the model and the 

total number of texts in the test data and return the accuracy 

ratio achieved by the model. 

2) Error rate: We used the following equation: 
Error rate = 1 - Accuracy 

to calculate the error rate, which represents the ratio of 
the number of incorrect predictions of the model with the 
total number of texts in the test data. This value is calculated 
to determine the size of errors made by the model. 

3) Training time: To calculate the time to train the model 

on the training dataset, we used the time library to call the 

time() function to record the time before and after training. 

After we got them, we applied the following equation: 

 
Training time = Time after training - Time before training 

 



4) Classification Report: We used this report to evaluate 

models at the category level (positive, negative, and neutral) 

to get a comprehensive and accurate analysis of model 

performance. This report includes three criteria: 

a) Precision: It expresses the percentage of texts that 

were correctly classified as belonging to a specific category 

out of the total texts that were classified as belonging to that 

category. 

b) Recall: It expresses the ability of the model to detect 

all texts belonging to a specific category. 

c) F1-Score: Expresses the balance between precision 

and recall to avoid bias when there is a difference in the size 

of the categories. 

These criteria are calculated using the 
classification_report() function from the sklearn.metrics 
library. 

 

E. Experimental Setup 

 We used Google Colab to run the code in this experiment. 
It has an Intel(R) Xeon(R) CPU @ 2.20GHz, this processor 
has one physical core per processor, with two logical 
processors (Threads) per physical processor, which operates 
at a frequency of 2.20 GHz, and has a cache of 56.3 MB. It 
also provides RAM of up to 12 GB. 

 

IV. RESULTS AND DISCUSSIONS 

In this section, we will present and discuss the results of 
evaluating the performance of DL methods in sentiment 
analysis. We analyzed the performance of each method under 
the same conditions according to the following criteria: 
accuracy, error rate, training time, f1-score, precision, and 
recall. 

 

Table 1. shows the accuracy and error rate for all methods 

Methods Accuracy Error Rate 

CNN 90 %  10 %  

RNN 90 %  10 %  

LSTM 87 %  13 %  

BERT 91 %  9 %  
 

 

Table 1 presents the accuracy and error rate results for the 
DL methods evaluated in this study. Among the methods, 
BERT demonstrated the highest accuracy at 91%, establishing 
itself as the most effective approach for sentiment 
classification. This superior performance can be attributed to 
BERT's utilization of pre-trained language models, which 
enhance its ability to comprehend text and nuanced language 
expressions. Both CNN and RNN achieved a comparable 
accuracy of 90%, indicating their effectiveness in sentiment 
analysis, though slightly less so than BERT. In contrast, the 
LSTM algorithm recorded the lowest accuracy at 87%. 
Regarding error rates, BERT also outperformed the other 
methods with the lowest error rate of 9%. CNN and RNN 
followed closely with an equal error rate of 10%, while LSTM 
had the highest error rate at 13%, reflecting its relative 
inefficiency in this context. 

 

 

Table 2. shows the training time for all methods 

Methods Training Time (s) 

CNN 55.24   

RNN 56.63 

LSTM 105.77 

BERT 11684.66 

 

Table 2 highlights the training time required for each DL 
method. Among the methods, BERT had the longest training 
time, taking approximately 3 hours and 15 minutes. This 
extended duration is attributed to the complexity of the model 
and the large number of parameters involved. LSTM ranked 
second in terms of training time, requiring around 106 seconds 
due to its architecture, which processes long sequences and 
captures temporal dependencies. In contrast, RNN and CNN 
demonstrated significantly faster training times, completing 
the process in approximately 56 and 55 seconds, respectively. 
This efficiency makes RNN and CNN particularly suitable 
choices when quick training is a priority. 

 

Table 3. shows the Precision, Recall, and F1-Score for all methods 

Methods Precision Recall F1-Score 

CNN 90 %  88 %  89 %  

RNN 91 %  90 %  89 %  

LSTM 89 %  90 %  86 %  

BERT 91 %  92 %  90 %  

 

Table 3 presents the classification report results for the DL 
methods evaluated in this study. Among these methods, BERT 
demonstrated the best balance across the three metrics  
)precision, recall, and F1-score ( highlighting its strong 
capability to efficiently handle various categories. Meanwhile, 
CNN and RNN exhibited comparable performance. However, 
LSTM showed notable fluctuations in classification 
performance, indicating potential inconsistencies in its 
handling of certain categories. 

 

 

Figure 3. The chart represents the result of the comparison of the DL 
methods 

 

Based on these results, we conclude that BERT is the most 
effective method for sentiment analysis, making it the 
preferred choice when sufficient resources are available and 
time constraints are not a concern. CNN and RNN, on the 
other hand, excel in training and execution speed, making 
them well-suited for applications requiring efficiency and 
rapid performance. As for the LSTM method, it is essential to 
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carefully evaluate the dataset and its suitability before 
employing it in SA tasks. 

The SA models we've trained are applicable in a variety of 
practical contexts. They can help organizations understand 
user sentiment toward specific brands or events. They can also 
be used to analyze customer comments on social media 
platforms, helping to uncover interaction patterns and 
prevailing sentiments. Additionally, these models help track 
shifts in political discourse and understand public sentiment. 

 

V. CONCLUSION 

In this paper, we compared four deep-learning methods for 
analyzing the sentiment of English tweets. These methods are 
CNN, RNN, LSTM, and BERT. The results showed that 
BERT outperformed other methods, achieving the highest 
accuracy (91%) and the lowest error rate (9%), indicating its 
great ability to understand complex texts and fine details. As 
for the CNN and RNN methods, achieving 90% accuracy 
proves their high reliability in sentiment analysis. But the 
LSTM showed the lowest performance with 87% accuracy 
despite its effectiveness, due to its reliance on sequential 
processing, which is less efficient in dealing with short texts 
such as tweets. 

By evaluating the classifications, we were able to identify 
the strengths and weaknesses of the methods used. BERT 
outperformed in overall classification performance, but the 
time required to train it is a constraint, especially when 
resources are limited. In contrast, CNN and RNN methods had 
a good balance between accuracy and short training times, so 
they are suitable options when resources are limited. Choosing 
the best method depends on a good understanding of the task 
at hand and the nature of the data used, as well as the 
efficiency of the available resources. Accuracy and processing 
speed must be balanced to achieve satisfactory results.  

In conclusion, we point out that using the BERT method 
is for tasks that require high accuracy and a deep 
understanding of the text. But, if the priority of the task is 
speed and the resources are insufficient to use BERT, CNN 
and RNN methods are the best choice in this case. Also, future 
research should focus on improving the training efficiency and 
using hybrid models to improve the performance of sentiment 
analysis on the Twitter platform. 

 

Limitations and Future Work: 

 There are several limitations and work that we 
recommend and seek to address in future work. In this study, 
we compared deep learning methods that have proven 
effective in SA in previous studies, but we did not combine 
these methods into an improved hybrid model. We believe that 
building a hybrid model between two or more of the four 
methods used will improve performance and increase 
classification accuracy. We also want to use a larger dataset 
than the one currently used to obtain more accurate and 
representative results cause Twitter generates massive 
amounts of data daily. We also want to analyze the impact of 
computational resources in greater depth to determine the 
most appropriate model based on the capabilities of the system 
being used. 
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