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'Geography and Environment, Loughborough University, Loughborough, UK, *Department of Geography, Durham
University, Durham, UK, 3Department of Natural Sciences, Manchester Metropolitan University, Manchester, UK,
“Department of Civil and Environmental Engineering, Center for Ecohydraulics Research, University of Idaho, Boise,
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Abstract Grain force-balance models utilize grain protrusion and in-situ resistance force data to evaluate
the likely distributions of gravel-bed sediment entrainment thresholds, specifically dimensionless critical shear
stress (7*,). These methods can give insight into the spatial variability of particle mobilities both within a
channel, and between different gravel-beds, but are yet to be evaluated across multiple sites with varying texture
and fabric. We evaluate two published force-balance approaches: (a) a Monte Carlo style sampling approach
using grain size and topography distributions from field measurements; and (b) an automated point cloud
segmentation and analysis approach with an updated set of force-balance equations, Pro+. We compare the
workflows, assumptions and inputs for each approach, apply them to an extensive UK-wide data set comprising
45 upland riverbeds, and evaluate the estimated 7*, distributions. We find that mobility thresholds estimated
from both methods are variable, with median z*, ranging from 0.05 to 0.15, and are consistent with published
values of approximately 0.02-0.1. Uncertainties in grain sampling strategy or point cloud segmentation quality
lead to markedly different grain size distributions between approaches, but their resulting influences on 7*,
distributions are small relative to the range of estimated z*.. Sensitivity analyses on z*_ distributions for grain-
size fractions also show that bed mobilities are sensitive to the roughness height of the velocity profile. We
highlight uncertainties associated with these approaches, suggest areas for further targeted comparisons
between methods, and provide guidance for the application of grain force-balance models for estimating
entrainment thresholds and bed stability in gravel-bed rivers.

Plain Language Summary The forces required to mobilize riverbed material in gravel-dominated
rivers is important in understanding whether a river is likely to erode into its bed. This force is typically
assumed, based on how steep the river is, or how large the material is. We test two process-based approaches,
which evaluate the forces acting on a single grain to estimate the forces required to transport it, using data
acquired from field measurements and 3D digitized riverbeds. The first approach randomly selects inputs from
data observed in the field to evaluate different combinations of gravel sizes, arrangements and stabilities that are
most likely to be observed in the field. The second approach automatically identifies individual grains and
extracts real data for each identified gravel to estimate the forces required to begin grain movement. We perform
each method on 45 upland rivers across the UK, compare their predicted erosion thresholds, and discuss
potential limitations and sensitivities for each approach. Our estimated bed erosion thresholds are consistent
with those used in other studies but enable a smaller-scale evaluation of their variabilities (e.g., variabilities
within rivers, rather than assuming a value for an entire channel), which can be useful in river management.

1. Introduction

Understanding the mobility thresholds of river bed material, and their spatial variability gives insight into the
erodibility of a channel bed, and therefore assists in predicting bed stabilities, upstream sediment supply rates
(Mao, 2012; Recking, 2012; Venditti et al., 2010), and ultimately aids in predicting channel adjustment (Chapman
et al., 2021; Dunne & Jerolmack, 2020; Métivier et al., 2017; Parker et al., 2007; Pfeiffer et al., 2017; Phillips
et al., 2021). In gravel-bed rivers, grain mobility thresholds are quantified using the dimensionless critical shear
stress or Shield's criterion (z*_); the force per unit area required to initiate bedload transport is normalized by the
submerged grain weight. In sediment transport modeling applications, and in geomorphic theory, such as equi-
librium channel geometry theory, ¥ is generally assumed to be controlled by channel slope (Lamb et al., 2008;
Recking, 2009) and/or particle grain size (Buffington & Montgomery, 1997; Bunte et al., 2013; Wilcock, 1993).
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However, such predictions still have considerable uncertainties, which at least in part is because they neglect the
influence of grain-scale sediment structure and bed resistance forces on sediment mobility thresholds.

The resulting uncertainties in values of ¥ are problematic because sediment flux is sensitive to subtle variations
in ¥, (e.g., Recking, 2010; Wilcock, 1993), with consequent issues for modeling bedload transport rates, and in
predicting channel morphological change and associated hazards. Spatial and temporal variabilities of ¥, in
gravel-bed rivers are difficult to quantify in the field without long term sediment flux monitoring, for example,
using sediment impact plates or tracer particles (Downs & Soar, 2021; Masteller et al., 2019; Smith et al., 2023;
Turowski et al., 2011) in conjunction with local hydraulic measurements or estimates. Furthermore, studies which
investigate the linkages between sediment arrangement, 7*,. and sediment flux are largely limited to experimental
channel beds (Hodge et al., 2020; Ockelford et al., 2019; Voepel et al., 2019). However, controlled laboratory
channels typically cannot holistically address real-world sensitivities which contribute to z*_ variability, such as
sediment supply intermittency, flood sequencing, and biological influences. Consequently, it is difficult to
accurately predict the erodibility of channel beds over various scales, and to incorporate realistic bed mobility
threshold and sediment flux estimates into channel evolution models.

Grain force-balance models (Kirchner et al., 1990; Hodge et al., 2013; Yager et al., 2018; see Section 2) enable the
resistance of a grain to transport to be evaluated by resolving the forces acting on a grain at its threshold of motion.
Such models are based on parameters including grain size, grain protrusion relative to the surrounding bed
topography, and grain pivot angle. These models are potentially valuable in quantifying bed mobility without the
need for longer-timescale bed monitoring. However, the collection of grain-scale data required to parameterize
these models has traditionally been difficult to employ over large areas or at multiple sites. Recent, novel ap-
plications of such grain force-balance models have used high resolution grain topography models and in situ bed
resistance force testing (Feehan et al., 2023; Hodge et al., 2013; Prancevic & Lamb, 2015; Yager et al., 2018,
2024). These approaches have the potential to estimate in-channel 7* . distributions using fast and easily attainable
field data, particularly given contemporary advances in portable, high resolution Structure-from-Motion (SfM)
photogrammetry and LiDAR technologies (e.g. Smartphone LiDAR). If robust, these models would be a powerful
tool in evaluating 7*, variability over wide spatial and temporal scales, for example, presenting an opportunity for
large data set collection via citizen science. However, these force-balance approaches are largely theoretical, and
have not been thoroughly tested on large sample sizes. Therefore, ¥ estimates derived from these methods have
not been critically evaluated for consistency when applied to channel beds exhibiting notable differences in grain
size, sorting and grain arrangements.

This study aims to quantify the interactions between grain arrangement and z* ., employing two contrasting grain
force-balance models to estimate bedload mobility threshold distributions for upland UK gravel-bed channels. To
critically evaluate the usefulness and consistency of these models in assessing 7*. over regional scales, we outline
two key objectives: (a) to estimate 7*, distributions derived from the two different models using in situ natural
grain topographic data; and (b) to compare and critically evaluate a manual versus an automated approach toward
estimating 7*,, presenting sensitivity analyses to test model assumptions, and accounting for differences and
uncertainties in 7*¥, estimations between the two approaches. This work will provide a critical comparison of
different force-balance model approaches, give an overview of their uncertainties, and potential applications in
grain mobility research, using in situ natural field data.

2. Particle Entrainment Thresholds Theory

2.1. Grain Force-Balance Model

Dimensionless critical shear stress, 7*,, can be estimated at a grain-scale through the Kirchner et al. (1990) force-
balance model by resolving forces acting on a single grain in both the vertical and horizontal directions
(Figure 1a). Balancing the components acting on the target grain at its threshold of incipient motion reveals a
force-balance expression outlined in Equation 1 (Wiberg & Smith, 1987).

—P +F =K (1
tan (@, ) L=w

This equation accounts for the grain pivot angle, ¢,;,; the angle through which the grain must rotate out of its
resting position during the onset of particle transport. Expressions for each component force (drag, Fp; lift, F; and
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Figure 1. (a) Grain force-balance diagram for the Kirchner et al. (1990) model, illustrating that driving (lift, 7, and drag, F,)
forces and grain resistance force (Fy) are in balance at the threshold of grain motion. (b) Configuration of the logarithmic
velocity profile, u(z), used in the Kirchner model. In the force balance equations, particles are assumed to be spherical.

grain weight, Fy) are outlined in full in Kirchner et al. (1990). As part of these calculations, a logarithmic velocity
profile (Figure 1b), is applied to the target grain, to describe the incident flow velocity, u, as a function of grain
elevation, where u(z) = 0 at the local mean bed elevation, 7 (defined here as z = 0):

u(@) = \/; )
o) = ln(z + 7

20
and f(z) =0 wherez < 0

@

) where z > 0

where bed roughness height, z,, is assumed as 0.1Dyg,, and the von Karmen's constant, «, is assumed as 0.4 (Hodge
et al., 2013; Whiting & Dietrich, 1990). Grain protrusion (P) quantifies the grain maximum elevation relative to
surrounding bed topography, and exposure (E) quantifies the height of the grain face which is exposed to flow
(defined in detail in Section 3.5). Equations 1 and 2 are resolved and rearranged to estimate the forces on the grain
at the point of entrainment, and thus z,:

T, =0.l(/)s
-1

D’ C F zC,
-p) g(T) - {W /P _E\/132 —(2z—@2P = D)) f(z)* dz + WLIY [F(P)* +f(P — DY*]

©)

Equation 3 assumes that grains are spherical with diameter D, and as such, grain width, and therefore the exposed
frontal area affected by the velocity profile, is calculated as a function of grain elevation z. Likewise, particle
weight is approximated as a function of D, assuming that sediment density, p, = 2,650 kg m™>, water density,
p = 1,000 kg m~> and gravitational acceleration, g = 9.81 ms™? are constant for all grains. Grain pivot angle, Ppiv,
can be calculated from in situ resistance force measurements (see Section 3.3). The drag and lift coefficients, C;
and Cp, are assumed to be 0.2 and 0.4 (Wiberg & Smith, 1987), respectively. Critical shear stress can then be
expressed in its dimensionless form, z*_, using:

* Tc
T

<" (p,—p)eD “
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2.2. Updated Kirchner Equations

An adapted version of the force-balance model is outlined in Yager et al. (2018), where the resistance force
component, Fg, of the grain force-balance replaces Fytan(g,;,) to also account for the influence of the partial
burial of grains and intergranular friction (¢y;.). For submerged grains, F is expressed as the sum of the
following resisting forces (detailed in Yager et al. (2024)):

—p)aD?
Grain Weight Component, Fyeigh = Mtan ((ppiv) (%)
Partial Burial Component, Fy, = g(p, — p)(1 — )V, tan () 6)
Intergranular Friction Component, Ficion = 8(ps — p) Vi tan(ggi.)(1 — 1) C, @)

where V|, and V,, represent volumes of overlying sediment, and buried grain volume, respectively; assuming
spherical grains, these variables can be calculated as a function of grain diameter and protrusion (see Yager
et al., 2007, 2018). The volume correction factor (C, = 4.83) and bed porosity (4 = 0.6) are assumed constant
(Yager et al., 2018).

The adaptation of the Kirchner model utilized by Yager et al. (2024) incorporates an adapted velocity profile
(Lamb et al., 2017), which is controlled by the bed roughness length, k, (Equation 8):

f@)= ln<1 + 3]2Z) (3)

Although z;, is commonly assumed to be equal to k,/30, and therefore k, and z, are not interchangeable, the
specific relation between k, and grain size in this velocity profile equation is not well defined. To enable
simplified comparisons between the two different force-balance models, we generally assumed that k; also
equaled 0.1Dyg,, which could underestimate the roughness length in Equation 8. We later specifically explore the
impact of k, on the relative values of 7*_ predicted from the two force-balance equations.

In both versions of the grain force-balance equations, lift and drag forces are calculated using assumed lift/drag
coefficients, the exposed grain area to the flow, and the flow velocity acting on the particle. Equation 3 solves this
force balance to determine the flow magnitude (i.e., z,.) that is required to mobilize a given particle. Each sample,
which exhibit combinations of grain sizes, resisting forces and topographies measured in the field, therefore
contains a distribution of estimated flow magnitudes, and therefore 7*_, capable of mobilizing the grains within
that sample.

2.3. Evaluating Novel Approaches for Estimating 7*,

In this study, we consider two novel applications of the Kirchner grain force-balance model, and apply each to a
large data set of 45 UK gravel-beds to estimate 7*.. These methods have been developed and evaluated using a
small number of field sites with limited variability. We compare the two approaches and evaluate the consistency
in their estimated 7*, distributions for channel beds of varying grain size and sediment structure.

First, we explore a Monte Carlo style sampling approach outlined by Hodge et al. (2013); this approach utilizes
the original Kirchner et al. (1990) equations, with inputs randomly sampled from distributions of manual grain
measurements. The other method we consider is Pro+ (Yager et al., 2024); this approach uses automated mea-
surements, derived directly from 3D bed topography models, using grains segmented by G3Point (Steer
et al., 2022) to estimate z*, for each identified grain in a sample area using the updated grain force-balance
equations.

For each of the two approaches, we follow the workflows and definitions described in their original papers, Hodge
et al. (2013) and Yager et al. (2024) respectively. Where appropriate, we make minor adaptations to sampling
assumptions from the original papers to ensure that both approaches can be consistently applied to each of our
large number of sites, and so that the inputs, equations and assumptions in each of the two approaches can be
objectively compared and contrasted; for example, assuming that k, = z,.
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Figure 2. Workflows for estimating dimensionless critical shear stress from field data using both the Monte Carlo (red arrows) and Pro+ (gray arrows) approaches. The
workflow for each approach is annotated, indicating the respective methods, assumptions and results outlined throughout the manuscript.
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Each approach, and their respective methods and workflows, are outlined in Figure 2, and explained throughout
Section 3. All differences in assumptions and force-balance equations between approaches are explicitly outlined
throughout the manuscript, and their implications, as well as opportunities for further, more targeted, comparative
analysis are further discussed in Section 5.

3. Methods
3.1. Field Locations

We investigated coarsely grained channel beds (n = 45) from 39 different upland gravel-bedded reaches across
England and Wales (Table S1 in Supporting Information S1). Sampled gravel-beds exhibit a notable variability in
Grain Size Distributions (GSDs), and microtopographies between sites (quantified in Section 4.1 and 4.3). All of
the sites were located on gauged reaches; therefore, the hydrological regime and approximate flood history prior
to sampling are known at each sample location.

Small (~1 m?) patches of exposed channel bed were sampled (Figure 3a), with sample plots chosen to be broadly
representative of surface grain sizes and grain arrangements across the local channel bed or exposed bar. Where
there was prominent in-channel variability in bed material characteristics, multiple sample plots were identified as
separate samples; for example, on steep bars where bed material characteristics varied with elevation up the bar,
for example, River Conwy, Betws-y-Coed (Site S2a-b), or extensive gravel bars with in-bar features such as
secondary channels, for example, River Duddon, Ulpha (Site C7a-b).

3.2. Structure From Motion Photogrammetry (SfM)

Grain-scale bed topography data was obtained via SfM photogrammetry at each plot (Eltner et al., 2015). For each
StfM scan (1 X 1 m dimensions), approximately 250-300 photographs were taken by a 12 Megapixel smartphone
camera at various angles and distances. Images were processed, scaled and orientated via Pix4D. Generated 3D
point cloud models were trimmed and de-noised using CloudCompare to remove statistical outliers (wherever
point separation exceeded 1 standard deviation of mean point separation). Further details of the SfM photo-
grammetry approach, and systematic error analyses, are outlined in supplementary material; generally, SfM
distances were within 1-2 mm of manually measured independent scale checks.

Point clouds were subsampled to 2 mm resolution, rasterized to produce digital elevation models (DEM), and
linearly detrended, to be used for manual grain protrusion measurements (Figure 3b). G3Point grain segmentation
and subsequent Pro+ analyses used topographic data in Point Cloud format (Figures 3c and 3d).

3.3. Particle Resistance Forces

In situ grain resistance forces, Fy, were measured in the field using a force gauge (Mecmesin BFG 1000:
range = 1000 N, resolution = 0.2 N; error = +0.25% of full scale). Force was applied to the center of the exposed
grain face in the streamwise direction. F was recorded as the maximum force required to displace the target grain
from a resting position by a distance of approximately half its diameter, that is, rotated completely out of its
pocket. Grains (n = 40-60) were sampled systematically in a regular grid of spacing 150 mm (e.g., Figure 3b),
beginning at the downstream side of the sample patch, to avoid disrupting grains upstream. Where multiple grid
nodes fell on the same grain, the grain was sampled once.

Each tested particle was subsequently weighed (Fy,). Resistance forces and grain weight measurements, F'; and
Fy, respectively, were converted into pivot angle estimates using the conversion outlined in Johnston
et al. (1998), where f is the local bed slope:

FR - FW Sin(ﬁ)

Fy cos(B) ©)

tan(g,) =

The local bed surfaces of our sampled channel beds were near-horizontal (generally f# << 0.01), such that # had
negligible impact on @,;,. Local bed slope effects can therefore be neglected, and the pivot angle is assumed to be
tan(@pi,) & Frl/Fy.
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distributions of sample sites are shown as red points in the figure subplot. (b) Rasterized digital elevation models of the scanned gravel surface; black points indicate
gridded sampling of manual grain protrusion and exposure measurements. (¢) Gravel-bed pointcloud: points colored according to G3Point grain segmentation, and
subsequently, (d) fitted grain ellipsoids. Protrusion definitions for Kirchner model inputs: (¢) manual measurements over a 1D transect; protrusion (P,,,) is defined as
elevation of the target grain maxima relative to local mean bed elevation, Z, and exposure (E,,,,) is defined as the grain maxima elevation relative to the highest upstream
elevation along the sampled transect. (f) Automated measurements within 2D search area surrounding target grain; driving protrusion (P ) and resisting protrusion (Pj) are
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defined as the elevation of the target grain maxima relative to the 10th and 50th percentile elevations of surrounding grains respectively.

3.4. Grain Size Distributions (GSDs)

3.4.1. Manual Grain Measurements (Field)

The grain dimensions (a, b, and c axes) of each force tested particle were measured by caliper in the field. Grain
size distributions were truncated for b-axis diameters <20 mm to be consistent with the minimum discernible

grain size in automated grain size measurements (Section 3.4.2).
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3.4.2. Automated Grain Segmentation (G3Point)

GSDs were also generated automatically from point cloud data by segmenting the point cloud into individual
grains via watershed segmentation using G3Point (Figure 3c). Oversegmented grains were merged and cleaned
following the workflow outlined by Steer et al. (2022). This approach is sensitive to the G3Point segmentation
input parameters (k, Cp, and a; Steer et al., 2022), so these parameters were adjusted and cross-referenced with
bed photographs and orthophotos until grain segmentation boundaries largely coincided with visually interpreted
grain boundaries (Table S3 and Figure S1 in Supporting Information S1). Segmented grains were fitted with a
reference ellipsoid (Figure 3d), and ellipsoid dimensions (a/b/c-axis) were recorded for each identified grain. The
minimum grain ellipsoid b-axis diameter for segmented grains was also set at 20 mm; we found this to be the
minimum grain size to confidently discern grains from orthophotos for our photograph resolution. Two sites
(PD4a and PD6a) were excluded from analyses on the basis of poor segmentation.

Note that this approach produced GSDs based on each grain in the sample (“area-by-number”) in contrast to the
grid sampled GSD given by manual grain measurements, which is influenced by grain area coverage (“grid-by-
number”). The latter GSD can theoretically be converted to account for biases introduced by area coverage (Bunte
& Abt, 2001; Diplas & Fripp, 1992). In this study, we do not make this approximate conversion because the 1D
grain protrusion measurements used in the Monte Carlo approach (Section 3.5) are also grid sampled, prefer-
entially sampling protrusions of coarser particles; we therefore retain a consistent sampling bias across all Monte
Carlo input measurements. The potential implications of using a grid-by-number versus area-by-number grain
sampling on estimated z* . distributions is discussed in Section 5.2.

3.5. Grain Topographies
3.5.1. 1D Protrusion Measurements

1D protrusion measurements, used in the Monte Carlo approach, were obtained for each sample DEM, which
were grid sampled to select approximately 40-60 target grains (Figure 3b). Grid separation was held constant
(150 mm) for each sample DEM to obtain a target of 40—60 sampled grains within the DEM area available; if two
sample grid points fell on the same grain, it was measured just once. The maximum height of each sampled grain
was identified from the DEM, and a 1D elevation transect was drawn upstream and downstream of the grain
maximum, parallel to the presumed flow direction. Transect lengths were equivalent to the site Dg, in each di-
rection, and elevation values along each transect were 2 mm apart.

Grain Protrusion, P,,,,, was defined as the maximum grain height, relative to the local mean bed elevation
(z = 0 mm) of the transect. Grain Exposure, E,,., was defined as the maximum grain height relative to the
maximum upstream elevation of surrounding grains along the transect (Figure 3e). These definitions are anal-
ogous to those used in Hodge et al. (2013), albeit with an adapted notation.

3.5.2. 2D Protrusion Measurements (Pro+)

Protrusion was also obtained automatically using Pro+ (Yager et al., 2024) for each grain segmented via G3Point.
To quantify exposure to lifting forces, and the burial of a grain relative to its surrounding particles, a 2D search
area of Dg, mm radius from the segmented grain boundary was used to determine the protrusion relative to local
surrounding bed topography (Figure 3f). Driving protrusion, P, was defined as the elevation difference between
the grain maximum and the 10th percentile of grain elevations within the search area. Resisting protrusion, Pk,
was defined as the elevation difference between the grain maximum and the 50th elevation within the search area
(Yager et al., 2024).

3.6. Estimating 7%, Distributions

We used two documented approaches to estimate z*, for each of the sampled patches: (a) a Monte Carlo style
approach, which randomly sampled Kirchner force-balance model inputs from observed distributions of grain
sizes, pivot angles, grain protrusions and grain exposures to calculate 7*_ distributions at each patch; and (b) the
Pro+ approach, which used data obtained directly from automatically segmented grains, along with updated
Kirchner model equations, to estimate 7*, for each segmented grain in the sample. The former approach is useful
when distributions of each parameter are sampled from a different selection of grains, whereas the latter approach
utilizes a complete set of parameters for each grain in the sample.

WHITFIELD ET AL.

8 of 21



MID
ADVANCING EARTH
AND SPACE SCIENCES

Journal of Geophysical Research: Earth Surface 10.1029/2025JF008333

For each approach, we followed the workflows outlined in the original papers, Hodge et al. (2013) and Yager
et al. (2024), respectively, albeit with minor adjustments to the sampling to enable a more objective comparison
between the two approaches and their respective methods for estimating 7*. with our large data set. The two
workflows we utilized are summarized below; a workflow summary for each method is outlined in Figure 2 for
reference.

In both approaches, grains are assumed to be spherical. In reality, sampled beds comprised grains of varying
shapes, including sub-spherical, angular and flat clasts. These grain shape effects, and associated uncertainty in
estimated 7* ., are not directly incorporated into the force balance equations. However, grain shape effects are
indirectly incorporated into 7*, estimates, as they affect bed resistance force, pivot angle and protrusion mea-
surements. For example, flatter grains theoretically exhibit lower protrusions relative to their diameter, and low
protrusions yield systematically higher F (Yager et al., 2018).

3.6.1. Monte Carlo Sampling

We first employed a Monte Carlo style sampling approach, analogous to that outlined by Hodge et al. (2013), to
estimate critical shear stress distributions at each site. Grain sizes of simulated grains were sampled randomly
from an assumed normal distribution within 1 standard deviation of the measured site D5, (e.g., Figures 4a and
4b); the effect of this assumption on the resulting distribution of 7%, is quantitatively tested in Supporting In-
formation S1. For each sample patch, the grain pivot angle and protrusion inputs were both sampled from their
grain size regression line fit to the field data at each site + a variability factor (e.g., Figure 5b), where the
additional variability factor was randomly sampled within 2 standard errors of the regression. Finally, grain
exposure inputs are sampled from a regression between dimensionless grain protrusion, P,,,,/D, and dimen-
sionless grain exposure, E,,./D, measured in the 1D grain topography analyses * the variability factor (e.g.,

Figure 5c). Inputs for each sample site are listed in Tables S4-S6 in Supporting Information S1.

For each site, each parameter was randomly sampled for n = 5,000 simulated grains. In this approach, z* . is then
calculated using the Kirchner force-balance model outlined in Section 2.1, Equations 1-4.

3.6.2. Pro+ Sampling

Conversely, in the Pro+ approach (Yager et al., 2024), *_ estimates are provided for each segmented grain in the
1 m? sample area, using automated grain size and protrusion (P, and P,,) measurements obtained directly from the
point cloud. In this approach, we assumed that the pivot angle is 45° for each grain to avoid having to assume a
certain pivot angle distribution, which can contain uncertainties (see Yager et al., 2024). Instead, we incorporate
the grain resistance force into the ¥, calculation by adjusting the intergranular friction angle (¢y.). We adjusted
@gic in 10° increments until the median modeled F/Fy, value generated by Pro+ closely matched the median F/
Fy, from field measurements at each site (Figure S2 in Supporting Information S1). The selected ¢y, value was
assumed to be constant for all segmented grains in each sample. In this approach, z*. is calculated using the
updated Kirchner force-balance model and velocity profile outlined in Section 2.2, Equations 5-8.

We performed additional sensitivity analysis for an example site (River Duddon, Site C6a) to evaluate the
sensitivity of the Pro+ z*_ estimates to the assumed ¢g;. and k, values employed in the main analyses. This
included an investigation into the influence of adding different degrees of variability to the assumed @y, between
each grain within the sample.

4. Results
4.1. Grain Size Distributions

Grain sizes measured manually were coarser (median = 75 mm; IQR = 45 mm) than segmented grain ellipsoid
dimensions (median = 36 mm; IQR = 26 mm) across the entire sample (Figure 4a). Median b-axis, D5, at each
site ranged from 43 to 110 mm in the manual approach, and 31-50 mm in the automated approach. Note that in
each case, GSDs were truncated at a minimum diameter of 20 mm. Grain size data are available in Table S4 in
Supporting Information S1.
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Figure 4. (a) Grain size (b-axis) distributions for all sample sites (n = 45); manual grain size measurements (of force tested grains) are shown in red, and grain size
measurements determined from G3Point ellipsoids (of automatically segmented grains) are shown in black. Darker lines illustrate the combined Grain Size
Distributions (GSDs) for each method across all sites. (b) A comparison of GSDs (a, b, and ¢ axes) for each approach, at a single sample site; River Duddon, Cumbria.
(c) Cumulative distributions of normalized resistance force (F/Fy,) measured at each site; combined F/F, distributions for all sites are illustrated by the darker black
line. (d) Cumulative distributions of grain pivot angles, ¢, calculated from force gauge measurements via Equation 9; combined ¢,,;, distributions for all sites are
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limits of the regression. Error bar length is equal to the interquartile range for each site.
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GSDs for each recorded grain axis are also outlined for a single sample location (River Duddon, Cumbria; Site
Cé6a) in Figure 4b. Median a/b/c axes for manual measurements (131, 95, 54 mm, respectively) were system-
atically coarser than segmented ellipsoids (44, 29, 24 mm, respectively).

4.2. Particle Resistance Force
4.2.1. Normalized Resistance Force

Frl/Fy, values (the force required to initiate bed material transport normalized by its grain weight) were notably
variable between sites (Figure 4c); median measured F/Fy, for individual sample locations ranged from 1.8 to
8.7. Across all sample sites, the median F/Fy, was 3.0 (IQR = 3.0, n = 2,921 grains). There is a weak grain size
relation where Fy/Fy, generally decreases for coarser grain sizes (Figure 4e; p < 0.05). Grain force-balance data
for each site are summarized in Table S5 in Supporting Information S1.

4.2.2. Pivot Angle

The median estimated pivot angle, ¢, varied from 60° to 83° between sites (Figure 4d), where median ¢,;,
across the entire sample measured 71° (IQR = 16°). Median pivot angle for each site also decreased subtly with
increasing site D5, (Figure 4f; p < 0.1).

4.2.3. Intergranular Friction Angle

Adjusted intergranular friction angles, @y, varied from 20° to 70°; these angles were identified such that Pro+
predictions of median F/Fy, aligned with median Fg/Fy, measured in the field (Figure S2a in Supporting In-
formation S1). Note that F/Fy, values estimated by Pro+ generally followed a similar distribution to field
measurements for the lower 50th percentile of the F'r/Fy, distribution, but eventually reached an upper threshold at
approximately the 50th percentile, indicating a maximum possible F/Fy, value, which systematically increases
for higher assumed ¢y, angles. In contrast, field F/Fy, distributions continued to increase, and are particularly
influenced by very immobile grains. Calibrated ¢y, increased with median Fg/Fy, and @, at each sample
location (Figures S2b and S2c in Supporting Information S1 respectively).

4.3. Grain Topographies
4.3.1. 1D Protrusion Measurements

Grain protrusion and exposure from the 1D grain transect analysis, P,,,, and E,,,,, respectively, systematically
increased with coarsening grain sizes (Figures 5Sa—5c). This trend was observed across regional scales (Figure 5a)
and within individual survey patches (Example site: River Duddon, C6a; Figure 5b). Median P, ,, was generally

on the order of 50-100 mm higher elevation than median E,,, at each site; median P,,, ranged from 40 to

max max

230 mm, whereas median E,, ,, was notably more variable, ranging from —5 (i.e., entirely unexposed) to 210 mm.

max

Dimensionless expressions of grain protrusion and exposure, P,,./D and E,,./D are plotted against each other in
Figure 5c for the single example site; this reveals a systematic increase in normalized grain exposure with
increasing grain protrusion (R* = 0.60; p < 0.001). Note that although P, /D and E,,,./D are normalized by grain

/D values (Figures S3a and

max’

/D and E,

size, a grain size signal remains, where coarser grain sizes yield larger P, max

max’

S3c in Supporting Information S1), albeit with low significance; R* = 0.12 and 0.20 respectively.

4.3.2. 2D Protrusion Measurements (Pro+)

Automated 2D protrusion measurements reveal similar grain size relations to the manual measurements
(Figures 5d-5f). For each grain identified in the site C6a sample (Figure 5e), P;, and Py systematically increased
with increasing ellipsoid diameter. Likewise, across all sites, median P/, increased with particle diameter. In
contrast, median P, was relatively insensitive to grain size (Figure 5d). Finally, normalized driving protrusion
(Pp/D) and normalized resisting protrusion (Pg/D) were correlated (R* = 0.45; p < 0.001) (Figure 5f).
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Figure 5. Grain protrusion measurements for the manual (a—c) and automated (d—f) approaches are outlined in Figure 3. (a) Influence of grain size on median grain
protrusion, P, and exposure, £, across all sampled field sites. Error bar length is equal to the interquartile range for each site. (b) Influence of grain size on P,,,,, and

E,,.x for each sampled grain at the River Duddon site, Cumbria. (c) Normalized grain protrusion P

max

/D versus normalized grain exposure E,

/D for each sampled

max

grain at the River Duddon site, Cumbria. Subplots (d—f) highlight the same relations, instead using the automated grain topography definitions illustrated in Figure 3;
driving protrusion, P, and resisting protrusion, Pg. Highlighted gray and red regions indicate 95% confidence limits. Pearson's correlation confidence limits are
annotated for each regression, where (*) = p < 0.05 (95%); and (**) = p <0.001 (99.9%). Regressions shown in subplots b and c are used as inputs for the Monte Carlo
modeling for the Duddon River site. Regressions in subplots e and f are for comparison only; in practice, these relationships are nonlinear.
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regression (gray area).

4.4. Estimated Bed Mobility Thresholds (z*,)
4.4.1. Monte Carlo Sampling

At the River Duddon (C6a) site, 7* . estimates ranged from 2.80 X 10™*t0 19.1 (median 7¥,=0.068, IQR =0.121)
for n = 5,000 simulated grains of diameters ranging 20-210 mm (Figure 6a). For any given grain size, more
protruded grains yielded the lowest 7*,. estimates, with an abrupt threshold at around 7%, & 0.010, below which
very few ¥ estimates occurred; this marks the likely minimum threshold for 7*, for the sample. In contrast, the
least protruded grains exhibited high 7* . estimates. There was no obvious maximum threshold for bed mobility
estimates. 7*, distributions show a weak but significant correlation with grain size; scatter between individual
points results in no obvious visual trend (Figure 6a, R*> = 0.002; p < 0.01).
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Figure 7. Sensitivity of estimated 7*_. to (a) bed roughness length, &, and (b) intergranular friction angle ¢, in the Pro+ model at the River Duddon site. 7%
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Influence of adding an intergranular friction angle variability, ¢, into the Pro+ model on panel (¢) Fg/F\, distribution and (d) 7*.. distributions. For reference, in (c) the

red line shows field measurements, and in panel (d) the red line outlines results generated by the Monte Carlo style approach, which incorporates a randomly sampled
pivot angle into the Kirchner model calculation.

4.4.2. Pro+

For the same River Duddon (C6a) sample, bed mobility estimates derived from the Pro+ approach were less
variable (Figure 6b), ranging from 0.013 to 0.554 (median z*, = 0.050, IQR = 0.039) for n = 275 segmented
grains. ¥, estimates show no correlation with grain size (Figure 6b, R* = 0.04; p < 0.01), but were higher for
grains which exhibited low driving protrusions. Grain-size binned 7*  distributions reveal a systematic decrease in
median 7*, with increasing grain size (Figure 7).

4.4.3. Comparison of 7*, Distributions

7*, distributions for the Monte Carlo and Pro+ approaches for all patches were largely consistent below the
median estimated ¥, values (Figure 6¢; Table S7 in Supporting Information S1). In contrast, in the 70th to 100th
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percentiles of the distribution curves, 7#, estimated using the Monte Carlo approach was systematically higher
than that estimated by Pro+. Median 7*_ at each site ranged from 0.05 to 0.14 in the Monte Carlo approach and
0.04 to 0.15 in the Pro+ approach. The median estimated 7*,. for each approach was largely consistent across all
sites, excluding four identified outliers (Sites E2a, E8a, YP1a, and YP2a), which each deviated from the 1:1 line
by a value greater than two times the standard error of the regression containing all site data (Figure 6d;
R*=0.39). In Figure 6d, points are colored by median measured F/Fy,, which demonstrated a notably stronger
influence on median estimated 7*,. in the Pro+approach in comparison to the Monte Carlo approach, for example,
exhibiting a more apparent color gradient on the y-axis versus the x-axis (see also Figure S4 in Supporting
Information S1).

4.5. Sensitivity Analysis of Pro+ Inputs

The sensitivity of Pro+ 7*_ estimates to the assumed input parameters (roughness length, k,, and intergranular
friction angle, @), With respect to particle grain size, are demonstrated in Figures 7a and 7b, respectively, for the
example site C6a. Median 7* . from each grain size bin was systematically reduced with decreasing &, and ¢y;. In
both cases, ¥ estimated using our assumed Pro+input parameters (black points) was sensitive to grain size. For
larger values of assumed k; and @y, this observed grain size sensitivity became more notable.

The sensitivity of Pro+ 7* . estimates to variability in intergranular friction angle is also explored in Figures 7c and
7d, for the example River Duddon site C6a. Instead of using a constant value, incorporating a standard deviation
value, 6,,, allowed Pro+to sample the intergranular friction angle from a range of values to generate a range of 7*
for each grain. Adjusting o,,.in increments of 10° influenced the Fg/Fy distribution curve (Figure 7¢), resulting in
systematically increased F/Fy, values in the ~70—100th percentile, and reduced Fg/Fy, values in the lower ~30th
percentile. At this sample site, Fg/Fy, distributions calculated by Pro+ became more consistent with Fg/Fy,
distributions measured directly in the field (force gauge) with increased o, Consequently, in this example, larger
o,,rvalues (>25°) resulted in 7*,. distributions more consistent with those generated by the Monte Carlo sampling
approach; this is particularly prominent for upper 50th percentile z*_ values in the estimated distribution curve.

5. Discussion
5.1. Comparison of 7%, Estimates

The Monte Carlo approach employed in this study yields a broader range of 7* . values, and systematically greater
median 7*_ for each sample than our application of Pro+ (Figure 6). The Monte Carlo-derived distributions for the
example site documented in Figures 6a and 6b also exhibit a considerable proportion of high 7*, values (e.g.
7*.> 1), in contrast to the Pro+ distributions at the same site, which does not estimate any 7*, values exceeding
~1. However, the Pro+ and Monte Carlo approaches yield similar z*_ distributions for the lower end of their 7*,
distribution curves; this is important to note because the lower values of 7*, are most relevant when interpreting
the onset of sediment transport.

We deduce that the difference in 7*#, distribution ranges is largely a result of the differences in the way in which
parameter values are combined between approaches. In the Monte Carlo approach, Kirchner force-balance model
inputs are randomly sampled from normal distributions fitted to field data. We anticipate that high z*_ estimates
arise when unrealistic combinations of inputs are sampled. For example, in the River Duddon Site (C6a), very low
grain protrusions, Py, <5 mm, combined with very high grain pivot angles, ¢,;;, > 80° result in high 7* , ranging
from 1 to 20; whilst these combinations could represent the infrequent occurrence of buried grains, clasts
exhibiting these extreme combinations were not generally observed in the field. In contrast, Pro+ distributions
likely yield a much narrower range of 7*_ values, because the combination of parameters for any individual grain
is directly measured rather than sampled from distributions. But, we also assume that the intergranular friction
angle and the pivot angle are the same for every grain in the Pro+ sample; we further explore intergranular friction
variability and its influence on Pro+ derived 7*, distributions in Section 5.2.4.

5.2. Key Sources of Uncertainty

Through our comparison of estimated dimensionless critical shear stress values for the Monte Carlo style, and
automated Pro+ approach, across each of our 45 field sites, we identify key uncertainties leading to discrepancies
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between the two approaches. These uncertainties are explored here, particularly drawing on exceptions (e.g., the
four identified outlier sites identified in Figure 6d), which reflect inconsistencies between the tested approaches.

5.2.1. Grain Size Biases

Contrasting grain sampling approaches employed by the manual and automated methods result in marked dif-
ferences in the resulting GSDs illustrated in Figure 4a. Automated grain segmentation provided by G3Point point
cloud analysis yields a systematically finer grain size than manual (physically measured in the field) GSDs. We
attribute this largely to the differences in sampling techniques. Automated measurements were taken as a bulk
GSD for every grain segmented in the sample (area-by-number), whereas manual measurements were grid-
sampled, and therefore biased toward sampling larger material with greater planform surface area (grid-by-
number) (Di Francesco et al., 2016; Graham et al., 2012). We acknowledge that manually sampled GSDs can be
converted to account for area coverage sampling bias (Bunte & Abt, 2001; Diplas & Fripp, 1992; Graham
et al., 2012). We did not make this conversion in our comparisons because the same sampling biases are present
across all manual (grid-sampled) measurements. Furthermore, grain size conversions incorporate additional
uncertainties, and there is little documented evidence to support which of the grain size sampling approaches offer
a GSD that is most representative of the “true”” GSD of the sampled bed. Conversely, it would be possible to
convert area-by-number outputs from G3Point to grid-by-number for use as Pro+ GSD inputs by using a digital
resampling grid on the segmented point cloud (Mair et al., 2024; Steer et al., 2022). This would improve
comparability in GSDs between both approaches without introducing additional uncertainty, but would forfeit
having concurrent grain size and protrusion data for each segmented grain in the sample, and underrepresent finer
grain size fractions, which are the main advantages of using Pro+ over the Monte Carlo approach.

5.2.2. Automated Grain Segmentation

An additional source of uncertainty in the automated GSDs is the G3Point grain segmentation (e.g., Figure S1 in
Supporting Information S1). We utilized visual checks (cross-referencing segmentation boundaries with field
photographs and orthophoto; e.g. Butler et al., 2001; Steer et al., 2022) to fine-tune the success of the G3Point
grain segmentation, we identified recurrent situations in which the grain segmentation quality was compromised.
Most notably, the presence of tabular or flat imbricated clasts generally resulted in grain under-segmentation
because the angle between the two grains, at the grain boundary, is reduced. This under-segmentation can be
addressed by adjusting the minimum threshold angle that defines two separate grains; however, for samples where
grain size and imbrication extent are not spatially consistent, this often leads to over-segmentation of remaining
grains within the sample. Likewise, over-segmentation generally occurs in samples with larger angular and
irregular cobbles (Butler et al., 2001; Sime & Ferguson, 2003). We therefore find that G3Point segmentation is
most effective for rounded and well sorted samples.

In future applications of G3Point, we suggest performing an additional check of the grain segmentation by
measuring the GSD for the entire sample, and altering G3Point segmentation parameters until the GSD of
G3Point segmented grains align with those noted from the true GSD (see Yager et al., 2024). This additional test
will still require a detailed visual check of grain boundaries, as undersegmentation and oversegmentation may
balance each other out to produce a GSD that is consistent with field data but using misidentified grains. Machine
learning and photo sieving approaches could also be utilized for improved automatic identification of grain
boundaries (Butler et al., 2001; Graham et al., 2005; Mair et al., 2024) or the SegmentEveryGrain tool.

Even with thorough validation of the grain segmentation, all photogrammetry and grain segmentation techniques
likely underestimate grain size to some extent due to partial burial of grains (Garefalakis et al., 2023). To address
the influence of this uncertainty, partial burial of grains can be quantified in the field by dyeing the exposed
planform area of the clast, and evaluating the proportion of exposed versus covered parts of the target grain
(Sanguinito & Johnson, 2012). Likewise, grains with a vertical or near-vertically orientated b-axis are also likely
underestimated.

Grain size-derived uncertainties, both via segmentation error and sampling bias, are not consistent across all sites.
It is therefore difficult to evaluate their relative influence on estimated z*,.. We find that median z*_ decreases for
coarser grain size fractions (Figure 7); therefore, these grain size uncertainties are worth considering as they will
have some influence on estimated grain mobility thresholds.
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5.2.3. Defining Protrusion

Differences in the definition and incorporation of grain protrusion and exposure into the force-balance models
also contribute to differences in 7* . distributions for each approach. Whilst grain protrusion measurements, which

influence grain driving force, are not directly comparable between the 1D transect (P,,,,) and 2D search radius

max
(Pp) approaches, as they are defined relative to mean and tenth percentile local bed elevation, respectively, they

play essentially the same role in the force-balance models.

P,.. measured from 1D transects is generally notably lower than anticipated. We expect that this is because we
define the local mean bed elevation for each 1D transect across a given distance, Dg,4, from the grain maximum.
Much of the sampled grain itself is therefore included in the mean bed elevation; this is particularly notable for
flat, well imbricated clasts (e.g., Afon Colwyn, Site S5a). This could be mitigated by beginning the 1D transect
from the grain boundary rather than the grain maxima (Buffington et al., 1992; Hodge et al., 2013; Smith
et al., 2023), but requires reliably defined grain boundaries; these can be drawn manually but are sometimes
subjective and time consuming, especially for large sample sizes such as those used in our study.

P, values were notably higher than P, values because it is defined from a lower reference elevation. The large
difference between P, and P,,,, is also likely exacerbated by the underestimation of P,,,, outlined above. This
may account, in part, for higher-than-expected z*. distributions in the Monte Carlo approach versus Pro+,
particularly for higher percentiles of 7*,. In future studies, for manual protrusion measurements, we therefore
recommend manually digitizing sampled grain boundaries and removing the target grain from mean bed elevation
calculations (e.g., Hodge et al., 2013); for sample sizes as large as that employed in our study, this was unfeasible,
and therefore reinforces the benefit of automated tools such as Pro+ for fast acquisition of protrusion mea-
surements across large samples.

5.2.4. Representing Resistance Force

Resistance force, Fy, is accounted for in the Monte Carlo approach via pivot angle, ¢,;;, sampled from measured
trends with grain size across each sample, and in the Pro+ approach via calibrated intergranular friction angle,
@Pric> assumed constant for each sample, to match median F/Fy, measurements. Given that our calibrated @y, is
assumed constant for each grain, our Pro+ 7*_ estimates exhibited less variation in F than they would if ¢, was
allowed to vary. Consequently, we find that estimated z*. at each patch is therefore sensitive to the median Fp/Fy,
measured within the patch (Figure 6d). Grain size binned sensitivity analysis in Figure 7b reveals that a 10°
increase in ¢y results in a large (up to +0.05; approximately 30% increase) change in median z*, for smaller
grain sizes, where grains were binned by their b axis length in %2 phi scale. The relative influence of altering @y
on estimated 7*, systematically reduces for larger grain sizes. 7*,. becomes less size-selective as the intergranular
friction angle increases, indicating a strengthening of the hiding effect with increasing ¢g;.. The same applies for
altering the roughness length k, (Figure 7a; Section 5.2.5). These are important observations for Pro+ users when
assessing the relative mobility of different grain sizes because altering ¢y, (and k) does not result in systematic
changes in particle mobility for all grain size fractions.

Anomalously high Pro+ 7*_ estimates for outlier sites E8a, YP1a, and YP2a, each of which have an assumed @y
of 70°, are likely due to particularly high Fr/Fy, inputs. High Fr/Fy, values at these sites are corroborated by field
evidence; for example, site E8a contained a high density of clays and plant roots underneath the mobile layer,
which likely provides additional grain cohesion (Barzilai et al., 2013; Caponi & Siviglia, 2018).

Adding an intergranular friction angle variability (c,,0) reduces the observed discrepancy between estimated Pro+
and Monte Carlo 7*, distributions for the most immobile grains, for example, 70th to 100th percentiles (Figures 7c
and 7d). Note that this is how Pro+ was initially designed to function, essentially incorporating a Monte Carlo
style @y approach such that modeled Fi/Fy, distributions align more closely to those observed in the field. For
the main comparison of approaches, we did not incorporate this ¢, variability into our application of Pro+ to
avoid subjectivity across different samples. We advise that future applications investigate this further to develop a
consistent method for identifying the optimal combination of inputs (¢g;. and o) needed to match modeled Fp/
Fyy, distributions to those measured in the field with some level of statistical confidence.

The Fr measurements collected via the force gauge are also associated with sampling uncertainties. Measured F
is sensitive to field approaches, such as subtle differences in the rate of application of the load, and the section of
the grain that the load is applied to. We recommend that all Fz measurements collected across the entire sample of
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a study be conducted by the same person to maintain consistency between samples. Alternatively, since pro-
trusion is shown to be a principal driver of 7*, (Yager et al., 2018), in the case that there are no F measurements,
then the ¢y, value could be assumed for a given site; consequently, 7*,. will be only locally informed by the grain
microtopography within the sample. In this case, our mean calibrated ¢y, across all sample sites, of approxi-
mately 50°, is a useful guide to inform assumed ¢y, values in the absence of force gauge data.

5.2.5. Assumed Bed Roughness Length

In our Pro+analyses, we assume that the roughness length (k,) is equal to 0.1Dg,. This assumption was made to be
consistent with the roughness height used in the Monte Carlo approach to simplify comparisons. In other liter-
atures, k; is often assumed to be Dg, or 2Dy, (e.g., Church et al., 1998; Qin & Ng, 2012; Qin et al., 2019). In the
sensitivity analysis (Figure 7a), we find that small changes in k, can have considerable influence on estimated 7* .,
where increasing k, from 0.1Dg, to 0.5Dg, resulted in an almost 3x increase (0.05-0.15) in 7* . for grains <32 mm.
This is also grain size dependent, where coarser grains exhibit a systematically lower increase in 7*_ as k; in-
creases; choosing a reliable k; is therefore important but difficult in samples with differing degrees of sorting.

5.3. Applications of Grain Force-Balance Models

The presented grain force-balance models show potential to be powerful tools in river channel management,
sediment transport research and wider geomorphology applications. In applied contexts, sediment transport
thresholds estimated via force-balance models can be useful in predicting the flux and accumulation of material
throughout catchments (Chapman et al., 2021; Pfeiffer et al., 2017; Slater et al., 2015, 2019). The median 7*,
estimates derived from the force-balance methods investigated in this study (ranging approximately from 0.05 to
0.15 between sites) are generally consistent with published 7*, values derived from channel slope and/or grain
size, which typically range from 0.02 to 0.1 (Buffington & Montgomery, 1997), giving confidence to their
application to reach-scale analysis.

Force-balance models incorporate additional grain-scale variabilities in bed resistance forces, resulting in variable
7*  estimates, both between different channels, as well as quantifying bed mobility variability within the sampled
channel bed (i.e., sub-meter scales). This approach therefore gives an opportunity to explore the spatial and
temporal controls on bed mobilities over large sample sizes. For example, this could assist in better understanding
the processes involved in the de/re-stabilization cycles of channel beds in the field and in real-time. The incor-
poration of force- balance-estimated z*_ distributions, rather than values assumed solely from grain size and/or
channel slope, would improve our ability to model sediment transfer between reaches, and could provide further
insight into identifying likely hotspots of channel aggradation and degradation. Untangling relationships between
grain size, slope and 7*_. could be a valuable starting point toward refining sediment transport threshold vari-
abilities over larger scales, for example, in landscape and channel evolution models (Coulthard & Macklin, 2001;
Coulthard & Skinner, 2016; Temme et al., 2009, 2017) Furthermore, a better understanding of spatial variabilities
in 7. could be important in better predicting and managing future geomorphic hazards, such as bank erosion and
flood risk.

The development of automated approaches for parameterizing the grain force-balance equations, for example,
Pro+, enable faster collection of bed microtopography data, and produce estimated 7*, distributions with easily
attainable point cloud data, and minimal post-processing analyses. As such, tools such as Pro+ are valuable in
collecting large bed mobility data sets, over varying spatial scales, from reach to catchment scales. Critically, we
find no notable trade-off between analysis speed and consistency of estimated z*, between approaches. The
relatively high consistency in estimated z* . between both of the tested approaches, particularly for more mobile
grains in the lower 50th percentile of the 7* . distribution, gives further confidence in the use of automated tools
such as Pro+ in evaluating thresholds for the onset of sediment transport.

6. Conclusions and Recommendations

We critically evaluate two variations of grain force-balance models for estimating sediment mobility thresholds.
First, a Monte Carlo style sampling approach utilizes manually sampled grain size, topography and force inputs
collected in the field and through DEM analysis. Second, Pro+ estimates bed mobility thresholds using an
updated set of force grain balance equations, incorporating grain data from automatically segmented point clouds.
The automated approach produces 7*, values which are generally consistent with the Monte Carlo approach,
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highlighting the value of Pro+ in collecting bed mobility estimates over large scales. We identify key un-
certainties which likely lead to observed inconsistencies between the two approaches, and make the following
comments and recommendations for their future applications.

1. Coarser grain size fractions exhibit systematically lower median 7*, than fine fractions, evidencing the role of
grain hiding effects on particle mobility.

2. Grain size inputs can differ according to the sampling approach employed, and the accuracy of grain seg-
mentation. We recommend additional validation of automated grain identification by manually collecting a
GSD of the entire sample, and comparing it against GSD derived from the segmented point cloud, or by using
novel machine learning approaches for grain segmentation. The relative influence of grain size bias on esti-
mated 7*, is difficult to isolate.

3. Methodologies for quantifying grain protrusion differ between studies. Pro+ offers a fast and consistent
approach but is limited largely by the quality of grain segmentation.

4. Variabilities in bed roughness height and intergranular friction angle result in considerable changes in esti-
mated 7* .. The degree of sensitivity is also influenced by grain size; finding a suitable assumption that suits all
grains is therefore particularly difficult for poorly sorted samples.

5. In our application of Pro+, resistance force (F}) is incorporated into z*, estimates by adjusting the assumed
intergranular friction angle to best match values measured in the field. We assume that ¢y, is equal for all
grains in the sample but recommend adding a variability to sampled ¢y, values, to better constrain variability
of grain resistance within samples; we offer groundwork sensitivity analysis for guidance.

Data Availability Statement

Data sets comprising gravel-bed microtopographies and field distributions for grain size, mass and resistance
forces at each of the studied sites are available in the Zenodo repository (Whitfield et al., 2024).
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