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Failing better in the infosphere: ontological uncertainties and 
the essence of security in cyberspace
Noran Shafik Fouad 

Digital Politics, School of History, Politics and Philosophy, Manchester Metropolitan University, Manchester, UK

ABSTRACT  
The operation of digital information systems poses complex 
challenges for cybersecurity policies and practices. These include 
the uncertainties associated with vulnerability analysis, intrusion 
detection, attribution and damage analysis, and the lack of 
comprehensive technical knowledge about such systems. This 
article theorises uncertainties as an ontological property of 
information, which co-produces peculiar conceptualisations of 
‘defence’ and ‘security’ in cybersecurity, in contrast to other 
security fields. Using interdisciplinary insights from the 
philosophy of information, information theory, and cybernetics, 
the article conceptualises cybersecurity as an ontologically 
informational field – i.e., an infosphere  – that is essentially 
constituted, conceptualised, experienced, and managed through 
‘information’. It goes on to investigate the characteristics, 
temporalities, and trajectories of uncertainties in cybersecurity 
that cannot be reduced to the empirical challenge of ‘not 
knowing’, and that are intrinsic to the existence of information 
and the operation of information systems, beyond the ways such 
uncertainties are tamed or governed by ‘human’ actors. This 
information-theoretic approach ultimately demonstrates how 
ontological uncertainties co-produce a specific logic of defence in 
the infosphere that does not postulate a pre-defined enemy or an 
attack, and an understanding of security as a moving target, in 
which progress is defined as ‘failing better’.
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Introduction

Since its emergence as a critical issue in contemporary security and politics, cybersecurity 
has posed significant challenges to traditional approaches of security and defence within 
International Relations (IR) and Security Studies. Many such approaches attribute 
agency exclusively to the human subject, thus linking the capacity to act to traits like 
intentionality, desires, and decision-making – qualities traditionally viewed as unique 
to humans (Braun et al., 2018; McDonald & Mitchell, 2017; Mitchell, 2014). However, 
analyses of security that are rooted solely in human subjectivity often fail to account 
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for the contingency and unpredictability introduced by non-human ‘things’, particularly 
information technologies, and their capacity to challenge human control and intention
ality (Fouad, 2022). As put by Miller, ‘things that people make, make people’ (Miller, 
2005, p. 38). Although technological artefacts are created by humans, they can evolve 
beyond their creators’ intentions, shaping various aspects of human existence, including 
experiences and practices of security.

Cybersecurity too is marked by complex and ‘multidimensional’ uncertainties that 
challenge human control (Dunn Cavelty & Wenger, 2022). These pertain to, for example, 
the attribution of cyber attacks to exact sources (Schulzke, 2018); the relative capabilities 
or ‘cyber power’ of actors/adversaries (Valeriano et al., 2018); the scale of damage result
ing from cyber incidents (Brantly, 2021); and whether a specific state-sponsored cyber 
operation is offensive or ‘defensive’ (Buchanan, 2016). Many cybersecurity literatures 
analyse such uncertainties as ‘operational challenges’, caused by the complex nature of 
cybersecurity environments and their peculiar characteristics (Kaminska, 2021). These 
characteristics include, for instance, the wide variety of potential cyber attacks (Geers, 
2011); the low entry barriers for malicious actors (Weinstein, 2014); the challenges of 
public-private partnerships (Carr, 2016); and the absence of acceptable international 
norms for states’ behaviour in cyberspace (Moynihan, 2021). As a result, cybersecurity 
practices are now centred around the management of uncertainties in both the operation 
of information systems and in policymaking and governance (Lewallen, 2021). This is 
what Slayton refers to as ‘uncertain governance’, in which a regime of cyber insecurity 
is created and normalised (Slayton, 2021). Uncertain governance is also rooted in an 
understanding that uncertainty is pervasive and that accidents are inevitable in complex 
sociotechnical systems (Perrow, 1999).

Nevertheless, in cybersecurity literature, uncertainty and risk management are predo
minantly framed in terms of a human actor ‘not knowing’ certain aspects of the security 
environments they are dealing with. Put differently, managing or governing uncertainty 
in cybersecurity is often understood to be the result of information that is missing, 
incomplete, or ambiguous, which in turn impacts all aspects of decision making 
(Dekker & Alevizos, 2024). This perception aligns with broader security and risk litera
tures in IR, which conceptualise concepts of risk and uncertainty as neo-liberal con
structs (O’Malley, 2012). Several security studies contend that risk has changed the 
international security agenda (Rasmussen, 2004); shifted the focus of strategic studies 
to risk-based instead of threat-based security strategies (M. J. Williams, 2008); and 
moved security practices from the management of insecurity to the management of 
uncertainty (Kessler & Daase, 2008). Here, some critical security scholars draw on Fou
cault’s concept of governmentality to frame risk as a ‘social technology’, or part of a neo- 
liberal rationality. As such, they see risk as being constituted by various material and dis
cursive practices to render the uncertain future ‘knowable’ and ‘actionable’ (Aradau & 
Van Munster, 2007). Yet, as Best argues, viewing risk and uncertainty as ‘forms of ration
ality’ is problematic, since it overlooks the indeterminacies of social life, the limits of 
human understanding, and the bounds of human capacities to make the uncertain cal
culable and manageable (Best, 2008). This argument is equally applicable to cybersecur
ity. As Backman and Stevens put it, conceptualising risk as a form of rationality fails to 
capture the multiplicity and complexity of risk and the ways it is manifested in cyberse
curity practices (Backman & Stevens, 2024).
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Against this background, this article presents a novel approach that theorises uncer
tainties in cybersecurity by employing the multi-disciplinary literature on the philos
ophy of information, information theory, and cybernetics. The relevance of this 
approach is based on an assumption that cybersecurity is ontologically informational, 
or an infosphere that it is constituted, experienced, and managed through information 
(Fouad, 2025). Attending to information adds important insights to the theorisation of 
uncertainty in cybersecurity, not as an operational challenge of ‘not knowing’, but 
rather as an ontological property intrinsic to information systems. This information- 
theoretic approach to uncertainty allows for the study of the non-linearities of cyber
security that go beyond human actors’ control or rationality. Hence, uncertainty as 
such, as well as its temporalities and trajectories, is given more weight in the analysis 
than the ways it is tamed or governed by a human actor. This approach also demon
strates how ontological uncertainties co-produce a specific logic of defence in cyberse
curity that is not dependent on a pre-defined enemy or an attack, and an understanding 
of security as a moving target, in which progress is defined as ‘failing better’. This 
approach, the article argues, challenges existing constructivist theoretical explorations 
of cybersecurity that assumes a high level of human control in constructing ‘security’ 
and ‘threats’. It also problematises many cybersecurity practices that have been largely 
normalised and legitimised as forms of state defence, such as ‘defend forward’ and 
‘active cyber defence’.

To unpack these arguments, the article proceeds in three sections. The first section lays 
the foundations for studying the informational ontology of cybersecurity and for theoris
ing the field as an infosphere. It explains how the different categories of information are 
manifested in the logics and operations of computer systems, and in turn, in the policies 
and practices designed to secure them. The second section explains how an information- 
theoretic framework to the study of cybersecurity can offer important insights to the 
analysis of its complex uncertainties. It builds on the concept of entropy in information 
theory and cybernetics, defined as uncertainty, disorder, or noise, to analyse uncertainties 
in the operation of information systems as ontological phenomenon. The third section 
applies this theoretical analysis of ontological uncertainties to cybersecurity, exploring 
how they reshape conventional logics of security, defence, and risk in the infosphere. 
It further examines how an information-theoretic approach challenges the assumption 
of human control embedded in constructivist cybersecurity studies and in some cyber 
operations, using ‘defend forward’ as a case study. 

(1) Cybersecurity as an infosphere:

The ‘cyber’ terminology has long been a source of ambiguity in academic and policy dis
cussions on the security of computers and networks (Futter, 2018). Some scholars argue 
that the term ‘cyberspace’ has proven little relevance to socio-scientific analysis, even if 
widely used (Stevens, 2015). This terminology has been a subject of criticism too because 
of its inherent Western-centric roots (Nakayama, 2022). Given their ambiguity, terms 
like cyberspace and cybersecurity are rarely used in technical communities, in which 
‘information security’ or ‘infosec’ are used instead to discuss the security of digital infor
mation systems or simply: computers and networks. However, arguably, the relevance 
of ‘cybersecurity’ as a concept lies in its ability to encompass the political and 
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socio-technical nature of the field, and elements of human behaviour and ambitions, 
transcending the purely technical focus implied by ‘infosec’ (Stevens, 2023).

Beyond conceptual and semantic contentions, there remains limited theorisation 
of the ontological makeup of cybersecurity and its inherent informational nature. 
Arguing that cybersecurity is informational is not a call for replacing the ‘cyber’ 
terminology with informational language in academic or policy debates. Rather, 
attending to information aims at reaching a level of theoretical abstraction to analyse 
the foundation of cybersecurity and the ways in which it is essentially constituted, 
experienced, and managed through information. Understanding this informational 
nature is essential for any attempt to theorise the various empirical challenges in 
cybersecurity that go beyond the discursive usage of particular terms. But what is 
information? Although the term is widely used, there is no agreed upon definition 
or understanding of what information precisely is. The concept of information is con
sidered foundational in many sciences, including mathematics, physics, biology, and 
several other fields, albeit with little agreement on how to accurately define it. That is 
one reason why there is currently no such thing as a ‘theory of information’ with uni
versal applicability (Deacon, 2010).

It was in Norbert Wiener’s work on cybernetics that the first use of information as a 
scientific term first appeared (Wiener, 1948). Cybernetics was a scientific field that 
emerged in the 1940s amidst the transformations in practices and theories of warfare 
because of developments in computers and machines. Defined by Wiener as ‘the science 
of control and communication in the animal and the machine’, cybernetics examined 
human-machine interactions and the complex feedback loops of inputs and outputs 
that enable the operation of self-adaptive systems. The roots of information is also linked 
to Claude Shannon’s theory of communication in 1948 (Shannon, 1948). Shannon is con
sidered today as ‘the father of information theory’, with some studies going even further 
to contend he ‘invented the information age’ (Soni & Goodman, 2017). Even though 
Weiner and Shannon dealt with information as a measurable entity that should be maxi
mised in communication channels by reducing noise, and hence did not actually define 
or theorise it, many of the existing philosophical arguments about information draw on 
their work in some way or another (Burgin, 2010).

An important field that evolved to interrogate the nature of information is the newly-emer
ging field of philosophy of information (Adriaans & van Benthem, 2008; Floridi, 2010, 2014, 
2016). Building upon multi-disciplinary contributions from physicists, mathematicians, com
puter scientists, biologists, linguists, among others, the philosophy of information presents 
information ‘as a major category of thought within philosophy itself’ (Adriaans & van 
Benthem, 2008, p. 3). The development of such philosophical explorations is closely linked 
to the evolution of information and communication technologies (ICTs), and especially com
puting and internetworking technologies, which put information at the forefront of philos
ophy as a significant force in the functioning of our world. Given its multi-disciplinarity, 
the philosophy of information introduces diverse approaches to defining information. As 
noted by Floridi, information is ‘a polymorphic phenomenon and a polysemantic concept’ 
(Floridi, 2009, p. 3). It has been approached as ‘interpretation, power, narrative, message or 
medium, conversation, construction, a commodity, and so on’ (Floridi, 2016, pp. 2–3).

In relation to cybersecurity, information can be divided into three categories: syntactic 
information, in the form of bits, signs, and signals; semantic information, or the ideas 
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and meanings conveyed through those bits and signals; and pragmatic information, 
which is realised when the ideas conveyed are new to the recipient (Deacon, 2010; 
Fouad, 2022). The syntactic conceptualisation of information formed the core of Shan
non’s information theory. Shannon viewed information as an entirely mathematical con
cept and considered the meaning that signals carry to be irrelevant to communication as 
an engineering problem (Lombardi, 2016). Therefore, some theorists argue that Shan
non’s theory is better defined as the ‘mathematical theory of communication’ rather 
than ‘theory of information’. In contrast to Shannon, many scholars regard semantics, 
i.e., the meaning, relevance, and reliability of information, to be a significant character
istic that distinguish information from data; assuming that data becomes information 
when meaning is added (Ratzan, 2004).

These categories of information are essential to the conceptualisation and manage
ment of cybersecurity. Most cyber threats involve the use of computers and networks, 
in the form of alteration of codes or the use of malicious software (malware). For that 
reason, one study considered syntactic information to be the ‘centre of gravity in cyber
security’, that distinguishes cyber threats from conventional ones (Friis & Ringsmose, 
2016). Importantly, the significance and scale of damage caused by cyber attacks is 
often dependent on the semantics of information they compromise, be it for example, 
personal identity, intellectual propriety, business-related information, military secrets, 
etc. It is also common for some cyber operations to combine both layers, the semantic 
and syntactic, in case of disinformation campaigns in which compromised devices are 
used to spread false information. Finally, pragmatic information too forms the core of 
cyber offence and defence practices, since knowledge about vulnerabilities may enable 
fixing or exploiting them. As said by a vulnerabilities’ seller and noted by one study 
‘we don’t sell weapons, we sell information’ (Fidler, 2016, p. 280).

On a more foundational level, all the sciences and technologies that constitute what we 
know as ‘cyberspace’ have information at their centre. For example, computer science is 
often defined as ‘the body of knowledge of information-transforming processes’ or 
simply as ‘the study of information’ (Primiero, 2016). In fact, the idea that computation 
is a ‘science of information’ goes back to the 1960s, when computing was defined as ‘the 
systematic study of the ontologies and epistemology of information structures’ (Primiero, 
2016, p. 104). Computers are generally seen as information storing and processing 
machines. Such information could be represented in bits (zeros and ones), switch settings 
(on and off) or voltages (high and low) (Dunn, 2008). Technically, a computer requires 
binary digits of ones and zeros or on and off states of electrical magnetic input (e.g., 
pulses of light) to operate at the physical level, which is often conceptualised as structural 
information. There are also operational and instructional information that connects the 
physical structure to particular operations through programming languages and user- 
friendly interfaces that facilitate the relation between users and machines. That is to 
say, all elements of the operation of computing devices involve information, be it bits, 
codes, programming languages, algorithms, or even the intention of a computer engineer 
(Fresco & Wolf, 2016; Primiero, 2016).

In short, if cybersecurity is defined as the security of computers and networks, which 
are primarily information systems that evolved through information sciences, then it 
may well be argued that cybersecurity is fundamentally informational. On that basis, 
this article conceptualises cybersecurity as an infosphere; a concept drawn from Floridi’s 
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work (Floridi, 2009, 2010, 2013, 2014). Floridi described the infosphere as an informa
tional environment in which various information entities interact in online and offline 
spaces (Floridi, 2014). Floridi used the infosphere to describe the entire world in 
which ICTs not only improve human life or re-engineer it, but also ‘re-ontologise it’. 
Re-ontologisation here refers to the fundamental transformations that human existence 
and reality have encountered in what is often called the ‘information revolution’. In such 
world, our existence is not only connected to ICTs, but in many ways, fundamentally 
dependent on them in spheres where the dividing lines between online and off-line exist
ences have eroded. This dependence has created complex insecurities; as Floridi puts it, 
‘Only those who live by the digit may die by the digit’ (Floridi, 2014, p. 4). In the info
sphere, humans transform into informational organisms, or inforgs, in interacting with 
other non-human, informational machines. In these interactions, humans may not be 
fully in control of how technologies are interacting with one another, especially with 
the rapid evolution of the internet of things (IoTs). As a result, security and politics 
are no longer just about managing people’s lives, but also fundamentally about managing 
the ‘life cycle of information’ and the ways it is transmitted, processed, and used 
(Durante, 2017).

Arguing that cybersecurity is an infosphere is ultimately an acknowledgment of the 
informational essence of the cyber, its technologies, and its sciences beyond linguistic 
and semantic contestations. It is also an argument that cybersecurity threats, like Floridi’s 
infosphere, are driven by growing dependencies on ICTs and that cybersecurity is a field 
of contingencies that ultimately escape the span of absolute human control. Thinking 
about cybersecurity through an information-theoretic framework, using insights from 
information sciences that have direct links to the evolution of its technologies, is essential 
to understand the complexities and peculiarities of the field. Such an approach develops a 
necessary level of abstraction that speaks to the fundamental being of cybersecurity and 
the nature of uncertainties it encompasses, which this article argues are more ontological 
than operational, as will be shown next. 

(2) Informational uncertainties

Uncertainty and risk are two key concepts in neoliberal thinking and policy making in 
the modern age (Best, 2008; O’Malley, 2012), even if both concepts remain wider than 
neoliberalism. Many studies argue that risk has transformed security away from threats, 
urgency, and traditional defence towards an emphasis on precaution, preparedness, and 
resilience (Hammerstad & Boas, 2015; Kessler & Daase, 2008; Rasmussen, 2004; Wil
liams, 2008). Other studies adopt a more critical approach by analysing how risk frame
works grant decision makers exceptional powers that solidify state sovereignty (Aalberts & 
Werner, 2011; Stockdale, 2013) and how risk has been commercialised by private com
panies (Krahmann, 2011). Specifically, building on Foucault’s concept of governmental
ity, these contributions analyse risk as a ‘social technology’ as part of a neo-liberal 
rationality, put forward to govern the ‘ungovernable’ (Aradau et al., 2008). Regardless 
of whether risk has replaced security or transformed the international security agenda, 
the common understanding is that risk has become central to contemporary theorisation 
and conceptualisation of security and insecurity.

6 N. S. FOUAD



Uncertainty has a central position in thinking about risk and security transformations 
too. As Booth and Wheeler put it, in the twenty-first century, uncertainty is turning out 
to be ‘intense, multilevel and multidirectional’, and therefore affecting every aspect of our 
societies (Booth & Wheeler, 2023). Although there is no single definition for uncertainty, 
it is often conceptualised as a form of ‘not knowing’, especially in relation to future 
events, whereas risk is seen as the method to tame and govern such uncertainty. Specifi
cally, a distinction is made between uncertainty and risk, assuming that uncertainty can
not be predicted or estimated, whereas risk is identifiable and quantifiable (Best, 2008). 
Uncertainty is also regarded as a line of distinction between security and risk: risk is con
cerned with manging uncertainty, and security is concerned with managing insecurity 
(Kessler & Daase, 2008).

In cybersecurity research, analysis of uncertainty can be found in literatures that use 
risk-based approaches in studying empirical cases of cybersecurity practices (Backman, 
2023). They analyse, for example, the uncertainties that hinder countries’ application 
of punishment as a response to cyber attacks (Kaminska, 2021); the challenges of deter
mining the actors with responsibility to take decisions in cybersecurity policymaking 
(Lewallen, 2021); the uncertainties regarding the pace and scope of ‘socio-technological 
transformations’ (Dunn Cavelty & Wenger, 2022); and the conflicting advice given to 
private sector entities on potential cyber threats and the necessary security measures 
to address them (Renaud & Weir, 2016). But is there more to uncertainties in cyberse
curity than being an operational challenge or a form of non-knowledge? In the following, 
this article explains how an information-theoretic framework to the study of cybersecur
ity can offer important insights to the analysis of its complex uncertainties.

The development of information theory and the evolution of the philosophical ideas 
around information has always been linked to the concept of uncertainty, which is some
times referred to as entropy. Entropy appeared as key concept in physical sciences in the 
nineteenth century, particularly in thermodynamics, before later moving to Shannon’s 
mathematical theory of communication (Shannon, 1948), and to Wiener’s cybernetics 
(Wiener, 1948). Shannon defined entropy as uncertainty and assumed that information 
in any system is a measure of its entropy. According to Shannon, when entropy (uncer
tainty) increases in a system, the amount of information it contains also increases. But 
how can the level of information be directly proportional to uncertainty? Understanding 
this ostensibly counterintuitive argument requires and understanding of how Shannon 
conceptualised information according to probability theory.

In probability theory, the existence of information is linked to the surprise factor. If a 
certain event is certain or highly probable (e.g., the sun rising every day), knowing about 
its occurrence would not be surprising to anyone, and therefore, does not provide any 
information. In contrast, if an event is highly unlikely, knowing about its occurrence rep
resents a significant amount of information (Lombardi, 2016). For example, in English, 
the letter ‘q’ is always followed by ‘u’. Sending ‘u’ after ‘q’ would not add any information 
and would be wasteful coding (Davies, 2019). That is, the higher the probability and the 
less uncertainty, the less information, and vice-versa. This goes in line with Wiener’s 
cybernetics and his discussion of entropy as a measure of a system’s disorganisation 
and of information as a measure of a system’s organisation. As Wiener puts it, ‘ … the 
more probable the message, the less information it gives. Cliches, for example, are less 
illuminating than great poems’ (Wiener, 1988, p. 21).
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Shannon assumed that uncertainty is intrinsic to communication systems. When a 
particular source sends a message, they are activating one possibility among many. If 
the receiver already knows what message the source would send, there would not be a 
need for communication. Sending one message, in such a case, reduces the intrinsic 
uncertainty of all the other messages that could have been sent but were not (Gregoire 
& Catherine, 2012). Information here is assumed to be ‘the progressive unfolding of 
this relation between uncertainty and certainty’ (Malaspina, 2018, p. 41). In an event 
of a message, information works dynamically within various (un)predictability levels.

In more practical terms, distortions in communication and information systems have 
been considered inevitable by various information theorists, due to the multiple layers of 
information processing and interpretation they involve. Computer systems too involve a 
large number of complex operations; and when subjected to any error, some loss of infor
mation inevitably takes place (Keyes, 1977). Such distortions may be the result of incon
sistencies, noise, overload, imprecisions, etc. Hence, any representation of information at 
the receiving end of communications is better conceptualised as ‘controlled distortions of 
the original information’ (Ratzan, 2004). Importantly, information systems interact with 
thermodynamic subsystems in their operations, which propagates further uncertainty. For 
example, information transmits in communication devices in the form of energy, such as 
pulses of light or waves. In this process, any disturbances in the communication channel 
would result in inevitable energy distortions. So, even when information is successfully 
transmitted, it could never be identical to its original form. As argued by one study, 
‘The essence of the bit is the uncertainty inherent in it’ (Kafri & Kafri, 2013, p. 135).

However, entropy as uncertainty or noise is not an accident or a negative function of 
communication. The theory Shannon introduced was built on the premise that infor
mation exists simultaneously with uncertainty and noise, and that the challenge of com
munication is reducing such noise rather than eliminating it. That is why Shannon 
introduced methods of ‘noise tolerance’, such as redundancy and error-correction 
(Fresco & Wolf, 2016). Even coding theories operate on the assumption of the existence 
of noise and accordingly, they encode information in such a way it could be retrievable 
despite such noise (Piccinini & Scarantino, 2016). In the same vein, the mathematician 
Warren Weaver argued that there are two different types of uncertainties: ‘spurious 
uncertainty’, representing undesirable noise in information communications, and ‘desir
able uncertainty’, which results from the sender’s freedom of choice in deciding which 
messages to send (Weaver, 1949). This means that even if noise and uncertainty are chal
lenges in communication, as argued by Malaspina, ‘ … the creation of information can 
only occur on the basis of noise’ (Malaspina, 2018, p. 75).

Hence, ontological uncertainties are essential to the operation of information and 
communication systems, and they are not just accepted, but also embraced. This is 
what Frederick P. Brooks, referred to when he discussed software engineering and the 
operation of computers being non-linear and complex. Brooks argued that such com
plexity is not accidental, but rather essential to the existence and operation of software. 
Although accidental complexities and uncertainties can be governed or managed, ‘essen
tial complexities’ mostly cannot (Brooks, 1987). Given such ontological uncertainties, the 
outcomes of information systems are often ‘emergent’ rather than ‘resultant’ (Gregoire & 
Catherine, 2012), and the behaviour of information-processing systems is better 
described probabilistically (Keyes, 1977). Emergence and non-linearity are characteristics 
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of self-organising and complex adaptive systems, in which outputs cannot be simply pre
dicted based on inputs or studying individual parts of the system (Bousquet & Curtis, 
2011).

Information systems are connected to this idea of self-organisation, according to 
which the system chooses one among various possibilities of reaction, without relying 
on outside structural instructions. Here, emergence and non-linearity do not merely 
reflect particular practical challenges of not knowing, rather, they represent an ontologi
cal phenomenon (Fouad, 2022). Further, entropy as uncertainty, noise, or disorder 
increases complexity. The physicist Boltzmann argued that entropy is proportional to 
the number of microstates in a system (Kafri & Kafri, 2013). Complex systems are gen
erally non-linear, resulting in randomness and emergence. Likewise, cybersecurity is as 
complex and non-linear. The inherent multiplicity of information and the large number 
of sub systems that are connected to one another engenders non-linearity and an entro
pic security environment.

The overarching conclusion here is that in information systems, entropy  – defined as 
uncertainty, disorder, or noise  – is a default state. A system without uncertainty is pri
marily a system without information. Additionally, noise is intrinsic to complex systems 
and to computer science. Communication channels are inevitably noisy, and the chal
lenge is reducing or minimising such noise for information transmission to succeed. 
Even the process of reducing such uncertainty is marked by multiple indeterminacies 
per se (Cannizzaro, 2016). That is to say, information is ontologically linked to uncer
tainty and cannot exist without it. As one study put it, information is ‘carved out’ 
from an ‘entropic space’ (Wicken, 1987). Cybersecurity too is carved out from an entro
pic space, as will be shown next. 

(3) From security to failing betterIf you really want to secure your computer, it is best 
to turn it off, disconnect it from the Internet, and if you really want to be secure, do 
not allow any person to get near it, open up the cover, pull out the hard drive, and hit 
it with a hammer until it no longer can be read. Philip Reitinger, Department of 
Homeland Security, the USA. (Protecting Cyberspace as a National Asset, 2010, p. 8)

There are multiple areas where ontological uncertainties are pervasive in cybersecurity. A 
prominent example is vulnerability analysis, through which bugs or errors in coding are 
investigated to determine which could be exploited by malicious actors. Most cyber inci
dents take place through the exploitation of certain vulnerabilities in software code. It is 
widely accepted in technical communities that bugs, that cause system failures, connec
tivity issues, irregular operations, or those that are security vulnerabilities, are unavoid
able (Winkler & Gomes, 2016). Hence, Nissenbaum argued that the uncertainties created 
by bugs are ‘endemic to programming’ as the ‘natural hazards’ of information systems 
(Nissenbaum, 1997). What is more, it is often difficult to know how a piece of software 
will interact with different systems until it is released and installed (Ormes & Herr, 2016). 
Even when a patch (fix) is released to address a vulnerability, there is no guarantee that it 
will work unless it is applied, and sometimes, it may even cause additional vulnerabilities 
(Libicki et al., 2015). For example, the recent IT outage in July 2024 that affected millions 
of Windows systems around the world and disrupted airlines, airports, banks, hospitals, 
and several other industries, is thought to have been caused by bugs in a software update 
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released by the security company CrowdStrike, that were only discovered when released 
to customers (Kerner, 2024).

Further, the dynamic nature of information and the constant changes in its operation 
make it challenging to maintain a static view of complex information systems. 
Anomalies, inherent to such systems (Lazarevic et al., 2005), can lead to cyber attacks 
being mistaken for overload signals or errors, and vice versa. This is becoming even 
more problematic with the rise of the Living Off the Land (LOTL) or fileless malware, 
which uses existing tools on the targeted system, instead of installing any codes or files 
(Lenaerts-Bergmans, 2023). Accordingly, uncertainties in cybersecurity as an infosphere 
are not solely limited to unknowns, but primarily also, a variety of unknowables.

Ontological uncertainties in information systems engender multiple policy challenges 
and enable and/or limit various cybersecurity practices and strategies. Firstly, all cyber
security practices involve a high level of uncertainty, not only in relation to future cyber 
threats, but also to threats in the past and present (Scala et al., 2019). This challenges the 
conventional distinction between uncertainty and risk in many literatures, which posits 
that uncertainties are incalculable and unmeasurable, while risk provides the framework 
to calculate and measure them. In cybersecurity, however, risk management is still tied to 
numerous unknowns and unknowables. For example, although some risk literatures 
assume that precautionary measures implies the possibility of prevention in risk manage
ment (Aradau, 2016), the situation is different in relation to cyber intrusions. Because 
cyber threats are continuous, and intrusions happen in big numbers, prevention is 
only possible for a small number of incidents. Hence, prevention is practised differently 
in cybersecurity from other security fields in which a more absolute preventative security 
logic is more prominent, such as counter-terrorism. Prevention in cybersecurity is not 
necessarily about preventing one big disaster or incident, but rather about stopping as 
many incidents as possible, preventing them from spreading, and minimising their cas
cading damages.

This results in different temporalities of security that is not accurately defined as the 
state of being secure. Rather, security becomes a process of applying effective measures to 
deal with the continuous risk of cyber threats, not an end goal to eliminate threats 
altogether. Consequently, cybersecurity is sometimes referred to using normative adjec
tives, such as ‘good security’ or ‘bad security’, which semantically contradicts the positive 
notion of ‘security’. Here, cybersecurity does not subscribe to a binary logic that dis
tinguishes between two states: secure and insecure. Therefore, even if cyber insecurity 
is perceived to be increasing, ontological uncertainties and the inevitability of insecurity 
make any small progress in any area look good in security evaluation. As argued by 
Chandler, failure is intrinsic to complex and non-linear systems, just like information 
systems (Chandler, 2014). Progress in cybersecurity is therefore often measured by the 
ability to ‘fail better’, or the relative future improvement to the conditions of the present 
and the past. This reflects the nature of information processes that cybersecurity aim to 
protect which, as argued by Malaspina, represents a ‘controlled way of falling’, ‘recuper
ated disorganizations’, or ‘repeated cycles of acquisition and loss of equilibrium’ (Mala
spina, 2018, p. 73).

Acknowledging the informational essence of cybersecurity and the ontological nature 
of its uncertainties, as introduced by this article, produces two key insights: theoretical 
and empirical. First, theoretically, this informational approach challenges existing 
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constructivist theoretical explorations of cybersecurity that assumes a high level of 
(human) actor control in constructing ‘security’ and ‘threats’. A prominent paradigm  – 
or meta-theory  – in IR and critical security studies that has significantly shaped the study 
of security, including cybersecurity, is social constructivism. Social constructivism, which 
examines how social ‘realities’ and representations  – such as states and identities  – are 
produced, has been widely applied to conceptualising security as an ‘intersubjective’ pro
cess of construction (Vuori, 2010). For example, to date, one of the principal ways cyber
security has been theorised in IR literature is through the Copenhagen School’s 
securitisation theory (Buzan et al., 1998). As one of the most elaborate forms of social 
constructivism, the securitisation theory studies security as a speech act or a discourse 
in which a ‘securitizing actor’ presents a threat as existential to a particular referent object 
(i.e., object of protection) and thus requiring emergency measures to ensure the object’s 
survival. The theory has been applied to studying the socio-political construction of 
cybersecurity in diverse contexts, including the USA (Dunn Cavelty, 2008; Hansen & 
Nissenbaum, 2009; S. T. Lawson, 2019); the European Union (EU) (Christou, 2020); Sin
gapore (Aljunied, 2019); Japan (Kallender & Hughes, 2017); and Egypt (Hassib & 
Alnemr, 2021). Related to this is literature that adopt constructivist approaches and dis
cursive methodologies to explore how cybersecurity threat representations are peculiar 
when compared to other security sectors (Betz & Stevens, 2013; S. Lawson, 2013; Jarvis 
et al., 2016).

Accounting for ontological uncertainties in information systems, which go beyond 
epistemic (non-)knowledge of human actors, challenges the anthropocentric assump
tions of constructivism – specifically, its linkage of agency to human subjects and its pre
sumption of high-level human control over security construction. If security 
construction takes place discursively, and if discourse is tied to human actors, then the 
ability to influence security ultimately resides in humans (Fouad, 2022). Prioritising 
human actors in security analysis overlooks how ontological uncertainties constrain 
human control and intentionality in cybersecurity environments. Accepting these uncer
tainties as ontological rather than merely epistemic, therefore, problematises the very 
capacity of human actors to construct security and the constructivist assumption that 
security is what actors make of it. Such limitations to human agency aligns with some 
physicists’ arguments that information is the fundamental entity of existence, with matter 
and energy being mere reflections of the information they embody (Harshman, 2016). 
This argument is summarised by Tom Stonier in saying: ‘Information exists. It does 
not need to be perceived to exist. It does not need to be understood to exist. It requires 
no intelligence to interpret it. It does not have to have meaning to exist. It exists’ (Stonier, 
2012, p. 21).

Secondly, from an empirical standpoint, this information-theoretic approach proble
matises many cybersecurity practices that have been largely normalised and legitimised 
as forms of state ‘defence’, such as ‘defend forward’ or ‘active cyber defence’, in which 
non-disruptive practices aiming at intelligence gathering or ‘hacking back’ are conducted 
by governments, including the USA (US Department of Defense, 2023) and the UK (UK 
Government, 2022). Although these strategies are interpreted differently by different 
countries, they have generally been normalised in many policy and academic discussions 
as a form of ‘defence’, suggesting that the line between ‘offence’ and ‘defence’ has been 
blurred in cyberspace (Buchanan, 2016; Huntley, 2016). In critiquing such operations, 
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many literatures resort to strategic considerations, such as loss of allied trust and disrup
tion of allied intelligence operation (Smeets, 2020), or their negative implications on 
international cyber norms (Georgieva, 2020; Kello, 2021). An information-centric 
approach to cybersecurity problematises such practices from an ontological rather 
than a strategic or a legal standpoint.

Fundamentally, active cyber defence operations are not necessarily directed towards a 
particular enemy or an attack, they are rather primarily centred around perceived risks/ 
threats and hypothetical scenarios of future attacks (Sexton, 2016). Further, such oper
ations are primarily informational in nature, i.e., they require constant presence in adver
saries’  – or even allies’  – networks to gather information that would enable the 
interception of attacks and provide warnings to improve defence systems (Healey, 
2019). Multiple uncertainties can shape the threat perceptions upon which such operations 
are designed, one of which is the challenge of attribution – where identifying the source of 
an attack, the identity of the attacker, or their motivations becomes uncertain (Egloff & 
Smeets, 2021). Adding to this is the difficulty of gauging the full scale of damages from 
past cyber attacks, which further complicates forecasting the impact of potential future 
cyber incidents. Importantly, in many cyber operations, malware can spiral out of control, 
spreading to unintended systems and causing unintended consequences (Fouad, 2022). 
These include the possibility that the targeted system may prove resilient to exploitation 
attempts, or that vulnerabilities may be patched before they can be exploited (Valeriano 
et al., 2018). NotPetya and WannaCry ransomware attacks are two famous examples of 
autonomous cyber attacks or malware that self-propagated in ways that were unpredictable 
by their initiators (Buchanan, 2020). These are ontological uncertainties that are pervasive 
across the past, the present, and the future of information systems and cybersecurity.

Approaching cybersecurity as a disordered field analogous to entropy in the field of 
thermodynamics, in which ontological uncertainties go beyond human control, inten
tionality and rationality, and conceptualising defend forward, active cyber defence, or 
‘persistent engagement as informational operations can have important policy impli
cations’. Primarily, this theorisation could shift the focus of cyber defence towards prior
itising the production of secure-by-design codes over instrumentalising such codes in 
hacking operations for information gathering. This is not an argument against the rel
evance of gathering information that can reduce operational uncertainty, which may 
vary depending on the context. Rather, it is a call to question the underlying logics behind 
such practices, and the extent to which they can contribute to the security of information 
systems that are ontologically entropic.

Conclusion

This article introduced an information-theoretic analysis of cybersecurity and its com
plex uncertainties. Conceptualising cybersecurity as an infosphere is a theoretical 
move towards ontology and an analysis of information as the essence of the ‘cyber’. 
Acknowledging the informational ontology of cybersecurity allows for utilising the 
rich and multi-disciplinary body of literature on the philosophy of information and 
information theory in studying the complexities of this field. The article focused specifi
cally on ontological uncertainties as one such way to demonstrate the relevance of ‘infor
mation’ in understanding the materialities of cybersecurity.
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Ontological uncertainties in cybersecurity cannot be reduced to operational or empiri
cal challenges of ‘not knowing’. They exist and persist in the operation of information 
systems and in cybersecurity defence strategies, regardless of human actors’ perceptions 
and even when knowledge about cyber threats is available. Because of their ontological 
nature, such uncertainties are also not necessarily future-oriented; they span the past, 
the present, and the future. Operating in such an uncertain, noisy, or disordered 
space, i.e., entropic space, cybersecurity becomes a disordered field. Such disordered 
nature challenges some anthropocentric assumptions about the role of humans in con
structing security and problematises practices framed as ‘defensive’ in which cyber oper
ations are launched with the purpose of intelligence gathering. Failing better in the 
infosphere may, therefore, require an acknowledgment of its non-linearities and the 
limits of human control or rationality.
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