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ABSTRACT We propose a new model for the non-stationary brain state allocation problem from
electroencephalography (EEG) data, based on spectral features and their interaction. Spontaneous EEG data
are modeled as continuous Gaussian Processes (GPs) emissions governed by discrete states, represented by a
hidden semi-Markov model, that switch in time (HsMM-SGP). The GPs are defined by multivariate spectral
kernels, covariance functions parameterized in the frequency domain. The multivariate spectral kernels
describe oscillatory modes at specific frequencies and their interactions across channels, encapsulating
periodicity, amplitude, and spread.Multivariate spectral kernels enable theGPs to represent temporal patterns
with fine-grained frequency-specific structures and interactions, a unique spectral ‘‘fingerprint’’ per state,
making it particularly suited for capturing non-stationary oscillatory behaviour in the neural time series. The
model parameters were estimated using the Expectation-Maximization approach. The inference scheme was
validated on data generated from the HsMM-SGP generative model to evaluate the accuracy in recovering
the ground truth parameters. Next, we generated time-series from ametastable connectome-connected whole
brain network to demonstrate the HsMM-SGP’s capability to infer meaningful oscillatory modes that reflect
the changes in the underlying dynamics due to varying structural connectivity parameters. Finally, a practical
application of the HsMM-SGP is illustrated using EEG data from a healthy control and an AD patient.
We show that the inferred brain states exhibit distinct spectral properties across both conditions, with the AD
states marked slower frequencies.We conclude that the proposed HsMM-SGP offers a method for estimating
physiologically meaningful dynamical brain states.

INDEX TERMS Brain dynamics, Gaussian processes, hidden semi-Markovmodel, oscillatory brain, spectral
mixture kernels.

The associate editor coordinating the review of this manuscript and

approving it for publication was Angel F. García-Fernández .

I. INTRODUCTION
There is growing interest in studying the brain as a dynamical
system, focusing on the trajectories by which functional brain
networks evolve and transition over time, as well as their
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dwell times [1], [2]. These dynamics may hold important
clues about the reorganization of functional networks [3],
[4]. The assumption is that early stages of neurodegeneration
could be detected and differentiated from normal aging, even
before the presentation of symptoms, through alterations
in the dynamical repertoires explored by brain networks,
whether at rest or during task performance [5], [6]. Such
alterations might manifest as changes in the probability of
the brain switching between network configurations, the
duration spent in particular configurations, or the sequence
or path of these configurations [7], [8]. Brain state allocation
refers to the process of identifying recurrent dynamical
regimes or modes of operation that generate or explain
the quasi-stable patterns of brain activity observed at the
levels of topography, sources, or networks [9], [10], [11].
We are interested in identifying physiologically meaningful
brain states from electroencephalography (EEG) time-series
recorded at the scalp. EEG offers the temporal resolution
necessary to identify brain states on fast timescales, capturing
resting-state network activations within ∼ 50–200 ms [12],
[13]. This capability is essential for studying the transient
dynamics of neural processes and the temporal reorganization
of brain activity.

Methods for brain state allocation include dynamic
functional connectivity analysis leverages sliding-window
approaches to capture temporal fluctuations in network
configurations; HiddenMarkovModels (HMMs) and Hidden
Semi-Markov Models (HsMM) which provide a proba-
bilistic framework for detecting latent states, their tran-
sitions and their durations; and k-means or hierarchi-
cal clustering to group similar connectivity patterns into
discrete states [14], [15], [16], [17], [18]. With few
exceptions, such as [19], [20], and [21], these methods
infer brain states based on the band-limited power enve-
lope of the observed time-series. More recently, machine
learning approaches, such as deep learning models, have
been employed to detect and interpret quasi-stable brain
activity patterns across topographical, source, and network
levels [13], [22].

On the other hand, oscillatory processes are fundamental
to neural coordination and underlie cognitive functions such
as attention, memory, and decision-making [3], [4]. These
rhythmic activities reflect synchronized electrical patterns
that enable different brain regions to interact efficiently [23],
[24], [25]. Their interactions are thought to be causal in
shaping the brain’s functional organization, with oscillatory
coupling driving transitions between distinct neural states.
For example, theta-gamma coupling facilitates information
transfer between local and global networks, influencing
cognition and behavior [26], [27], [28]. Disruptions in these
dynamics can impair neural communication, contributing
to cognitive deficits seen in disorders like Alzheimer’s
disease and schizophrenia [29], [30]. Analyzing dynamic
spectral patterns shows that oscillatory activity shapes
neural time series, influencing both network configurations

and behavior. Developing brain state allocation methods
based on broadband oscillatory activity and its interactions
would offer a more physiologically accurate framework,
revealing the mechanisms of neural coordination and the
dynamics of network transitions. This approach could
provide insights into the brain’s temporal organization and
disruptions in disease, with potential applications in both
basic neuroscience and clinical settings. Methods to identify
dynamical spectral patterns in brain activity have been
proposed. One approach extracts modes by analyzing the
cross-correlation of signals within backward time windows,
but typically applies band-pass filtering, limiting the analysis
to specific frequency ranges [31]. Dynamic Mode Decom-
position similarly identifies modes corresponding to distinct
frequencies within signals [32], [33], but these modes are
typically unimodal in frequency, limiting their ability to
capture interactions between networks operating at different
frequencies [34].
We propose that Gaussian Processes (GPs) provide a

flexible framework for identifying dynamic spectral patterns
in brain activity, capturing complex temporal relationships
without relying on predefined frequency bands [35]. Using
spectral kernels, GPs model covariance functions in the
frequency domain, enabling the inference of latent oscillatory
properties of the data across different frequency bands.
Multivariate spectral kernels extend this approach to capture
statistical interdependencies across observations from multi-
ple channels [36], [37]. These interdependecies are modeled
through cross-covariance functions with meaningful spectral
parameters [38], [39].

In this paper, we propose a new model for the
non-stationary brain state allocation problem based on spec-
tral features and their interactions across multiple channels.
While broadly applicable to any electrophysiological data
modality, we focus here on EEG due to its non-invasive
nature, high temporal resolution, ability to capture fast
neural dynamics, and broad brain coverage. The proposed
framework models EEG data as emissions from GPs with
multivariate spectral kernels, each corresponding to a discrete
brain state, with state transitions governed by a HsMM.
Consequently, each state is associated with a unique set of
spectral parameters that characterize fine-grained properties
of oscillatory modes (e.g., fundamental frequency, amplitude,
and phase shift) underlying the interactions among multiple
channels.

The contribution of this paper is the development
of a physiologically interpretable framework for repre-
senting underlying oscillatory dynamics by identifying
brain states with unique spectral fingerprints derived
from broadband activity. Our proposal offers a compre-
hensive characterization of oscillatory dynamics, which
could enhance our understanding of neural coordina-
tion and transitions between brain states, with potential
applications in both normal brain function and disease
detection.
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FIGURE 1. Graphical model of the HsMM with spectral Gaussian Process emissions. The proposed model assumes that a sequence of discrete latent
states governs the observed data across C channels. Each state is associated with a Gaussian Process emission model with multivariate spectral kernels,
defining the statistical properties of the observations. The segment lengths are governed by a duration distribution specific to each state, and the time
series is divided into N segments, each corresponding to a latent state.

II. MATERIALS AND METHODS
A. HIDDEN SEMI-MARKOV MODEL WITH SPECTRAL
GAUSSIAN PROCESSES EMISSIONS
The proposed method is based on recent advances in GPs
with spectral kernels and HsMM theory. We assume that
observations from C channels are generated by a sequence
of discrete latent states. Each state is represented by a GP
using a multivariate spectral kernel, while both the states and
their durations (i.e., the time segment during which a state
remains active) are treated as latent variables. We capitalize
on the flexibility of HsMM models by modeling the duration
of states using probability distributions.
The multivariate time series Y ∈ RC , corresponding
to C channels, is divided into N segments, where each
segment {yn}

N
n=1 is governed by a latent state {Sn}Nn=1. Each

segment consists of observations {yt }
dn
t=1, indexed by a set of

time inputs {ti}
dn
i=1, where dn represents the duration during

which state Sn remains active. The latent function {ft }
dn
t=1,

responsible for generating the observations, is modeled using
GPs with multivariate spectral kernels. Fig. 1 depicts the
described generative model.

As shown in Fig. 1, quasi-stationary time segments in the
observed data are represented according to the properties of
the associated GP. In the next subsections, a brief description
of the GPs theory is provided. For more details on the HsMM
and the GPs used here the reader is referred to [35], [37], [40],
and [41], respectively.

B. GAUSSIAN PROCESSES
GPs are a non-parametric probabilistic modeling approach
used in machine learning for regression, classification, and

uncertainty estimation tasks [35]. It provides a powerful
framework for discovering hidden patterns and underlying
correlations in data. This work focuses on the analysis of time
series; hence, we employ GPs defined over time. Formally,
a GP is defined as follows:
Definition 1 (Gaussian Process): A Gaussian Process is a

real-valued stochastic process f (t) over an input set t such
that for any finite subset of inputs {ti}Ti=1 ⊂ t, the set of
random variables {f (ti)}Ti=1 follows a multivariate Gaussian
distribution.

From a function-space perspective, GPs define distribu-
tions over functions fully specified by amean functionm(t) =
E[f (t)], commonly assumed m(t) = 0, and a covariance
function or kernel k(t, t ′) = cov(f (t), f (t ′)). In realistic
modeling scenarios, the true function values are not directly
accessible. Instead, only noisy observations are available,
expressed as y = f (t)+ ϵ, where ϵ is commonly assumed to
be additive, independent, and identically distributed Gaussian
noise.

Typically, modeling tasks using GPs involve the specifi-
cation of a hierarchical model. At the first level, there is a
set of possible kernel structures Si. At the second level are
hyperparameters 2 which control the shape of the structure
at the first level. For example, the squared-exponential kernel
has the following structure:

k(t, t ′;2) = σ 2
f exp

(
−

1
2l2

(t − t ′)2
)

(1)

where 2 =

{
σ 2
f , l

}
. Here σ 2

f and l represent the signal
variance and the length scale, respectively. Briefly, the signal
variance is interpreted as the process energy, while the
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length scale can be interpreted as the process memory—
the number of time units required to move away from
t ′ to have completely uncorrelated samples. Training GPs
involves estimating the hyperparameters from observed data,
providing interpretable parameters that reflect the properties
of the data.

Next, a formulation is presented that aims to replace the
a priori selection of the Si structure by designing a flexible
kernel based on the data.

1) SPECTRAL MIXTURE KERNEL
A stationary kernel is a function of τ = t − t ′. Thus,
it is invariant under translations in the input space [35].
In the context of time series analysis, τ represents a temporal
lag. Any stationary kernel can be represented according to
Bochner’s theorem [42], which establishes the following:
Theorem 1 (Bochner’s theorem): A complex-valued func-

tion k on RP is the covariance function of a weakly stationary
mean square continuous complex-valued random process on
RP if and only if it can be represented as:

k(τ ) =
∫

RP
ejωτS(ω)dω (2)

where S(ω) is known as the spectral density corresponding to
k .
Bochner’s theorem provides the following explicit relation-
ship between the spectral density S(ω) and the covariance
function k(τ ):

k(τ ;2) =
∫
S(ω)ejωτdω (3)

S(ω) =
∫
k(τ )e−jωτdτ (4)

From (3) and (4), it can be observed that the spectral
density determines the stationary kernel properties. The most
popular kernels inmachine learning fields include the squared
exponential, rational quadratic, Mátern class, and mixtures
of them [35], [43]. However, these kernels represent only a
small subset of stationary kernels, as their spectral density
corresponds to a Gaussian centered at the origin. To overcome
this limitation, Wilson et al. [41] proposed modeling the
spectral density S(ω) as a weighted mixture ofM -Gaussians,
centered at µ(m), with variances ν(m) and weights w(m) as
follows:

S(ω) =
M∑
m=1

w(m) 1
√
2πν(m)

exp
(
−

1
2ν(m)

(ω − µ(m))2
)

(5)

The kernel associated with the spectral density in (5) is
referred to as the spectral mixture kernel:

k(τ ;2) =
M∑
m=1

w(m) exp
(
−
1
2
ν(m)τ 2

)
cos(µ(m)τ ) (6)

The spectral mixture kernel is able to approximate any
stationary kernel with arbitrary precision, using a spectral
representation with a sufficient number of mixture compo-
nents. Thus, it provides a flexible framework for capturing the

appropriate statistical structure that characterizes univariate
time series. However, the analysis of brain activity inherently
involves multivariate time series. At the source level, there
is interaction among neuronal populations distributed in
different brain regions. At the sensor level, the electrical
activity generated by these sources is extracranially detected
using a sensor array. Therefore, for brain activity modeling,
schemes that capitalize on the statistical interdependencies in
the multivariable time series are desirable.

2) SPECTRAL MIXTURE KERNELS FOR MULTI-OUTPUT
GAUSSIAN PROCESSES
Multi-output GPs are a multivariate extension that assembles
C-different GPs, allowing the modeling of the statistical
interdependence between time series [44]. Multi-output GPs
lead to a vector-valued process:

f (t) ∼ GP(m(t),K(t, t ′)) (7)

where m(t) ∈ RC is a vector with elements that are the mean
functions {mc(t)}Cc=1 of each output. The covariance function
K(t, t ′) represents the correlation between the outputs fc(t)
and fc′ (t ′) and is defined as:

K(t, t ′)c,c′ = kc,c′ (t, t
′) = cov(fc(t), fc′ (t

′)).

Given a set of input pointsX of length T , the prior distribution
over f (X) is given by:

f (X) ∼ GP(m(X),K(X,X)) (8)

where m(X) is a TC vector resulting from concatenating the
mean vectors of each output, andK(X,X) is a TC×TC block-
partitioned matrix with the following form:

K(X,X) =


K(X1,X1) · · · K(X1,XC )
K(X2,X1) · · · K(X2,XC ))

...
. . .

...

K(XC ,X1) · · · K(XC ,XC )

 (9)

where each blockK(Xc,Xc′ ) is a T×T matrix comprising the
covariances between channels c and c′. We note here that the
dimensionality ofK will have consequences on the scalability
to time series with high density channels (Section II-D2).

Multivariate kernels jointly model the covariance functions
within each region (diagonal elements in K) and the
cross-covariance functions between regions (off-diagonal
elements in K) in multi-output GPs. Multivariate spec-
tral kernels extend the concept of the spectral mixture
kernel to model covariance functions using spectral den-
sities and cross-covariance functions using cross-spectral
densities [36]. We capitalize on the multivariate spectral
kernels’ potentials to capture the oscillatory modes and
their properties across multiple channels, simultaneously.
In this work, we focus on the Cross-Spectral Mixture (CSM)
kernel to model the cross-covariance functions between
channels [37]. The CSM kernel has a biophysically consistent
formulation, assuming that the channels share a set of
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oscillatory modes. It defines the cross-covariance function
between two channels c, c′ ∈ {1, . . . ,C} as follows:

kc,c′ (τ ;2) =
M∑
m=1

√
w(m)
c w(m)

c′ exp
(
−
1
2
ν(m)τ 2

)
× cos

(
µ(m)(τ + φ

(m)
c′ − φ(m)

c )
)

(10)

where 2 = {w(m)
i , µ(m), ν(m), φ

(m)
i } represents the kernel

hyperparameters. From (10) can be observed that the CSM
kernel comprises the linear combination of M -oscillatory
modes, and its hyperparameters provide a plausible descrip-
tion of each one: µ(m), ν(m), w(m)

i and φ
(m)
i represent for the

m-mode the fundamental oscillatory frequency, the inverse
length-scale of each m-mode, covariance’s magnitude and
phase of the i-channel, respectively. In this work, we use
multi-output GPs with CSM kernels as the emission model
within the HsMM framework. We hypothesize that this
emission model will provide meaningful insights into the
spectral properties of spontaneous brain activity, distinguish-
ing between healthy and pathological conditions.

C. EMISSION MODEL BASED ON SPECTRAL GAUSSIAN
PROCESSES
Here, the emission model is formally defined. Segment
observations yn ∈ RC , corresponding to C channels, are
modeled as emissions from a HsMM with Z latent states.
Each state Si, where i ∈ {1, . . . ,Z }, is associated with
a specific set of spectral kernel hyperparameters, 2i. The
latent state assignment Sn = i indicates that the i-th state
controls the emissions at the n-th time segment through the
corresponding set of GPs parameters:

yin ∼ N
(
f i(t), 3

)
, f i(t) ∼ GP

(
0,K(t, t ′;2i)

)
(11)

where K(t, t ′;2i)c,c′ = kc,c′ (t, t ′;2i) represents the correla-
tion between the observations from channels c and c′ at time
points t and t ′, respectively; and 3 is the noise covariance
matrix. The noise term is assumed to be independent of
the GP and represents the observation noise across all time
segments. Consequently, quasi-stationary segments in EEG
data are assigned to a latent state i, each characterized by a
unique set of spectral parameters 2i, which encapsulate the
properties of the oscillatory modes across the C channels.

D. HSMM-SGP INFERENCE
Commonly, in HsMM models, observations are assumed
to be conditionally independent for given states, that is,
P(yt−d :t |St−d :t = j) =

∏d
t=1 p(yt |St = j) [9]. However,

our emission model conception imposes time segments
with correlated samples according to the associated kernel.
As shown in Fig. 1, time points belonging to a time segment
exhibit dependency (yt−1,2,...,d → yt ).

For the HsMM-SGP inference, an Expectation-
Maximization (EM) iterative procedure is used. The
Expectation-step involved sampling observation time seg-
ments and their corresponding states jointly, using the

Forward Filtering and Backward Sampling algorithm.
Afterward, HsMM-SGP parameters are updated using the
observations and states sampled in the previous Expec-
tation step. The proposed EM procedure is presented in
Algorithm 1.

Algorithm 1 Expectation-Maximization Algorithm
1: Initialize parameters: A, π , 2
2: repeat
3: Expectation Step:
4: //Compute forward variable
5: α← Forward_Filtering(data, A, π , 2)
6: //Perform backward sampling
7: (y1, . . . , yN ), (S1, . . . , SN )← Backward(α)
8: Maximization Step:
9: A, π , 2← Update((y1, . . . , yN ), (S1, . . . , SN ))
10: until Convergence

Next, the forward filtering and backward sampling algo-
rithms are introduced, as they are crucial components of the
proposed EM procedure outlined in Algorithm 1.

1) FORWARD FILTERING AND BACKWARD SAMPLING
During the Expectation step, the observation segments
and their corresponding states are jointly sampled. Our
assumption that observed time series (Y ) are divided into
N time segments, such that each segment

{
yn

}N
n=1 has an

associated responsible state {Sn}Nn=1, as shown in Fig. 1 it
can be expressed as P(Y , S) ∼ (y1, . . . , yN ), (S1, . . . , SN ).
For an observed time series Y and model parameters
λ = {A, π,2}, segments and states’ sampling involve
computing probabilities marginalizing the joint distribution
P(Y , S|λ) over all possible state sequences, resulting in a
demanding computational task [40]. To efficiently sample
the time segments (yn) and their responsible states (Sn),
the forward-filtering and backward sampling algorithms are
used [45]. During forward filtering the joint probability that
time segment yt−d :t has started d samples before time step t
and belongs to state j is computed. The forward filtering
variable is computed as follows:

α(t, j, d) = P(Y t−d :t |St−d :t = j, 2)

×

D∑
h=1

L∑
i=1

α(t − d, i, h)P(j|i,A) (12)

where, D and L represent the maximum duration of
the segments and the number of states, respectively.
P(Y t−d :t |St−d :t = j, 2) represents the probability that the
time segment Ot−d :t was generated from state j, and it is
computed as:

P(Y t−d :t |St−d :t = j, 2) = P(Y t−d :t |GP j)pj(d) (13)

where, pj(d) represents the duration distribution of state j.
The forward variable is initialized as α(1, :, j) = πpj(d),

and if t − h ≤ 0 it is kept as α(t, :, :) = 0. Forward
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probabilities α(t, j, d) are recursively computed according
to (12).

In high-dimensional probability distributions, likelihood
values typically decrease as the dimensionality increases.
This decline complicates statistical inference and model
fitting, as the resulting values can become so small that
they are often difficult to represent accurately on standard
computing systems. This phenomenon is particularly relevant
in the context of GPs, where it limits the calculation of
emission probabilities P(Y t−d :t |St−d :t = j, 2) presented
in (13). To address this limitation, both emission probabilities
and forward probabilities are computed in logarithmic space
(see Supplementary Material A).

Afterwards, the time segments (yn) and states Sn are
sampled based on the forward variable α. Backward sampling
starts from the last time step and moving towards the first,
that is, for t = T and from (dN , j) ∼ argmaxd,jα(t, j, d),
the time segment is defined as yN = Y t−dN :t and its
responsible state SN = j. Next, the time segment and the
associated state are defined from (dN−1, j) ∼ argmaxd,jα(t−
dN , j, d). This procedure is performed until t = 1,
providing the time segments and their corresponding states
(y1, . . . , yN ), (S1, . . . , SN ). Backward sampling is presented
in Algorithm 2.

Algorithm 2 Backward Sampling
1: t = T ; n = N
2: while t > 0 do
3: (d, j) ∼ argmaxd,jα(t, j, d)
4: //Sampling segment and state
5: yN = Y t−d :t ; Sn = j
6: //Update time instant and segment label
7: t = t − d ; n = N − 1
8: return (y1, . . . , yN ), (S1, . . . , SN )

The procedure for updating the parameters of the HsMM-
SGP model, corresponding to the maximization step outlined
in Algorithm 1, is now presented.

2) HSMM-SGP PARAMETERS UPDATE
In the Maximization step, the parameters A, π , and 2 are
updated using the sampled segments and their responsible
states from the previous Expectation step. The probability of
transitioning from state i to state j is computed based on the
sampled segment sequence as follows:

P(j|i) =
ξij + β

ξi + Zβ
(14)

where ξij is the number of transitions from state i to state j, ξi is
the total number of transitions from state i, β is the smoothing
parameter (set to β = 0.1), and Z is the total number of states.
Subsequently, the parameters of the duration probability and
CSM kernel hyperparameters of each state are estimated
using the length of assigned segments and maximizing the
log-likelihood function via the Adam optimizer, respectively.

The log-likelihood is expressed as follows:

log p(y|2) = −
1
2
yTK−1y−

1
2
log |K | −

TC
2

log 2π (15)

The terms of the log-likelihood have the following roles,
−yTK−1y/2 is the data fit; log |K | /2 is the complexity
penalty, and TC log 2π/2 is a normalization constant. Hence,
the maximizing log-likelihood naturally provides a trade-off
between model fit and complexity. The inversion of K in (15)
demonstrates the channel scalability problem.

E. EXPERIMENTS
To assess the capabilities of the proposed model, experiments
were conducted using three different datasets:

1) GROUND TRUTH DATA
Ground truth data was generated using the HsMM-SGP
generative model, as shown in Fig. 1. The purpose of this
experiment was to verify that the inference scheme recovers
the known model parameters that generated the data.

2) SIMULATED BRAIN-LIKE NETWORKS
Brain-like networks were simulated using connectome-
coupled Kuramoto oscillators and biophysical parameters,
such as global coupling and mean delay. Simulations were
performed with two different sets of biophysical parameters,
resulting in data with distinct spectral properties that reflect
different network dynamics. Then, it was evaluated whether
the model accurately captured changes in the oscillatory
dynamics driven by variations in the biophysical parameters.

3) EEG DATA
The model was used in a practical application with EEG data
from a healthy control (HC) and an Alzheimer’s disease (AD)
patient to evaluate its ability to distinguish the oscillatory
properties underlying brain dynamics in both healthy and
neurodegenerative conditions.

III. RESULTS
In this section, the results of the experiments conducted using
ground truth data, simulated brain-like networks, and EEG
data are presented.

A. PARAMETER INFERENCE VALIDATION USING GROUND
TRUTH DATA
The goal of the ground truth experiment was two-fold:
first to validate the model’s duration inference; and second,
to demonstrate that the inference scheme recovers the
observation model used to generate the data, as ground truth
is unknown for EEG data.

The data were generated based on the model shown in
Fig. 1, using three states with known parameters. States’
durations were simulated using Normal distributions, and
transition matrices were randomly generated by sampling
their elements from a uniform distribution over the
interval [0, 1). Subsequently, each row of the matrix
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FIGURE 2. Validation of the recovery of duration distributions using ground truth data. Samples from an
HsMM-SGP with three states were generated where states 1 and 2 had fixed mean durations, while state
3 varied. For each run, 10 independent state time courses were drawn.The figures illustrate density curves
of the distributions of the true and the model-estimated durations.

was normalized such that the sum of its elements
sum to 1. These procedures were applied to all
simulations.

In the first stage, the procedure presented in [9] was
followed to evaluate the model’s ability to recover the state
time course for states with different durations. The state’s
durations pn(d) were modeled using Normal distributions
for both the data generation and inference process. Similar
to the approach presented by Ulrich et al. [37], time series
were simulated considering three states in two channels. The
mean duration distributions of two states were fixed (µS1 =

100 ms, σS1 = 15 ms; µS2 = 150 ms, σS2 = 10 ms),
while the mean duration of the third state was systematically
varied from 50 ms to 200 ms, with σS3 = 20 ms. Each state
was characterized by a CSM kernel with a single oscillatory
mode but different fundamental frequencies: state 1 (µ = 4
Hz), state 2 (µ = 10 Hz), and state 3 (µ = 25 Hz).
The inverse length-scale was set to ν = 1 Hz2 for all
states. The quasi-stationary segments associated with each
state were obtained by randomly sampling from the GP
specified by the covariance matrix K , using a temporal grid
with a sampling frequency of 200 Hz. For each duration of
the state 3, 10 independent state sequences were generated
using the HsMM-SGP with the ground truth parameters.
For each sequence, an HsMM-SGP was trained to infer the
corresponding parameters.

The order of the states’ labels in the generated data was
arbitrary; therefore, the estimated states were matched to the
ground truth states using the affine-invariant Riemannian dis-
tance (AIRD) between their respective covariance matrices
as dissimilarity metric between the states. After matching
the states, the correlation and normalized Hamming distance
between the estimated state time course and the ground
truth state time course were computed (see Supplementary
Material B).

Fig. 2 shows density curves representing the distributions
of true and model-estimated durations for states with varying
mean durations. The proposed scheme was able to estimate
the states’ duration distributions accurately for states with
short, intermediate, and long durations. This confirmed that
the inference scheme recovered states with durations like
those observed in EEG data.

In the second stage, the ability of the proposed model
to estimate the proportion of oscillatory modes within the
channels of simulated states was evaluated. Three brain
states were simulated across four channels, with each state
comprising 3 oscillatory modes (M = 3). Each state was
dominated by a primary oscillatory mode within a specific
frequency band (θ [4-8 Hz], α [8-13 Hz], or β [13-30 Hz]),
while the remaining two modes corresponded to distinct
frequency bands. The proportion of each m-th mode in the
c-th channel was defined using the parameter w(m)

c , and
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FIGURE 3. Results from ground truth data recovering the proportion of
oscillatory modes associated with three simulated states (four regions
per state). Top: the ground truth proportions of oscillatory modes for
state 1 (S1), state 2 (S2), and state 3 (S3), with predominant fundamental
frequencies at theta, alpha, and beta bands, respectively; Bottom: the
estimated oscillatory modes proportions for each state.

ν(m) = 1 Hz2 was set for all modes, with phase differences
(φ(m)
c′ − φ

(m)
c ) predefined.

Fig. 3 presents the results from the ground truth data
experiment, showing the estimation of the proportions of
oscillatory modes across channels in the simulated states.
Notably, the dominant oscillatory mode in each state was
recovered by the model, reflecting its capacity for capturing
the underlying structure of oscillatory activity. This high-
lighted the model’s sensitivity to the predominant frequency
bands in each state, while simultaneously estimating the
contribution of secondary modes across channels, thereby
considering the richness of oscillatory dynamics.

B. SIMULATED BRAIN-LIKE ACTIVITY DATA
By brain-like activity refers to complex dynamics emerging
from interacting oscillators that represent neural popula-
tions [46], [47]. Brain-like activity was simulated using a
network of Kuramoto oscillators coupled according to the
Automatic Anatomic Labeling (AAL90) parcellation and
tractography [48]. Each brain region was represented as an
oscillator with a natural frequency, and it interacted with
the others by a sinusoidal function of the delayed phase

difference as follows:

φ̇i(t) = ωi +W
∑
j

cijsin(φj(t − dij)− φi(t)) (16)

where φi(t) is the phase of the i-th brain region with natural
frequency ωi (set at 40 Hz for all regions); cij denotes the
connection strength between regions i and j; and W and dij
are, respectively, the global scale parameter influencing all
connections and the conduction delay between the i-th and
j-th regions.

We simulated two brain conditions (to emulate healthy
and disease cases) with multiple oscillatory states using
the Kuramoto model’s global parameters: global coupling
and mean conduction delay (MD), following the approach
outlined in [49]. The conditions had the same global coupling
but different mean conduction delay. Specifically, the points
in the biophysical parameter space corresponding to each
condition were set as follows: Cond1) W = 4.5, MD =
18 ms; and Cond2) W = 4.5, MD = 23 ms. The simulated
activity was sampled at 200 Hz, and the first 21 seconds were
discarded to avoid transient events.

To ensure the tractability of the inversion of K (see (15)),
10 out of the AAL90 atlas regions were selected. The
selection was based on the regions similarity to the average
PSD, such that they represented the global oscillatory
dynamics.

During the HsMM-SGP inference process, four latent
states were chosen. Each latent state was configured with
three oscillatory modes (M = 3) for Cond1 and four
oscillatory modes (M = 4) for Cond2. This selection was
based on the peaks of the average PSD of the simulated
neural activity. Each latent state was represented by a
kernel that provided parameters reflecting the cross-spectra
between each pair of channels at specific oscillatory modes.
To represent each state, the average amplitude of all
cross-spectra across channel pairs was calculated.

Fig. 4 presents the results of the simulated brain-like
networks with two parameter sets leading to distinct spectral
features. The top panel presents the PSD of the 10 selected
regions and the average PSD across the 90 regions defined
by the AAL90 atlas, illustrating how differences in mean
conduction delay influence the spectral power distribution.
The bottom panels present the inferred multi-mode oscilla-
tory brain states, capturing activity across different frequency
bands and providing a characterization of the oscillatory
dynamics emerging from network synchronization driven by
the biophysical parameters.

C. EEG DATA EXPERIMENT
The EEG experiment aimed to test whether the model’s
parameters could plausibly distinguish the oscillatory prop-
erties underlying brain dynamics in healthy and neurode-
generative conditions. Publicly available resting-state EEG
data from an Alzheimer’s disease (AD) patient (female,
61 years old) and a healthy control (HC) subject (male,
57 years old) were used, as provided byMiltiadous et al. [50].
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FIGURE 4. Simulation of multiples oscillatory states from Kuramoto oscillator models with two sets of biophysical
parameters (W , MD), and their recovery by HsMM-SGP. Top: average PSD across the AAL90 atlas regions (blue line), and
the PSDs of the 10 selected regions for the HsMM-SGP inference process. The PSDs highlight the dominant frequency
peaks across regions for each configuration. Bottom: multi-mode oscillatory brain-like states inferred by the HsMM-SGP.
The modes of each state are represented by the average amplitude of the cross-spectra over channel pairs.

The recordings were obtained with 19 electrodes positioned
according to the 10–20 international system, while the
subjects had their eyes closed. The sampling rate was
500 Hz, and each recording lasted approximately 13 min.
After acquisition, the data were bandpass filtered between
0.5 and 45 Hz, and artifacts were removed. As described
in the original work [50], the participants provided their
informed consent to participate in the study. The experimental
procedure was approved by the Scientific and Ethics Com-
mittee of AHEPA University Hospital, Aristotle University
of Thessaloniki, under protocol number 142/12-04-2023,
and adhered to the principles outlined in the Declaration of
Helsinki.

For the inference, the data were downsampled to 200 Hz,
and a 4 Hz high-pass filter was applied. Five minutes of
recordings were used from 10 channels (Fp1, Fp2, F1, F2,
C3, C4, P3, P4, O1, and O2), which cover the frontal, central,
parietal, and occipital regions of the scalp.

In EEG data, the number of latent states and the number
of oscillatory modes are unknown a priori. The HsMM-SGP
was implemented using four states (Z = 4) in line with
the canonical EEG microstates [7], [12]. The spectral kernel
associated with each state was configured to include six
oscillatory modes (M = 6) based on the Akaike Information
Criterion (AIC) (see Supplementary Material C).

Fig. 5 presents the inferred multi-mode oscillatory brain
states for the HC subject and the AD patient. The inferred

states exhibited distinct spectral properties between the HC
subject and the AD patient. The states were dominated by
oscillatory modes within specific frequency bands, including
θ , α, β, and γ [30-100 Hz], and contained background modes
within these canonical bands. It is worth noting that the states
were inherently non-comparable across subjects; however,
these differences might reflected variations in underlying
brain activity. As shown in Fig. 6, the α state in the AD
patient exhibited a longer duration compared to that in the
HC subject.

It has been shown that intrahemispheric and interhemi-
spheric coherence reflects changes in neural connectivity,
which is of cognitive and clinical relevance, particularly in the
context of neurodegenerative diseases [51]. The CSM kernel
inherently provides the cross-spectrum between each pair
of channels. Although the cross-spectrum does not directly
represent coherence, its magnitude can be interpreted as an
indicator of coherence at specific frequencies.

Fig. 7 presents the cross-spectrum for the labeled state β

of the HC subject for a subset of frontal (F3 and F4) and
parietal (P3 and P4) electrodes. The results revealed that the
phase difference between the frontal electrodes (e.g., F3-F4)
was close to 0 rad, suggesting consistent phase alignment
in this region across frequencies. In contrast, pairs involving
frontal and parietal electrodes (e.g., F3-P3, F3-P4) exhibited
significant phase differences, which may indicate delayed
interactions between the two regions. Notably, the AD patient
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FIGURE 5. Spectral characterization of spontaneous brain activity using HsMM-SGP. A) Multi-mode oscillatory brain states inferred in the healthy control
(HC). B) Multi-mode oscillatory brain states inferred in the Alzheimer’s disease (AD) patient. The curves represent the average amplitude of the
cross-spectra across channel pairs, and the shaded areas indicate ±2 std as a measure of variability around the average amplitude. The inferred states
were labeled according to their amplitude within canonical frequency bands: theta (θ), alpha (α), beta (β), and gamma (γ ). However, it is important to
note that the states are not comparable across subjects.

FIGURE 6. Logarithmic probability of duration for states labeled as α for
the HC subject and the AD patient. The AD patient’s α state shows a
longer duration compared to the HC subject.

exhibited significant phase differences between frontal
electrodes compared to the HC subject (see Supplementary
Material D).

D. RELATION TO BIOPHYSICAL PARAMETERS
The distinct multi-mode oscillatory brain states between
the HC subject and the AD patient raise the question of
whether there is a relationship between the inferred states
and biophysical parameters. This relationship could provide
insights into variations in the underlying brain mechanisms
across healthy and neurodegenerative conditions. To address
this, the correlation between the PSD of the simulated signals
and the PSD of the EEG data—averaged across all sensors—
was computed for both subjects, for each pair of Kuramoto

model parameters (W ,MD). Each subject was then mapped
to the point in the Kuramoto parameter space where the
maximum correlation was achieved.

Fig. 8 shows the point for each subject on the heatmap
of metastability, measured as the standard deviation of the
Kuramoto order parameter. As shown in Fig. 8, the HC
subject exhibited a stronger coupling (W ) value and a shorter
mean delay compared to the AD patient.

IV. DISCUSSION
We presented a generative model for estimating multi-mode
oscillatory profiles of switching brain states from EEG data.
The proposed model characterizes the spontaneous EEG
data as continuous multi-output GP emissions driven by
latent discrete states that evolve (switch) in time according
to a semi-Markov process. The multi-output GP emissions
are specified by multivariate spectral kernels, enabling the
modeling of cross-covariance functions in the frequency
domain. Multivariate spectral kernels represent mixtures
of oscillatory modes, with mode-specific parameters that
capture interactions at specific frequencies between channel
pairs, including amplitude, spread, and phase shifts. Each
state is associated with a multivariate spectral kernel that
captures the spectral fingerprint of quasi-stationary time
segments across a set of channels.

The dynamics of functional networks play a critical
role in understanding healthy as well as pathological brain
activity, providing insights into how different brain regions
interact and coordinate to support cognitive and behavioral
functions [52]. Disruptions in these dynamics are closely
associated with a wide range of neurological and psychiatric
disorders [53]. It is generally agreed that oscillatory processes
play a fundamental role in the efficient coordination of
large brain networks that underpin cognitive functions [23].
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FIGURE 7. Cross-spectrum for an example state (β) of the HC subject. The cross-spectrum is shown for a subset of frontal
(F3 and F4) and parietal (P3 and P4) channels. The black curves represent amplitude, and the blue curves represent phase
differences, highlighting the phase alignment within the frontal region and the significant phase differences between the
frontal and parietal regions.

A comprehensive spectral characterization of the brain’s
oscillatory states could provide insights into the mechanisms
of neural coordination in both health and brain disorders.

Previous studies have proposed various approaches to
characterize the spatio-temporal-spectral features of brain
states in EEG data. The most widely used methods include
sliding window analysis, Hidden Markov and Semi-Markov
Models, matrix decomposition of windowed data, and the
decomposition of functional connectivity matrices [14], [15].
However, some of these methods focused on characterizing
the amplitude envelope of the recorded signals [9], [10],
[54], were restricted to narrow frequency bands [31],
or identified states dominated by a single frequency mode,
limiting their ability to capture cross-frequency network
interactions [32], [33], [34]. Various extensions of the HMM
have been proposed that are capable of characterizing the
spectral properties of brain states from raw electrophysio-
logical data [19]. These approaches often leverage emission
models that capture the historical temporal dependencies
among observed data across different brain regions. Once
the state time course is obtained, spectral estimation
techniques are applied to the time segments where the

state is active, providing estimates of the PSD for each
state [20], [21].

In contrast to previous approaches, our model identifies
multi-mode oscillatory brain states represented by a unique
spectral ‘fingerprint’ from broadband oscillatory activity.
Thismulti-mode oscillatory nature of states enables capturing
interactions between local and global networks, which are
crucial for coherent information processing across different
brain regions. Furthermore, our model represents brain states
using explicit spectral parameters that are directly estimated
during the inference process, providing a more complete
and realistic characterization of the underlying oscillatory
processes. This approach effectively captures the transient
nature of these processes, offering a more comprehensive
and nuanced characterization of neural activity. Furthermore,
allocating brain states with unique spectral ‘fingerprints’
allows for a better understanding of frequency-specific inter-
actions, as well as the temporal organization of brain activity.
These insights are crucial for advancing our understanding of
brain function in both health and disease.

We validated the model using ground truth data generated
from the HsMM-SGP generative model and from simulated
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FIGURE 8. Approximation of the EEG power spectral densities from a
healthy control (HC) subject and an Alzheimer’s disease (AD) patient
across a range of Kuramoto parameters. The heatmap shows the standard
deviation of the Kuramoto order parameter (KOP) across a range of global
coupling strength (W ) and mean conduction delay (MD). The markers
indicate the points in the Kuramoto parameter space where the
maximum correlation for each subject was achieved.

brain-like activity using realistically coupled Kuramoto
oscillators. Our results not only showed that the inference
scheme effectively recovered the generative parameters, but
also demonstrated the model’s ability to infer multi-mode
oscillatory states. Importantly, the inferred states meaning-
fully captured variations in emergent oscillatory dynamics
driven by changes in structural biophysical parameters.

The practical application of the model was illustrated
using EEG data from a healthy control subject and an AD
patient. In both cases, the inferred brain states exhibited
distinct spectral properties characterized by a dominant
frequency within specific bands, along with background
activity distributed across other canonical EEG bands.
In particular, the multi-mode oscillatory brain states of
the AD patient were dominated by lower frequencies.
By comparison, control subjects exhibited a broader spectral
range, with states characterized by prevalent modes in both
low and high-frequency bands. These findings are consistent
with the literature, where changes in the EEG spectrum in
Alzheimer’s disease have been consistently demonstrated to
show increased power at lower frequencies, and reductions
in both power and intra- and inter-hemispheric coherence in
alpha and fast oscillations [27], [55], [56], [57]. Additionally,
our results showed that the dissimilarity of the inferred
multi-mode oscillatory states could be meaningfully related
to biophysical parameters with biological interpretation,
such as connectivity strength and conduction delay between
brain regions. Recently, Cabral et al. [47] demonstrated using
a phenomenological whole-brain network model that the
emergent spatio-temporal-spectral properties of the whole
system are critically modulated by variations in global
coupling and delay. The model proposed here enables
linking the properties of multi-mode oscillatory brain states
to these structural parameters. This opens the opportunity

for providing mechanistic explanations for observed EEG
spectral abnormalities observed in brain disorders. Relating
oscillatory brain states to mechanistic parameters could
improve the interpretability of these states, and open new
avenues for potential clinical applications, such as the early
detection of brain disorders.

A. LIMITATIONS AND FUTURE WORK
Incorporating GPs as an emission model within the HsMM
framework introduces computational challenges due to the
complexity of estimating the model’s hyperparameters.
Standard GPs exhibit cubic time complexity,O(T 3C3) which
limits scalability when handling multiple channels. This
limitation can be addressed through approximate inference
methods, such as sparse approximations. Furthermore, the
inference process can be enhanced using approaches like
Variational Bayes, which models uncertainty in the model
parameters. This approach also provides a useful model order
selection criterion by approximating the model evidence via
the maximization of free energy. Future work should focus on
incorporating these developments.

The present work can also be expanded to accommodate
group-level inferences, specifically aiming to distinguish
between healthy individuals and those under disease condi-
tions. This could provide a deeper understanding of the neural
dynamics associated with neurological and neuropsychiatric
disorders.

V. CONCLUSION
In this work, a novel HsMM-SGP framework was introduced
for modeling non-stationary brain states based on EEG data.
The proposed model enables a fine-grained characterization
of frequency-specific properties and their temporal evolu-
tion, making it particularly well-suited for analyzing non-
stationary neural time series. Our method captures dynamic
and complex interactions between oscillatory modes across
channels, providing a more physiologically interpretable
representation of brain activity. We conclude that the
HsMM-SGP proposed here could be a valuable tool for
advancing the understanding of brain dynamics in both health
and disease.
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