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A B S T R A C T

Mammography is the primary screening method for lesion visualization and detecting early potentially
cancerous changes in breast tissue. The application of deep learning based computer-aided diagnosis (CADx)
systems to mammography mass classification poses several challenges: confounding information is learned by a
deep learning model, and it can be difficult for mammographic readers to understand how and why it makes
a specific decision. In this work, we present a framework for interpretable convolutional neural network-
based mammographic abnormality classification. In addition to predicting whether a mass lesion is benign or
malignant, our work aims to follow the reasoning processes of mammographic readers in detecting clinically
relevant semantic features, such as the shape characteristics of the mass. The framework includes model
training that incorporates a combination of data with original images and data with pixel-wise annotations,
leading to improved performance of the model. The proposed training method based on DenseNet121 achieved
an improved accuracy of 86.1 ± 3.4% compared to 67.9 ± 3.8% for the original model on mass classification.
The results show the proposed method highlighted the classification-relevant parts of the image, whereas
the original method highlighted healthy tissue and confounding information. An interpretable algorithm is
developed that explains the model using features representing specific clinical characteristics, thereby aiding
in prediction. This allows mammographic readers to verify the model’s output for plausibility instead of relying
on it blindly.

1. Introduction

Screening mammography is widely employed and has shown its
significance, especially for invasive breast masses when they are too
small to be palpable or cause symptoms [1]. The visual inspection
of a mammogram typically requires the lesion to be identified as
either probably benign or malignant, which is then confirmed by
histology [2]. Visual inspection usually requires two mammographic
readers and is time-consuming, subjective, and prone to errors [3–5].
Mammographic computer-aided diagnosis (CADx) systems have been
playing an increasingly important role in assisting and improving the
work of clinical experts [6].

Deep learning has increasingly been applied in mammographic
imaging [7,8], with convolutional neural networks (CNNs) emerging
as the most popular architecture. For mammographic mass diagnosis,
CNNs directly process regions of interest (ROIs), applying consecutive
convolution and pooling operations to estimate malignancy probabili-
ties. However, the application of these technologies in actual medical
scenarios faces considerable challenges.

∗ Corresponding author.
E-mail address: gul12@aber.ac.uk (G. Li).

One major challenge is confounding learning, where the model
relies on incorrect information or reasoning to make a decision, even
if the decision is correct. For example, in our previous work [9], we
observed that the model often ignored the mass itself and instead
focused on identifying calcium, which could lead to misclassifications
when masses and calcifications coexist in the same image. This problem
is exacerbated by the fact that there are few publicly available mam-
mography datasets, so many models are trained on relatively few cases.
The second challenge is clinical acceptance. The ‘‘black-box’’ nature of
deep learning models can make it difficult for clinicians to trust and
rely on AI-based diagnostic systems [10,11].

Building on these key observations, we propose a framework for
interpretable CNN-based mammographic abnormality classification, as
shown in Fig. 1. The framework consists of two main components:
model training and model interpretability. Drawing inspiration from
prior works on breast mass classification [12–15], the model training
component aims to mitigate confounding in deep learning models
(Fig. 1: Part A). Specifically, an activation map is defined to contain
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Fig. 1. Schematic representation of the proposed framework: model training and model interpretability. Part A: A CNN model uses knowledge transfer based on activation maps
for mammography mass classification. Firstly, an activation map is defined to contain relevant information, especially shape knowledge from binary masks will be used to improve
the final mass classification. Secondly, knowledge transfer based on activation maps transfers shape knowledge from binary masks to a model during the ROIs learning process.
Part B: The interpretable algorithm was built to facilitate a clinical radiology understanding of the activation maps employed by the model.

shape knowledge from binary masks, which is used to improve the final
mass classification. Additionally, knowledge transfer based on these
activation maps facilitates the integration of shape knowledge into the
model during the ROI learning process.

The model interpretability component introduces a novel algorithm
to provide explicit reasoning for the model’s decision-making process,
enabling mammographic readers to verify and understand predictions
(Fig. 1: Part B). For a specific mass lesion, this algorithm explains how
the model identifies classification-relevant parts within the activation
map, linking them to defined clinical characteristics, such as distin-
guishing between Lesion and Background, and how this contributes to
prediction.

The first contribution of this paper is a novel methodology for
integrating shape knowledge into a CNN, aiming to improve breast
cancer diagnosis. (1) Unlike previous approaches that use the binary
masks as input in a network, in our proposed approach, the binary
maps are made available to the convolutional layers of the CNN. This
introduces new activation maps at each layer, serving as a source of
shape-related features from binary masks. (2) The traditional method of
the integration of shape knowledge into a CNN relies on complex fusion
models with multiple convolution layers. We propose a knowledge
transfer mechanism utilizing a spatially-aware loss function to reduce
the computational complexity of a CNN.

The second contribution of this paper is a novel algorithm for model
interpretability. Traditional class activation mapping (CAM) highlights
ROIs the CNN used to make a prediction. Our interpretable algorithm
extends this by not only identifying relevant regions but also providing
clinical radiological insights (i.e. predicted tissue type information)
about the highlighted areas. This ensures a deeper understanding of
how specific regions contribute to diagnosis and aligns predictions with
clinical reasoning.

2. Related work

In this section, we provide an overview of the two core components
of our proposed framework. First, we discuss model training, which
enhances the generalization of deep CNN models. Then, we explore
model interpretability to improve the understanding of the model’s
decision-making process.

2.1. Background on model training

2.1.1. Integration of shape knowledge
Prior to the emergence of deep learning, machine learning meth-

ods were based on hand-crafted features [16]. Researchers designed

features to capture both textural and morphological characteristics,
which relied on accurate binary masks [17,18] and were subsequently
used with various classifiers. This is attributed to the fact that the
likelihood of malignancy has been found to be highly correlated with
lesion morphology, such as the shape characteristics of the mass [19].
Thus, the incorporation of the binary mask can significantly facilitate
the extraction of representative features towards this end.

Earlier works [20–22] were focused on comparing CNN-based archi-
tectures to machine learning methods based on hand-crafted features.
The majority of research has drawn the conclusion that shape features
and CNN-based features are complementary, which leads to increased
performance when they are combined. This supports the fact that CNNs,
that make heavy use of the convolution operation, are better suited for
extracting texture features but lack in capturing shape features.

Binary masks can be a source of shape-related characteristics to
assist in a CNN pipeline for automatic diagnosis, after an in-depth
analysis of the deep learning based CADx, the following trends have
been identified: The first trend focuses on methodologies designed
for integrating binary masks into a CNN. In particular, it concerns
works that process the grey-level information of input mammogram
images, incorporating the use of a binary mask. For example, Dhungel
et al. [23,24] concatenated the binary mask with the ROI before feeding
it to the network. Some work [25,26], fed a masked mass ROI to the
network, which was produced by the element-wise multiplication of the
ROI image with the binary mask. However, these methods are limited
to distinguishing mass, making it challenging to capture its surrounding
tissue which contains relevant information and is considered by radiol-
ogists for diagnosis [27]. Tsochatzidis et al. [28] modified the masked
mass ROI, which are contour delineations acquired for masses drawn on
ROI that correspond to different shape types. During experimentation,
it was shown that shape and texture features had a complementary role.

The second trend focuses on methodologies designed for integrating
shape features into a CNN. In particular, it concerns works that may
include textual features extracted from ROIs, shape features extracted
from binary masks, and then integrate these two separate features in
the feature fusion block. For example, Yan et al. [29] automatically
extracted textural and shape features from ROIs and binary masks
separately and then fused them based on machine learning algorithms.
Carneiro et al. [30] initially trained a separate CNN model for ROIs
and binary masks. Then, using the features learned from ROIs and
binary masks to train a final CNN classifier that estimated the pa-
tient’s risk of developing breast cancer. The poor performance was
likely caused by the multi-stage process training. To construct a CNN
architecture trained in an end-to-end fashion, Li et al. [31] proposed a



Knowledge-Based Systems 316 (2025) 113372

3

G. Li et al.

fully automatic dual-path CNN architecture that used two subnetworks
to process binary masks and ROIs separately. At a late stage in the
final CNN classifier, the information from the two paths was fused
before reaching a final decision. While achieving competitive results on
publicly available mammography datasets, this approach is computa-
tionally expensive and relies on multiple CNNs, bypassing the inherent
self-learning capabilities of a single model.

The proposed method incorporates knowledge transfer, as described
in Section 2.1.2. Knowledge transfer aims to improve the training of one
network by relying on knowledge transferred from another network.
We propose CNN learning for binary masks to extract shape features,
and then transfer shape knowledge into a CNN for ROI learning, instead
of a CNN-based fusion model for integrating shape knowledge into a
CNN, with the goal of improving breast cancer diagnosis and reducing
the model’s computational complexity.

2.1.2. Knowledge transfer
Attention transfer is a knowledge transfer method that transfers

attention from one network to another network with the goal of im-
proving the performance of the latter. In attention transfer, given the
spatial attention maps of a teacher network, the goal is to train a
student network that will not only make correct predictions but will
also have attention maps that are similar to those of the teacher. In
general, one can place transfer losses with respect to attention maps
computed across several layers. For instance, some studies [15,32]
have aligned activation maps between models in the spatial domain.
A new loss function is introduced, incorporating spatial distance into
the standard cross-entropy loss to minimize point-wise and/or pair-wise
discrepancies from activation maps between models.

Given the spatial attention maps of a network from binary masks,
which can be a source of shape-related characteristics. To train a new
network for ROIs that will not only make correct predictions but will
also have attention maps that are similar to those from the binary
masks, aiming to steer the attention of the network toward the shape
characteristics of the mass.

2.2. Background on model interpretability

2.2.1. CAM explanation
As deep learning models are increasingly applied in breast cancer

diagnostic assistance systems, this raises questions about the ability
to understand and interpret its decision-making process. Once a deep
learning model has been trained, the output of its layer refers to a
representation of the training data along with the corresponding labels.
The output is hierarchical and evolves through the layers of a CNN,
enabling the model to recognize patterns and make predictions. In
computer vision, the output of the data learned by each layer of the
CNNs has been commonly used to understand the decision-making
process.

Arevalo et al. [21] visualized the first layer output equivalent to
local kernels that work as filters over the image and found they showed
a set of edges in different orientations. Because the output of layers
is often high-dimensional, it can be defined with respect to various
layers of the network so that they are able to capture both low-,
mid-, and high-level representation information. Methods based on
class activation maps (CAM) [33], converted the high-dimensional
output from the ResNet into a low-dimensional spatial map, which
highlighted the area that the model focused on during its decision-
making process. However, although these traditional methods have
already been used in medical imaging, they are considered post-hoc
analyses because they only focus on the image area framed by the
model and cannot explain how the model predicts [34].

Hand-crafted features have recently emerged as a promising ap-
proach for enhancing model interpretability. Hand-crafted features are
extracted from medical images using predefined mathematical equa-
tions [35]. These engineered equations have been designed to capture

different characteristics of images [36]. For example, the second-order
features are based on matrices including grey-level co-occurrence ma-
trix (GLCM) to extract texture information [35]. In the past few years,
the analysis between CNN-based features and hand-crafted features has
been established [37–40]. This traditional analysis consists of three
steps: CNN-based feature extraction, hand-crafted feature extraction
and correlation calculation. Several methods are used to quantify their
relationships, including the Pearson correlation coefficient, Euclidean
distance, and Earth mover’s distance. However, these approaches pri-
marily measure straight-line distances, neglecting the spatial relation-
ships within the features.

The proposed interpretable algorithm incorporates hand-crafted fea-
tures, as described in Section 2.2.2. To capture spatial relationships and
provide a more robust measure of similarity between texture and CNN-
based features, we introduce a new representation of these features
in a low-dimensional space. This representation enables the evaluation
of their relationship using Euclidean distance. Our algorithm relies on
CAM mechanisms to highlight parts of an input image, explains that
it considers these parts of images similar to the texture features, and
provides a score for the probability of the specific diagnosis for this
image.

2.2.2. GLCM texture features
Within a selected ROI, there are several subregions showing dif-

ferent texture statistics, for example, variance emphasizes the region
inside the mass [40]. In this study, we use GLCM to obtain the variance
texture feature. An element of the GLCM, 𝑝(𝑚, 𝑛), is defined as the joint
probability that grey-level 𝑚 and grey-level 𝑛 occur together.

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
𝐿−1
∑

𝑚,𝑛=0
(𝑚 − 𝜇)2 ⋅ 𝑝 (𝑚, 𝑛) (1)

𝜇 = 1
𝐿2

𝐿−1
∑

𝑚,𝑛=0
𝑚 ⋅ 𝑝 (𝑚, 𝑛) (2)

where 𝐿 is defined as the number of grey levels in ROIs. The feature
variance is a two-dimensional (2D) image that keeps the same size as
the ROI.

3. Experimental setup

3.1. Mammography datasets

We evaluated the proposed framework using publicly available
mammographic datasets: CBIS-DDSM [2] and Breast Cancer Digital
Repository (BCDR) [41].

• The CBIS-DDSM is a modernized subset of Digital Database for
Screening Mammography (DDSM) [42], in which 3568 digitized
mammograms are formatted in DICOM format (1696 masses and
1872 calcifications). On top of that, the CBIS-DDSM has already been
partitioned into the training (1318 masses) and test set (378 masses).
For our study, we utilized the full set of mass lesions, where all cases
are classified as benign or malignant. With respect to class balance,
both training and test sets have the same ratio of the two classes,
which was 1 ∶ 1.07.

• The BCDR provides annotated patient cases of breast cancer includ-
ing mammography images and lesion outline annotations provided
by radiologists, pre-computed image-based descriptors as well as
related clinical data. This repository is continuously being enriched
and currently, contains cases of 1734 patients with mammogra-
phy and ultrasound images. It consists of two different types of
sub-repositories: (1) a Film Mammography-based Repository (BCDR-
FM) and (2) a Full Field Digital Mammography-based Repository
(BCDR-DM). Both FM and DM repositories are divided into several
sub-datasets including a different number of cases, which form
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Fig. 2. Example mass from the BCDR database. Two different patch contexts from
the training images were compared without implementing any variations in the image
intensity. Method 1: Bounding box of the annotated mass: (original ROI). Method 2:
mass-centred ROI includes regions max(224, 𝑤𝑖𝑑𝑡ℎ) × max(ℎ𝑒𝑖𝑔ℎ𝑡, 224) : (mass-centred
ROI).

a common ground for a fair comparison between various CADx
systems for mammographic cancer analysis.
The present work takes subsets from both FM and DM sub-datasets,
containing the following: (1) BCDR-D01 contains 141 segmenta-
tions, all of which represent suspicious masses and are used in this
study. Among them, 85 are benign, and 56 are malignant. (2) BCDR-
F01 contains 362 segmentations, with mass lesions occurring in
231 segmented images. To create a balanced dataset, we randomly
selected a subset of 133 mass lesions, comprising 59 benign and
74 malignant cases. In summary, there are a total of 274 mammo-
graphic lesions in the BCDR dataset, 144 lesions are benign and 130
are malignant.

Regarding the data division for the evaluation of the proposed train-
ing method based on a CNN, five-fold cross-validation was employed
to create independent training and test sets. The training datasets were
further split 80 ∶ 20 to create independent sets. The average accuracy on
five-fold cross-validation demonstrates the classification performance
representing the proposed method.

3.2. Datasets preprocessing

In terms of the ROIs selection, masses are centre cropped. The de-
sign of the size of CNN inputs is 224 × 224. The used approach is to crop
the contextual rectangular region with proportional padding, so that
mass-centred ROI includes regions max(224, 𝑤𝑖𝑑𝑡ℎ)×max(ℎ𝑒𝑖𝑔ℎ𝑡, 224) in-
stead of the bounding box. The selected ROIs are then all resized into an
identical dimension 224 × 224 by bicubic interpolation. Accordingly,
the ground truth binary masks are cropped and resized but with the
nearest neighbour interpolation. Two different patch contexts from the
training images were compared without implementing any variations
in the image intensity, as shown in Fig. 2.

The first method is the bounding box of the annotated mass (original
ROI). The second method is max(224, 𝑤𝑖𝑑𝑡ℎ) × max(ℎ𝑒𝑖𝑔ℎ𝑡, 224), and it
is this mass-centred ROI we used in this project (mass-centred ROI).
Whether the width or height of the bounding box is smaller than 224,
these contextual ROIs can decrease the structural distortion led by ROIs
resize, potentially changing it from an oval to a round appearance, as
illustrated in Fig. 2. Additionally, in the process of ROI selection, it is
essential to include not only the mass abnormality itself but also the
surrounding tissue. This approach captures relevant contextual infor-
mation, as radiologists often consider the mass and its neighbourhood
when making a diagnosis. Including this surrounding area has been
shown to significantly improve classification performance, as noted in
the previous study [27].

Table 1
Performance comparison of DenseNet model with different augmentation configurations
during fine-tuning on the OMI-DB.
Reference Methodology Accuracy

Ortega-Martorell et al. [46] Original ROI 54.4%
Hamidinekoo et al. [27] Double bounding box 57.4%
Li et al. [31] Double bounding box, flip 60.9%
Shen et al. [4] Original ROI with an overlapping ratio 53.6%
Proposed method Crop, flip, rotate 63.6%

3.3. Model architecture

DenseNet is a strongly performing deep learning model for binary
classification of breast tumours [43]. We utilize DenseNet121 [44] for
benign or malignant mammography mass classification. The classifier
layer is modified since the original average pooling and fully connected
layers are developed to classify 1000 categories instead of two. Specifi-
cally, the average pooling layer and fully connected layer were replaced
with a simplified architecture consisting of a fully connected layer and
a softmax activation function for two output classes, enabling the model
to effectively distinguish between benign and malignant cases.

Transfer learning based on pre-trained weights using the Ima-
geNet [45] dataset represents primitive features that tend to be pre-
served across different tasks, whereas the classification layer with
randomly initialized weights represents higher-order features that are
more related to specific tasks and require further training. In addition,
as shown in Table 1, the diagnosis performance of the DenseNet121
model with different augmentation configurations was evaluated dur-
ing fine-tuning on the OMI-DB dataset. All the listed algorithms come
from related works and have been implemented by us for comparison.

Several prior studies have explored ROI extraction strategies for
mammographic analysis. For example, Ortega-Martorell et al. [46] used
the bounding box of the annotated mass (original ROI). Hamidinekoo
et al. [27] proposed that the ROI was extracted with a size equal to
double the square bounding box of the abnormality. Li et al. [31]
introduced mass-centred ROI, which includes regions two times the
size of the bounding box and then augmented with horizontal and
vertical flips. Shen et al. [4] extracted the original ROI with a minimum
overlapping ratio of 0.9. In alignment with these methodologies, the
current study follows the ROI extraction and resizing approach detailed
in Section 3.2. To avoid overfitting, the selected ROIs are augmented
with horizontal and vertical flips and random rotation (with augmenta-
tion probability of 50% for each instance) after data division. Notably,
this data preprocessing pipeline has contributed to improved model
generalization. Finally, the DenseNet121 model is trained utilizing the
proposed data preprocessing strategy, ensuring robustness in feature
learning and facilitating its deployment for downstream diagnostic
analysis.

4. Methodology

4.1. Model training

The proposed training method can be divided into two branches
(see Fig. 3). The first branch provides activation map extraction. The
second branch provides knowledge transfer. The activation maps from
the binary mask are transferred to the CNN model when it is trained
on breast tissue to provide mass classification.

4.1.1. Activation map
Activation map definition. Our approach contrasts directly with previ-
ous works that rely on (a) gradient-based activation mapping using no
class discrimination and (b) class discrimination to highlight the parts
of an input image, whilst our approach is an inherently interpretable
learning process based on how the network explores the image itself.
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Fig. 3. The architecture of the proposed method. This is divided into two branches, the first branch defines activation map 𝐹 𝑗 (𝑀) to capture representation knowledge from
binary masks. It can be directly used in a pre-trained model and will not participate in the training process in the second branch. The second branch provides knowledge transfer,
the knowledge from binary mask activation is transferred to the CNN model when it is trained on ROIs.

Considering a CNN layer and its corresponding activation tensor
𝐴 ∈ 𝑅𝐻×𝑊 ×𝐶 , which consists of 𝐶 feature planes with spatial dimen-
sions 𝐻 × 𝑊 . To define a spatial activation mapping function, we
take as input the 3D tensor 𝐴 and output a spatial activation map,
i.e. the absolute value of a hidden neuron activation can be used as
an indication of the importance of that neuron with respect to the
specific input. More specifically, in this work, we will consider the sum
of absolute values raised to the power of 2:

𝐹 =
∑𝐶

𝑖=1
|

|

𝐴𝑖
|

|

2

𝐶
(3)

where a spatial activation map 𝐹 ∈ 𝑅𝐻×𝑊 by computing statistics
of these values across the channel dimension. The activation map is
defined only using neuron activation when the network is evaluated
on a given input. It can be directly used in a pre-trained model and
will not participate in the training process in the second branch.

Activation map visualization. To further illustrate what kind of infor-
mation from this function can be used for improving the performance
of CNN architectures, activation maps are extracted to compare the
information change over different datasets and layers. As shown in
Fig. 4, we visualized activation maps of two inputs with differences
in mass classification (benign vs malignant): binary masks (81.8% test
accuracy), and ROIs (63.6% test accuracy).

Furthermore, activation maps focus on different parts for different
layers in the networks. In the low- and mid-level layers, neuron ac-
tivation levels are higher for the most discriminative regions. In the
high-level layer, they reflect the whole object. For example, low and
mid-level activation maps of binary masks will have higher activations
around the shape/boundary of the masses and high-level activation will
correspond to the whole mass. However, binary masks are limited to
distinguishing between foreground and background, making it chal-
lenging to capture the nuanced features of tumours accurately. ROIs
exhibit diverse characteristics in terms of shape, texture, and density
and are commonly used by mammographic readers in breast mass diag-
nosis. Activation maps of an ROI are abstract, as the poor performance
indicates. The confusion matrix achieves unbalanced results, which
indicates the model tends to be more accurate for malignant diagnosis
while performing poorly for benign cases.

This ideal also follows the reasoning process of mammographic
readers in detecting clinically relevant semantic features in each lesion,
such as using the shape characteristics of the mass and subsequently
estimating the patient’s risk of developing breast cancer based on
BI-RADS classification.

Fig. 4. (a) Activation maps, at three levels, for the DenseNet121 network on one BCDR
example. (b) The resulting confusion matrices on BCDR test set: binary masks (81.8%
test accuracy), ROIs (63.6% test accuracy).

4.1.2. Activation map-based knowledge transfer
In knowledge transfer, given the spatial activation maps of binary

masks, the goal is to train a CNN on ROIs that will not only make
correct predictions but will also have activation maps that are similar to
those of the binary masks. We can define the distance between binary
mask activation and ROI activation as:

𝑑𝑗 =
‖

‖

‖

‖

‖

𝑣𝑒𝑐(𝐹 𝑗 (𝑀))
‖

‖

𝑣𝑒𝑐(𝐹 𝑗 (𝑀))‖
‖2

−
𝑣𝑒𝑐(𝐹 𝑗 (𝑅))

‖𝑣𝑒𝑐(𝐹 𝑗 (𝑅))‖2

‖

‖

‖

‖

‖2
(4)

where 𝐹 𝑗 (𝑀) and 𝐹 𝑗 (𝑅) are, respectively, the 𝑗th CNN layer’s ac-
tivation maps corresponding to the binary mask and ROI input, 𝑣𝑒𝑐
means the activation maps in vectorized form, and ‖...‖2 indicates the 𝑙2
normalization. As can be seen, we make use of 𝑙2-normalized activation
maps, i.e. each vectorized activation map with: 𝑣𝑒𝑐(𝐹 )

‖𝑣𝑒𝑐(𝐹 )‖2

. Then, we want
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the ROI activation to be similar to the binary mask activation during
the ROI training process, we use transfer loss with respect to distance
computed for different inputs [15], i.e.:

𝓁𝐴𝑇 = 𝓁 (𝜔, 𝑥) +
𝛽
2
∑

𝑗∈𝛺
𝑑𝑗 (5)

where 𝜔 denotes the trainable weights and 𝓁 (𝜔, 𝑥) denotes a standard
cross-entropy loss function of a CNN model. 𝛺 denotes the indices of
the CNN’s corresponding trainable layers to which we want to transfer
activation maps. When combined, the model loss function adds an
extra distance function, which can be easily computed during forward
propagation, and needs minimization.

Knowledge transfer can also be used between different models. For
instance, to train the DenseNet121 model on ROIs, the first branch’s
activation map extracted from the binary mask could be chosen from
a different model and will not participate in the training process. In
this project, we assume that activation maps are extracted from the
same model, but, if needed, knowledge transfer can be incorporated
with different models.

4.2. Model interpretability

For the interpretability of an activation map, the current meth-
ods proposed by [37–40,47] have found similar semantic information
between deep learned features and hand-crafted features, especially
second-order GLCM texture features. The use of such hand-crafted
features has caused a loss of spatial information as texture features need
dimensionality reduction, e.g. the mean of each texture feature.

Compared with the variations in appearance of the ROIs, texture
features provide a quantitative measure of the diversity or uniformity
of textures within ROIs. We have investigated how deep learning based
networks perform on texture features in [9] and found some clinical
representations such as that the shape of a mass can be learned from
texture features. Unlike the previous method [9], which provided tex-
ture features to improve the performance of the models. In this paper,
we aim to investigate the behaviour of networks for the texture feature
learning process to explain how the networks perform so well. In our
study, Fig. 5, the proposed algorithm contains three steps.

Step 1: ROI preprocessing. By analysing the texture feature variance, we
gain valuable insights into the internal structure of the ROI, enhancing
our understanding and characterization of ROI content. We regard the
variance feature as a clinical Lesion characteristic of an ROI. The defined
Lesion/ variance increases the contrast between mass and no-mass area
in the breast image and contains less information compared to the ROI.
The remaining information is excluded by the Lesion from the ROI and
is defined as Background.

Step 2: Patch replacement. Unlike our previous work [9], which directly
used texture features as inputs sent to the model to investigate the deep
learned features. The second step is a small patch replacement based on
a projection window. The projection windows remain consistent with
the areas in the ROI, which are projected by the activation map 𝐹 4

(7 × 7 in the case of the last activation map of DenseNet121). The size
of the projection window should be (32×32). The projection window in
the ROI will be replaced with Lesion and Background as inputs sent to
the model to investigate the projection value in the activation map. We
found that replacing one patch as well as keeping the remaining ROI
unchanged can increase the sensitivity of the model to the replaced
patch.

For the given activation map 𝐹 4 =
{

𝐹 4
𝑝,𝑞

}(7,7)

(𝑝,𝑞)=(1,1)
, the inputs of the

CNN model can then be noted as
{

𝑅𝑂𝐼,𝑅𝑂𝐼𝐿(𝑝,𝑞), 𝑅𝑂𝐼𝐵(𝑝,𝑞)
}(7,7)
(𝑝,𝑞)=(1,1),

where 𝑅𝑂𝐼𝐿(𝑝,𝑞) represents 𝑝th row, 𝑞th column patch in the ROI will
be replaced with Lesion, and 𝑅𝑂𝐼𝐵(𝑝,𝑞) represents 𝑝th, row 𝑞th column
patch in the ROI will be replaced with Background.

Step 3: Representation understanding. The patch replacement allows
the model to consider how relevant the projection value 𝐹 4

𝑝,𝑞 in the
activation map is present with the two replaced patches (Lesion and
Background), so that the distance between convolutional activation ten-
sors can be interpreted as how strong a defined clinical representation
is present in the replaced patch of the input image.

As illustrated in Fig. 5, given the images
{

𝑅𝑂𝐼,𝑅𝑂𝐼𝐿(1,3), 𝑅𝑂𝐼𝐵(1,3)
}

as inputs separately sent to the CNN model to receive their corre-
sponding activation tensors

{

𝐴,𝐴𝐿, 𝐴𝐵}, by computing the average 𝑙2
distance between all 1 × 1 patches of convolutional activation tensors
𝐴 and 𝐴𝐿:

𝑑𝑖𝑠𝐿1,3 =
1

7 × 7

(7,7)
∑

𝑛=(1,1)

‖

‖

‖

𝐴𝑛 − 𝐴𝐿
𝑛
‖

‖

‖2

𝑑𝑖𝑠𝐵1,3 =
1

7 × 7

(7,7)
∑

𝑛=(1,1)

‖

‖

‖

𝐴𝑛 − 𝐴𝐵
𝑛
‖

‖

‖2

(6)

where 𝑛 ∈ {(1, 1) ,… , (1,𝑊 ), (2, 1),… , (7, 7)} indexes the 1 × 1 patches
of the 7 × 7 convolutional activation tensors 𝐴 and 𝐴𝐿.

If the patch 𝐴(1,3) is close to the patch 𝐴𝐿
(1,3), the distance 𝑑𝑖𝑠𝐿1,3

between those convolutional activation tensors will be small — con-
sequently, convolutional activation tensor 𝐴 will have a patch 𝐴(1,3)
that represents Lesion as well as the activation map will have a value
𝐹 4
1,3 that represents Lesion. On the other hand, if the patch 𝐴(1,3) is
close to the patch 𝐴𝐵

(1,3), the activation map will have a value 𝐹 4
1,3 that

represents Background. We used the average 𝑙2 distance because the
surrounding pixels near the replaced patch will also be impacted during
the convolutional operation.

Since each value in the activation map 𝐹 4 has a distance score
(𝑑𝑖𝑠𝐿𝑝,𝑞 , 𝑑𝑖𝑠

𝐵
𝑝,𝑞), the distance score can then identify how relevant the

value 𝐹 4
𝑝,𝑞 in the activation map is present with defined clinical Lesion

and Background during the model diagnosis process.

5. Results and analysis

5.1. Model training

5.1.1. Classification performance
In general, activation maps can be extracted on output activations of

each group of DenseNet121, as is shown in Fig. 3. Increasing the num-
ber of trainable weights in the model can potentially lead to overfitting,
especially when it is trained on limited data. Exploring which layers
tend to fine-tune information in the model is fundamental to verifying
the proposed knowledge transfer. The distance 𝑑𝑗 |𝑗 ∈ 1, 2, 3, 4 between
ROI activation and binary mask activation through different groups are
compared separately. Results from the BCDR training dataset can be
found in Fig. 6.

In Fig. 6, for visualization purposes, we use (log 𝑑𝑗 + 10)|𝑗 ∈ 1, 2, 3, 4.
In the pre-trained DenseNet121, convolution layers are based on pre-
trained weights using the ImageNet dataset. The initial layers such as
group 1, 2, and 3 represent primitive features that tend to be preserved
across different tasks, so ROIs activation maps are similar to binary
masks. Group 4 represents high-order features that are more related
to specific tasks and require further training. There is a clear difference
for the activation maps in group 4. Training all layers will expand the
level of computational complexity and less information transfer in the
lower layers. We train DenseNet121 with only one transfer loss in group
4 to test the performance.

Table 2 shows the diagnosis performance of the proposed training
method. Note that the listed accuracy is obtained by averaging accuracy
on five-fold cross-validation, and the confusion matrix is the sum of the
five experiments.

We first examine the fine-tuned DenseNet121 with the classifier
layer plus group 4 to learn features that are more related to mass
classification and obtain 51.5 ± 9.3% accuracy. The poor performance
and biased confusion matrix are likely caused by differences between
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Fig. 5. The architecture of the proposed interpretable algorithm. It can be divided into three steps, in the first, we defined Lesion and Background in the ROI preprocessing. The
second step is a small patch replacement based on a projection window. The projection windows remain consistent with the areas in the ROI, which are projected by the activation
map 𝐹 4 (7 × 7 in the case of the last activation map of DenseNet121). The size of the projection window should be (32 × 32). The projection window in the ROI will be replaced
with clinical Lesion and Background as inputs sent to the DenseNet121 model. The third step calculates the average 𝑙2 distance between convolutional activation tensors of the ROI
and replaced ROIs. The distance score can then identify how relevant the value in the activation map is, with defined clinical Lesion and Background during the model diagnosis
process.

Table 2
Mass classification performance in DenseNet121 (fine-tune vs knowledge transfer).
Dataset Pre-training Methods Trainable layers Accuracy Confusion matrix

Fine-tune 51.5 ± 9.3%
(

53 91
42 88

)

BCDR ImageNet Knowledge transfer
group 4 +

classif ier layer 68.2 ± 5.5%
(

90 54
33 97

)

Fine-tune 67.9 ± 3.8%
(

94 50
38 92

)

BCDR DDSM Knowledge Transfer
group 4 +

classif ier layer 86.1 ± 3.4%
(

121 23
15 115

)

natural images and mammographic images [9]. The confusion matrix
reveals a tendency of the model to favour malignant diagnoses. The
proposed method trained the model with the same layers and achieved
an improved accuracy of 68.2 ± 5.5% compared with the classical fine-
tuning method. The confusion matrix achieves more balanced results.
In addition, when we pre-train the model on DDSM, the accuracies
are further improved to 67.9 ± 3.8% and 86.1 ± 3.4% for the fine-
tuning method and knowledge transfer. In all combinations, knowledge
transfer achieves improved accuracy and unbiased learning compared

with the no knowledge transfer models. It should be noted that in both
cases the improvements are statistically significant (with 𝑝 = 0.0082 and
𝑝 = 0.0069).

5.1.2. Visualization
We visualize activation maps of the DenseNet121 model (see Fig. 7),

including knowledge transfer and no-knowledge transfer (classical fine-
tuned method) on ROI classification. To evaluate the effectiveness of
the proposed method, activation maps are rescaled to be within [0, 1]
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Fig. 6. The distance distribution between ROI activation and binary mask activation for
different groups. For each sample, the distance increases for subsequent groups/layers.

and resized to 224 × 224 using interpolation. ROI activation mapping
adds the original ROI as a background and shows the activation map
as a colour overlay. The binary masks have been given to accurately
localize masses within the breast tissue. The comparison between them
is shown in Fig. 7.

A mass tends to have dense tissues that appear white on mammo-
grams. Microcalcification and salt/pepper noise appear in a mammo-
gram as bright dots and can impact the mass diagnosis of the CNN
model. For example, Figs. 7a and 7b both show feature-wise results
(activation maps) that were obtained from the fine-tuning method, dis-
playing a fixation on the microcalcification over masses. The suspicious
areas are marked with red circles in the ROIs. This is likely because
calcifications are strongly associated with some typical breast cancers
(such as ductal carcinoma in situ and invasive cancers) [48]. Thus, the
model will easily disregard the mass and instead prioritize the identi-
fication of bright dots, potentially resulting in the misclassification of
the mass diagnosis.

Another factor influencing the mass identification of the model is
dense breast tissue, which also appears as increased density on mam-
mograms due to its fibrous and glandular composition. For instance, in
Fig. 7c, the expanded ROI may encompass dense breast tissue, resem-
bling potential masses. Additionally, an abnormality may be concealed
within these dense areas, as demonstrated in Fig. 7d. The healthy
tissue is marked with red circles in the ROIs. The activation levels of
the fine-tuned method highlight the whole ROI, and more irrelevant
information including dense breast tissue is used for mass classification,
probably causing the poor performance as shown in Table 2.

To address these challenges, we propose knowledge transfer, lever-
aging binary masks to aid the model in accurately localizing masses
within the breast tissue while also preserving inherent capacity of the
CNN model for self-learning to acquire new representations for the
masses. In the high-level layer of DenseNet121, the model accurately
localized the mass within the breast tissue and learned the features that
represent the mass.

5.2. Model interpretability

5.2.1. Visualization
Existing interpretable techniques [49,50] include localization as in

Fig. 8a, which shows a CAM that highlights which parts of the ROI
are used for decision making, but there is no explanation of the CAM.
A correlation heatmap [37,39] was proposed (see in Fig. 8(b) to find
similar hand-craft features to explain the abstract deep learned features,
but there is no explanation of what parts of the training set these
associations are learned from. Many recently published interpretable
algorithms [9,51], as shown in Fig. 8c, have explained that the model
considers some characteristics of a test sample similar to training
samples it has seen before, and provides a score for the confidence of
the specific diagnosis for this test sample.

As shown in Fig. 7, the ROI activation mapping can highlight which
parts of the ROI are used for decision making. The activation levels of
knowledge transfer are more likely to highlight the mass and less likely
to highlight the surrounding healthy tissue. The surrounding tissue may
contain microcalcification, noise artefacts or normal dense tissue in
ROIs. They would also be activated as non-negative values in activation
maps. So it is important to provide an explanation of what attributes
of the activation the model considered for classification decisions.
Fig. 8d shows an example of the proposed algorithm: the activa-
tion map localizes relevant regions, and associates the relevant region
with specific clinical characteristics (Lesion or Background) to provide
a representation to support understanding for the decision-making
process.

5.2.2. Clinical use
Our interpretable algorithm provides a second opinion, rather than

a full decision, aimed at improved overall human–machine collabora-
tion. Using the proposed framework with some examples (benign and
malignant) is shown in Fig. 9. For example, Fig. 9a shows a breast im-
age containing noise or microcalcifications. The proposed interpretable
approach can give an explanation that the tissue including noise and
microcalcifications are learned as features representing Background by
the model to contribute to the prediction. The model clearly captured
the high-level representation Lesion located within the mass areas.

Fig. 9b shows a breast image containing dense tissue, which makes it
hard to see the boundary of the masses. The proposed method indicates
what kind of distribution of the mass the model learned as features
representing Lesion to make a decision. We can also find that the
representation Lesion has a higher activation level compared with the
Background in the activation map, which has more impact on the pre-
diction. This validates that the proposed method can effectively explain
why the proposed training method achieved improved accuracy.

From a clinical point of view, this interpretable algorithm aims to
provide mammographic readers with the means not to simply trust the
model but to check its output for plausibility.

1. The developed approach provides an explanation of the at-
tributes of noise or microcalcifications that the model consid-
ered for classification decisions. If a model simply relied upon
confounders such as noise or microcalcification to do mass clas-
sification, the model would fail to generalize.

2. The developed approach identifies the obscured aspect of masses
where the margins are hidden by surrounding fibroglandular
tissue. It will give a visualization of an interpretable activation
mapping containing the portion of the margin that the model
learned for decision-making. This visualization aids in under-
standing how the model distinguishes the mass from the sur-
rounding tissue and can be verified by mammographic readers
to assess the accuracy of the model’s diagnoses.

From a methodological perspective, this approach allows for the
comparison of the distribution of representations learned by various
models for decision-making. By applying it across different models,
researchers can evaluate the performance and sensitivity of each model
on the same dataset.

6. Limitation and future work

We achieved improved performance of CNN models for mass di-
agnosis and explanation of what attributes of the activation map are
used for classification, yet there are several limitations for further in-
vestigation. Firstly, although we have adopted pretraining, there is still
significant room for improvement. In order to retrain the CNN models
and further mitigate the overfitting problem, several modifications can
be explored, including exploiting large amounts of unannotated data,
by pre-training the model with pretext tasks in a self-supervised man-
ner [52,53]. Secondly, at the moment, binary masks directly come from
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Fig. 7. The distribution of activation maps between knowledge transfer and no-knowledge transfer (classical fine-tuned) methods on ROI classification. Compared with the ROI
activation mapping based on the no-knowledge transfer method, the activation levels based on the knowledge transfer method are more accurately localized masses at the same
position as binary masks.

pixel-wise annotations, which are very difficult to obtain in practice.
Enlightened by recent explorations of automatic segmentation algo-
rithms [24,54], various deep learning approaches can be investigated to
improve the usability of this project. Thirdly, the definition of features
directly utilizes traditional texture features, which are used to divide
the ROI into mass area and no-mass area. Inspired by [55], filter
Integration obtains de-noising algorithms that can be incorporated so
that an additional suggestion of mass area recognition can be provided
in image pre-processing to improve the models’ interpretability.

7. Conclusion

A framework for interpretable CNN-based mammographic image
analysis is proposed for classifying mammographic masses, utilizing
knowledge transfer from binary masks. An activation map is defined
to contain valuable information, particularly shape knowledge from
binary masks, which is used to enhance the final mass classification.
The CNN model achieved a mapping from relative ROIs to class labels,
and the model also has activation maps that are similar to those of the
binary masks. The proposed method based on DenseNet121 achieved
improved accuracy of 86.1 ± 3.4% compared to 67.9 ± 3.8% for the
original model on mass classification. The results show that knowledge
transfer achieved improved accuracy and unbiased learning compared
to without knowledge transfer. The proposed interpretable algorithm

defined clinical characteristics. The projection window in the ROI will
be replaced with defined characteristics as inputs sent to the model
to compare the distance between activation tensors of the ROI and
replaced ROIs. The results show that it is able to highlight parts of
the image in ROI activation mapping, and give an explanation of what
attributes are used for classification. This provides mammographic
readers with the means not to simply trust the model but to check its
output for plausibility.
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Fig. 8. (a) An interpretable approach [49,50] might point out which parts of the ROI are used for decision marking, but there is no explanation of these parts. (b) An explainable
approach [37,39] for the abstract features used Pearson correlation coefficients of hand-crafted features and deep learned features to find the linear associations that exist between
them. (c) Another interpretable approach [9,51] has proposed the use of 𝑘-Nearest Neighbours to find 𝑘 similarly training samples and which characteristics explain the prediction
on the test sample. (d) Our framework that highlights parts of the ROI, identifies the highlighted parts as two defined clinical characteristics to explain what attributions of the
parts are used for classification.
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Fig. 9. Visualization of the proposed framework including model training and model interpretability.
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