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Lane Change Prediction for Autonomous Driving
With Transferred Trajectory Interaction

Yuhuan Lu, Pengpeng Xu, Xinyu Jiang, Ali Kashif Bashir, Senior Member, IEEE, Thippa
Reddy Gadekallu, Senior Member, IEEE, Wei Wang, Member, IEEE, and Xiping Hu

Abstract— In mixed-autonomy traffic environments, accurately
predicting the lane change behavior of human-driven vehicles is
critical for ensuring the safety and reliability of autonomous vehi-
cle decision-making. However, existing approaches face two major
challenges: 1) they tend to represent the relationships between
the target vehicle and surrounding vehicles using parameters
like relative position and speed. This approach either requires
a fixed number of surrounding vehicles or introduces significant
noise by relying on virtual vehicles; and 2) they often fail to
fully exploit the vast amount of available vehicle trajectory data,
leaving the complexities of vehicular interactions underexplored.
To address these issues, this paper presents a novel lane change
prediction framework using Transformer-based transfer learning.
Our design aims to leverage inter-vehicle interactions learned
from trajectory data to improve lane-change prediction accuracy.
Specifically, pre-trained trajectory prediction models are used to
adapt dynamically to the varying number of surrounding vehicles
and to capture interaction context from large sets of trajectory
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data. We then refine the Transformer model to integrate this con-
text and predict the target vehicle’s lane change intentions. The
Transformer encoder transforms trajectory interaction context
into a lane-change-oriented context using aggregated multi-head
attention. The Transformer decoder, in turn, utilizes this con-
text alongside the target vehicle’s states through relation-aware
multi-head attention to forecast lane change behavior. Extensive
experiments on two real-world datasets demonstrate that our
proposed framework outperforms state-of-the-art baselines in
both accuracy and robustness.

Index Terms— Lane change prediction, transformer, transfer
learning, attention mechanism, autonomous driving.

I. INTRODUCTION

UTONOMOUS driving is expected to be a revolu-

tionary paradigm for intelligent transportation systems.
Compared to human-driven vehicles, autonomous vehicles
can greatly improve driving safety and operational effi-
ciency in our daily traffic [1], [2], [3]. Nevertheless, it is
inevitable that human-driven and autonomous vehicles will
coexist on the roads in the near future. This poses a
huge burden on the rational decision-making of autonomous
vehicles in such mixed-traffic environments [4]. Therefore,
to enable autonomous vehicles to make sensible decision-
making beforehand, it is crucial to accurately predict the
driving behaviors of surrounding vehicles [5], [6]. As one
of the most essential driving behaviors, lane change behav-
ior exacerbates traffic oscillations and increases the risk of
traffic collisions. According to [7], around 10% of all traf-
fic crashes are caused by lane change behavior. Thus, the
accurate prediction of lane change intention of surrounding
vehicles can provide vital information for autonomous vehicles
to proactively circumvent possible collisions. By integrating
lane change prediction into advanced driver-assistance systems
(ADASs) [8], [9], autonomous driving can be safer, more
efficient, and more comfortable.

As the significance of lane change prediction for
autonomous driving is progressively recognized by both
industry and academia, accurate lane change prediction has
become a topic of great interest in research. Approaches
for lane change intention prediction can be classified into
four categories: model-based methods, generative methods,
discriminative methods, and deep learning methods [10], [11].
Model-based methods rely on different kinds of driver models
that describe multiple driving behaviors. A set of similarity
metrics is then developed to select the most powerful model to
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perform the lane change prediction [12], [13], [14]. Although
model-based methods have great interpretability and show
the capability of stable prediction, they fail to account for
the heterogeneity of drivers which results in poor prediction
performance. With the rise of advanced machine learning and
communication techniques, various generative and discrim-
inative methods have emerged rapidly. Generative methods
aim to model the interdependence between driving behavior
features [15], [16], however, it is difficultt o comprehen-
sively represent the complex relationships between features
by Bayesian networks. On the other hand, discriminative
methods do not require explicitly modeling interdependence
between features. They regard lane change prediction as a
classification p roblem b ut t he f orecast p erformance i s prone
to noise and outliers inherent in data [17], [18]. In contrast
with the above traditional methods, deep learning methods
have become increasingly prevalent in lane change predic-
tion due to their strong representation ability and favorable
generalization performance. Recurrent Neural Network (RNN)
and Long Short-Term Memory (LSTM) are two typical deep
learning models utilized to model the temporal dependence
of vehicle trajectories. The deep-seated dependence features
are subsequently harnessed to predict when the lane change
maneuver is conducted [19], [20], [21]. In light of the tremen-
dous achievement of attention mechanism in the area of
pattern recognition [22], [23], some researchers have involved
Transformer in lane change prediction [24], [25] to extract
long-range time-series dependence and accomplish superior
performance to RNN and LSTM.

Although deep learning methods have shown promising
results in predicting lane change, there are still research
gaps in current lane change prediction models [26], [27],
[28]. First, most recent deep learning-based methods tend
to model the relative relationships between vehicles, such
as relative position and relative speed, among others. How-
ever, this representation of relative relationships requires a
fixed number of surrounding vehicles [ 29], which impairs the
capture of dynamic interactions between vehicles. To accom-
modate a more flexible i nteractional s cenario, s ome research
introduces virtual vehicles to complement the interaction infor-
mation [25], yet the calculation of interaction is sensitive
to the setting of virtual vehicles like position and speed.
In particular, unreasonable settings will incur severe lane
change prediction errors. Second, trajectory data is scarcely
considered in present lane change prediction models. Vehi-
cle trajectories contain rich context information, which is
beneficial for the representation of interactions between vehi-
cles [30], [31]. Nevertheless, present lane change prediction
models have difficulty integrating the trajectory data. Since it
is necessary to insert the trajectory data learning module into
the lane change prediction model, training such a combined
model from scratch is time-consuming and computationally
exhaustive. Furthermore, due to the limited number of lane
change scenarios, only a small portion of the trajectory data
can be utilized for model training, which hinders the in-depth
modeling of interactions between vehicles.

To address the above issues, we propose a novel lane
change prediction framework based on Transformer-based

transfer learning. This approach leverages transfer learning to
overcome the limited availability of lane change trajectory data
for modeling vehicular interactions. Rather than directly using
raw trajectory data, we use transfer learning to incorporate
only the learned interaction context into the lane change
prediction model, capturing rich inter-vehicle interaction infor-
mation while mitigating the effects of varying numbers of
surrounding vehicles. Furthermore, the Transformer architec-
ture, known for its ability to capture semantic relationships
in long sequences [32], [33], is well-suited for handling the
temporal dynamics in lane change scenarios. Specifically,
we first pre-train trajectory models using a great number of
vehicle trajectories. Inspired by the recent progress in vehicle
trajectory prediction [34], [35], [36], high-order interactions
between vehicles can be extracted from the large volume of
trajectory data by Graph Neural Networks (GNNs). Therefore,
cutting-edge GNN-based trajectory models are directly used
to dynamically adapt to the varying number of surrounding
vehicles and capture the vectorized representation of the inter-
action context. Afterward, a refined Transformer is devised
to predict lane change behavior by absorbing the interaction
context captured by pre-trained trajectory models. The derived
context is fed into the Transformer encoder to obtain a fine-
grained lane-change-oriented interaction context. To mitigate
the under expression issue of the original multi-head attention
in the encoder, an aggregated attention mechanism is devel-
oped to improve the representation ability. A relation-aware
Transformer decoder is then invented to fuse the lane-change-
oriented interaction context stemming from the encoder with
the current states of the target vehicle to make the lane change
prediction.

Contributions of this article can be summarized as follows:

o We propose a Transformer-based transfer learning frame-
work to achieve accurate lane change prediction. This
framework skillfully incorporates the interaction context
captured by pre-trained GNN-based trajectory models
rather than training the lane change prediction model
from the raw trajectory data, which improves both the
effectiveness and efficiency of lane change prediction.

« To better convert the trajectory interaction context into the
lane-change-oriented interaction context, an aggregated
attention mechanism is applied to the multi-head attention
in the Transformer encoder. Additionally, we develop
relation-aware biases to enable the multi-head attention
in the Transformer decoder to account for heterogeneous
input features.

o By combining the transfer learning framework with
an enhanced Transformer architecture, our approach
achieves not only higher lane-change prediction accuracy
but also greater stability and robustness across vari-
ous lane-change scenarios. Comprehensive evaluations on
real-world datasets confirm the effectiveness of the pro-
posed framework, demonstrating its superior performance
in real-world applications.

The rest of this article is organized as follows. Section II
reviews some relevant works. Section III establishes the
problem definition. Section IV elaborates on the proposed
framework. Section V presents detailed experimental results.



Finally, Section VI concludes the research and provides some
future works.

II. RELATED WORK

In this section, we review some critical studies about lane
change intention prediction and vehicle trajectory prediction.
Furthermore, the development of transfer learning and its
applications in intelligent transportation systems are briefly
introduced.

A. Lane Change Prediction

In recent decades, lane change prediction has been widely
investigated for building efficient, safe, and trustworthy
autonomous driving. Some recent works have shown deep
learning-based methods have more powerful representation
capability than traditional methods [10], [37], [38], especially
for extracting the interaction context between vehicles. Multi-
Layer Perceptron (MLP) combined with Bayesian regression
was exerted to model the lateral movement of vehicles and
produce the probability of lane change [39]. To better accom-
modate the vehicle dynamics, [40] integrated the kinematics
equation into MLP, which provides a more accurate prediction.
As an efficient feature extractor, the Convolutional Neural
Network (CNN) was applied to capture the instantaneous
relationships between vehicles [41], [42], which facilitates
the intention prediction. Some research [43], [44] also con-
structed multi-view CNNs to extract the context from both
vehicular interaction and ambient environments. Recurrent
Neural Network (RNN) is widely used to represent the tem-
poral dependence attributed to its feedback connections [45].
Therefore, RNN is highly appropriate for modeling the tem-
poral motion of vehicles [46]. Reference [47] injected the
sequential movement information into RNNs to compute the
congestion degree of adjacent lanes of the target vehicle.
[48] compared Echo State Network (ESN) with RNN and
found that RNN has higher accuracy when predicting the
right lane change. The shortage of RNN is easily falling into
gradient vanishing or gradient explosion [49]. As a variant
of RNN, Long Short-Term Memory (LSTM) uses a gating
mechanism to alleviate the problem [50]. Accordingly, LSTM
is popular with driver intention prediction. Reference [19]
designed an ensemble bi-directional LSTM to account for the
varying intention. References [20] and [21] assembled driving
environments and vehicle dynamics as united feature vectors,
which are then fed into LSTM to determine the feasibility
of lane change. Transformer is a new type of deep learning
model, which directly captures the interdependence between
every two elements in an input sequence. Since its extremely
strong long-range information memory, it is extensively used
in Natural Language Processing (NLP) and results in the
flourishing of pre-trained large language models, such as
BERT [51] and GPT [52]. Some research [24], [25] attempted
to explore the applications of Transformer in lane change
prediction and discovered the superiority of Transformer over
classical deep learning models.

In view of the advancement of Transformer, this study
also resorts to Transformer to accomplish precise lane change

prediction. Distinct from [24] and [25] directly using the
primitive Transformer, we ameliorate the multi-head attention
in both the encoder and decoder for better interaction context
conversion and heterogeneous information adaption, respec-
tively.

B. Vehicle Trajectory Prediction

Physics-based and maneuver-based methods prevail in mod-
eling the individual dynamics of the target vehicle [54],
however, they overlook the inter-vehicle interactions and
yield suboptimal prediction performance [55], [56], [57].
Recently, researchers have aroused increasing interest in
interaction-aware methods due to their representation ability of
mutual influence between vehicles. References [58] and [59]
construct spatial grid to depict the inter-vehicle interactions.
However, this kind of representation hinders the compre-
hensive interplay between vehicle motions. Representing the
interdependence between vehicles as a graph is more helpful
for extracting interaction context than using the spatial grid or
state cube [60], [61]. The burst of Graph Neural Networks
(GNNs) also propels the modeling of non-Euclidean inter-
action patterns [62], [63], [64]. [65] applied a homogeneous
graph to modeling interaction, which is unable to acclimatize
to the entering and exiting of surrounding vehicles. To over-
come the issue, [66] proposed to utilize the heterogeneous
graph to render the interdependence between vehicles, where
each node corresponds to a specific vehicle. Afterward, various
types of GNNs are put forward to obtain acute interaction
context. Reference [67] substituted the aggregation function
by spatiotemporal graph architecture, where a kernel function
captures the dynamic interactions. Reference [68] incorporated
the uncertainty of future motion into GNN to accommodate
the evolving nature of interdependence between vehicles.
Reference [69] refined [67] through Gated Recurrent Unit
(GRU) to further capture the temporal attributes of vehicle
behaviors. References [35] and [36] considered the heteroge-
neous interaction context and developed multi-view GNNs to
extract the heterogeneity. Reference [70] proposed to model
the hierarchical interaction context from the micro level to the
macro level, with logical-physical GNNs.

Against the background of vehicle trajectory prediction,
GNN-based models have been shown to be significantly
mighty. Thus, this study proposes to pre-train GNN-based
vehicle trajectory prediction models to capture the interaction
context between vehicles, which is then fed into the refined
Transformer by transfer learning to promote lane change
prediction.

C. Transfer Learning

In real-world applications, the inadequacy of training data
is very common especially labeled data that requires a large
amount of human factor. Transfer learning is a remarkable
solution to the problem by transferring the knowledge learned
from one task to a model on another different task [71].
Through transfer learning, the model capability of the target
domain is strengthened with the informative knowledge from
multiple related source domains [72]. In this manner, the data



scarcity issue is lessened. Nowadays, transfer learning has
pervaded diverse tasks in intelligent transportation systems.
Reference [73] designed a map-matching model with the
pre-trained Transformer, which only uses a limited number
of human trajectories for downstream applications. Refer-
ence [74] exploited spatiotemporal dependence in urban traffic
by cross-city transfer learning to augment the traffic prediction
in small cities. Furthermore, researchers have also employed
transfer learning to facilitate the advancement of autonomous
driving. Reference [75] built a knowledge-enhanced Gaus-
sian Mixture Model (GMM) to accurately identify the
braking intensity of drivers. The braking knowledge is trans-
ferred among drivers with the probabilistic density ratio.
Reference [76] proposed a transfer learning-based online rein-
forcement learning paradigm to improve the sequential control
for intelligent vehicles.

In this study, we resort to transfer learning to enhance
lane change prediction with the interaction context captured
by pre-trained vehicle trajectory prediction models. For one
thing, the potential of trajectory data can be fully exploited.
For another thing, the proposed lane change prediction model
can focus on learning from lane change behavior without the
need to devote time to learning from trajectory data, which
elevates lane change pattern recognition.

III. PROBLEM FORMULATION

In this study, we aim to achieve real-time lane change
prediction for autonomous vehicles. As shown in Fig. 1, the
vehicle whose driving behaviors have an impact on the ego
vehicle (autonomous vehicle) is identified as the target vehicle.
To ensure the safety and efficiency of the ego vehicle, it is vital
to predict the lane change intention of the target vehicle in a
short time. Assume that the ego vehicle is able to detect states
(e.g. position and speed) of the target vehicle and surrounding
vehicles in its vicinity [24], [25]. The observed states of the
vehicle v; at time slot ¢ are defined as:

Xt = [T s T )
where sLi € R denotes the specific states (e.g. position,
speed, and acceleration) of the vehicle v; at time slot t and F
denotes the number of state variables. Here, vg refers to the
target vehicle and v; (i > 0) refers to the i-th surrounding
vehicle. The traceback time window is denoted by T, so iji
is a matrix of the size F x T. With the aforementioned
definitions, this study aims to find an approach f(-) to predict
the lane change intention of the target vehicle over the next
time slot ¢ 4 1:

Yol = f (Hy) )

where H, € RN*FXT ig a three-order tensor, such that
H: (@, :,:) = XfJi and N; denotes the total number of vehicles
between time slots t+ — T 4 1 and ¢. Notably, lane change
prediction is formulated as a multi-class classification problem
in this study. Therefore, y50+1 represents the most likely of the
three classes: left lane change (left LC), right lane change
(right LC), or lane keeping (LK), as presented in Fig. 1.

n

[]:D_’ Right LC\‘v
D D D

Ego vehicle

Target vehicle Surrounding vehicle

Fig. 1. Lane change prediction schematic.

IV. METHODOLOGY

This section introduces a novel Transformer-based trans-
fer learning framework to address the problem outlined
in Section III. As depicted in Fig. 2, the proposed lane
change prediction framework consists of two components. The
first component (A-Trajectory Model Pre-training), involves
pre-training a trajectory model on historical data to capture
inter-vehicular interactions. The second component (B-Lane
Change Prediction), utilizes real-time vehicle information,
which is fed into the pre-trained trajectory model to gen-
erate real-time interaction context. A refined Transformer is
then employed to predict lane change intentions. Specifically,
the Transformer encoder transforms the trajectory interaction
context into a lane-change-oriented context. The Transformer
decoder then merges this context with real-time target vehicle
states to estimate the vehicle’s lane change intention for the
next time step.

A. Trajectory Model Pre-Training

To incorporate the informative vehicle trajectories into the
lane change prediction model for enlarging the perception
field, we pre-train the vehicle trajectory model with historical
data and employ it to capture the real-time interaction context.
The pre-trained transfer learning philosophy has the advan-
tages of providing abundant vehicle trajectory information for
lane change prediction and preventing the unnecessary training
overhead that could have been caused by joint training of
the trajectory model and lane change prediction model. Let
t' be the given current time slot in the historical time horizon.
The output of the vehicle trajectory model is the predicted
trajectory of the target vehicle vy at the next time slot ¢ + 1:

2, = gy (Hy) 3)
where H, is the observed multi-vehicle state tensor at time slot
¢’ with the same structure as H; in Section III. g4 (-) denotes
the vehicle trajectory model with the learnable parameter set
¢. 2 = [(z;’;} zi,/OJr)l) ) (ZL/OJF)% z’/+2) . ] stands for the

v0.y
predicted position sequence of the target vehicle, where zﬁ(ﬁl

and zﬁofyl are the coordinates in the map. At the pre-training
stage, the optimization objective is to minimize the trajectory
prediction error. Notably, the message passing form of gy (-) is
critical to precisely capturing the interaction context. Recently,

GNNs have become the model of choice to characterize
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Fig. 2. Overview of the proposed Transformer-based transfer learning framework for lane change prediction. Historical data is used to pre-train the trajectory
model while real-time data is fed into both the pre-trained trajectory model and the Transformer decoder to predict the future lane change intention.

inter-vehicle relationships as the non-Euclidean interactions
between vehicles can be naturally represented as a graph.
Meanwhile, GNNs suit the demand for adaptive modeling of
the varying number of surrounding vehicles resulting from
vehicle entry and exit. In this study, we adopt five representa-
tive GNN-based trajectory models as alternatives of gy (-) to
fulfill the self-consistent message passing:

o VectorNet [34]. VectorNet is the first to exploit the
high-order interactions between vehicles by hierarchical
graph neural network. The experimental results demon-
strate the superiority of GNN over the traditional RNN
and LSTM in representing inter-vehicle interactions.

« EvolveGraph [68]. EvolveGraph extends the VectorNet
by accounting for the evolving feature of underlying inter-
actions between vehicles. Through the dynamic GNN,
the uncertainty and multi-modalities of interactional
behaviors can be fully captured.

« HEAT-I-R [36]. HEAT-I-R modifies Graph Attention
Networks (GAT) to handle the heterogeneity inherent
in vehicles and interactions and designs a three-channel
framework to jointly model individual dynamics, inter-
vehicle interactions and driving environments.

« HCAGCN [35]. HCAGCN extends EvolveGraph by fur-
ther representing the evolving inter-vehicle interactions
from both the spatial and temporal domains. In particular,
a node attention mechanism is developed to integrate the
driving environment feature into the dynamic interaction
context.

e MVHGN [70]. MVHGN considers the multi-view cor-
relations between vehicles and invents an adaptive
logical-physical combined Graph Convolutional Net-
work (GCN) to accommodate heterogeneous vehicles in
mixed-traffic environments.

In summary, the pre-trained trajectory model acts as a prior
by generating an inter-vehicle interaction context for real-time
lane change prediction and can be flexibly replaced with any
model based on the GNN paradigm. In this study, we utilize
the aforementioned five models as pre-trained models in our
experiments.

B. Lane Change Prediction

To achieve accurate lane change prediction, we resort to
Transformer to intensively combine the extracted trajectory
interaction context with real-time target vehicle states. With
the ingenious attention mechanism, Transformer is capable
of differentially capturing the information of each part of
the input data, which enhances the lane-change prediction
accuracy. In the following, we elaborate on each basic module
of the proposed Transformer.

1) Model Input: As presented in Fig. 2, the input comprises
two components: the trajectory interaction context and target
vehicle states fed into the encoder and decoder, respectively.
The real-time trajectory interaction context is obtained from
the pre-trained trajectory model by:

X! = 8¢’ (H:)

V0,8

(4)
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Fig. 3.  The process of obtaining trajectory interaction context. Through
multi-layer GNN, the trajectory-aware inter-vehicle interactions are captured
and extracted from the activation of the target vehicle node in the last (Lg-th)
layer.

where g4 denotes the GNN-specific component in the
pre-trained trajectory model with the transferred GNN param-
eter set, ¢’. The detailed process is illustrated in Fig. 3. The
derived XLO ¢ € RE'XT represents the trajectory interaction
context as the input to the refined Transformer encoder, where
F’ refers to the feature dimension. Correspondingly, the target
vehicle states X, is fed into the decoder.

2) Embedding Layer: The input layer in the decoder is
followed by an embedding layer, which converts the primitive
input data into a deep-seated feature vector. The embedding
process is formulated as a linear transformation with learnable
parameter W, € RF' *F: Xip.e = WX, .

3) Positional Encoding: To accommodate the positional
information of each element in an input sequence, both the
encoder and decoder are equipped with a positional encoding
layer [32]. Without loss of generality, we describe below the
positional encoding process in the encoder. The positional
embedding pe is calculated by:

pos,i

pos

sin —
. (10000!/F
Pepos,i = pos

o’ ( 100001/ F'

where pos denotes the position and i stands for the dimension.
i = 0 indicates the dimension i is even. peps,; is element
of positional embedding matrix PE. The encoding frames
a wavelength, which shapes a geometric progression from
27 to 10000 - 2. The diminishing frequency with position
enables each element in a sequence to be assigned a unique
embedding. Furthermore, the encoding also possesses a great
attribute that pe o5k ; can be expressed by the linear transfor-
mation of pe . ; for any given k. The output of the positional
encoding layer is the sum of trajectory interaction context
Xf)o ¢ and the positional embedding matrix PE, denoted by
Xt

4 ) Reﬁned Multi-Head Attention: The attention mechanism
in Transformer plays a critical role in capturing the pro-
found information rooted in a long sequence, provoking an
impressive performance in behavior modeling of autonomous
driving [24], [25], [77]. The building block of multi-head
attention is scaled dot-product attention, as presented in
Fig. 4a. The output of it is computed as the weighted sum of
input value V. The weight for each element in V is determined
by the compatibility degree, attained from the query Q along
with the corresponding key K. The calculation process can be

) when i =, 0
(5
) otherwise

formulated as:

Attention(Q, K, V) ft (QKT) v (6)
ention(Q, K, V) = softmax | —

Vi
where dj is the dimension of K, serving as the scaling factor.
To bolster the representation ability of self-attention, multiple
groups of projection from original Q, K and V are devel-
oped to generate multi-faceted attention weights, as shown in
Fig. 4b. Each group of the projection is realized by the linear
transformation, which is called an attention head:

head; = Attention (QWZ, KWF, VW) (7)

where (WlQ , WiK , WlV ) denotes a specific group of projection
parameters. Concatenating multiple attention heads, the output
of multi-head attention is:

MultiHead(Q, K, V) = Concat (heady, ..., head,) W? (8)

where WO refers to the projection parameter in the last layer
and & denotes the number of attention heads. Unlike RNN,
multi-head attention can be parallelized for simultaneously
computing activation of any position in an input sequence and
thus immensely improves the training efficiency.

Despite exhibiting the powerful capability of sequential
modeling, multi-head attention suffers from separate repre-
sentation with low-dimensional Q and K that inhibits the
global information propagation [78]. This issue is more pro-
nounced in the Transformer encoder which aims to convert
trajectory interaction context into lane-change-oriented context
that requires global information extraction. To address this
issue and facilitate context conversion, we propose aggregated
multi-head attention. The scaled process in original attention
is replaced with the aggregated operation (see Fig. 4c-4d).
Specifically, each attention head is regarded as a low-rank
distribution mounted on the input V and we aggregate these
distributions with crossed connections to enhance the repre-
sentation ability of multi-head attention:

~ (D

v Al A Alh U
u? A A dan | | 0%
= . ©)
um Anl o An2 A f].(h)
where U " _ Q(h)K(h)T. The updated U has the advantage

of enlarging the perception field of multi-head attention, better
capturing the holistic information of an input sequence.

In the Transformer decoder, the heterogeneous attributes
of the input V are not accounted for in the vanilla multi-
head attention. To adaptively capture the correlations among
different attributes of V, a relation-aware multi-head attention
is devised with dimension-specific biases. Given a group of
projection WQ WK WV) the scaled dot-product operation
in Fig. 4a is upgraded to:

(VW) (v + %) WE)T
Vi

(10)
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Fig. 4. Attention mechanism for vanilla transformer ((a) & (b)) and for
refined transformer encoder ((¢) & (d)).

where v; denotes the j-th input vector (namely j-th row) of
V and eX is learnable relation biases, which enables the key
K attends to heterogeneous features of V.

5) Feed Forward Network: The output of the refined
multi-head attention layer is fed into a position-wise feed-
forward network, which comprises two linear transformation
layers with a ReLU activation function amid them. The
feed-forward network is imposed on each position separately
so as to provide the informative mapping for the next encoder
or decoder block.

6) Add & Norm Layer: To avert network degradation result-
ing from the block stacking, add & norm layer is applied by
means of residual connection. By eliminating large variations
of values transmitting through network layers, the add & norm
layer is able to improve the generalization ability of the refined
Transformer.

7) Intention Prediction: The hidden state for the next time
slot is acquired after the honing of L stacked decoder blocks.
Through a linear transformation with a softmax activation
function, the lane change intention probability is obtained:

(1)

t+1 _ t+1
w,, = softmax (hv0 )

TABLE I
STATISTICS OF THE DATASETS

Dataset | HighD NGSIM
#Duration (hours) 16.5 1.5
#Lanes (per direction) 2-3 5-6
#Vehicles 110,000 9,206
#Sampling rate (Hz) 25 10
#Lane change samples 8,150 3,310
#Lane keeping samples 12,225 4,965
#Training samples 16,300 6,620
LC+LK (%) 40.0%+60.0% 40.0%+60.0%
#Validation samples 2,037 827
LC+LK (%) 40.0%+60.0% 40.0%+60.0%
#Test samples 2,038 828
LC+LK (%) 40.0%+60.0% 40.0%+60.0%

te ts te

Lane change preparation . Lane change execution
r k.
A

D CD

Target vehicle Surrounding vehicle

Fig. 5. The example of lane change process.
where h%“ denotes the linearly transformed hidden state. The
calculation process of softmax is:

t+1
) = exp (11) (12)
wi) T e 1+1
2 k=1 €Xp (hvo,k)

where h;ﬁ denotes the i-th component of hfj{l and C is
the category number referring to three types of lane change
intention (as illustrated in Section III). The type corresponding
to the largest probability value in w’F! is the predicted lane

vo
change intention y/!.

softmax (

C. Model Training

Instead of using the cross-entropy loss that is prevalent in
lane change prediction [24], [25], we propose to leverage the
focal loss function [79]. Focal loss is designed to handle class
imbalance by assigning more weights to minority categories
while down-weighting majority categories. The focal loss is
defined as:

£=—% 2 ¢ (1= )7 log () (13)

l

where y; stands for the predicted probability of the
ground-truth intention type of the i-th training sample. M
denotes the total number of training samples. ¢ and v are
the fixed balancing factor and the tunable focusing param-
eter, respectively. Benefiting from the above two regulatory
factors, the focal loss is capable of adaptively adjusting the



optimization contributions from different training samples and
thus elevates training efficiency and model performance.

V. EXPERIMENTAL RESULTS

In this section, extensive experiments are conducted on
real-world data to verify the performance of the proposed
framework. All models are trained and evaluated by the
PyTorch package.'

A. Experimental Setup

1) Datasets: To verify the proposed approach, we con-
duct experiments on two commonly used public datasets,
HighD [80] and NGSIM [81]. For each dataset, 80% of
the total samples are randomly selected as the training set.
The remaining 20% samples are uniformly divided into the
validation set and the test set. Table I shows the detailed
statistics of the datasets. For model training and evaluation,
it is essential to label lane change trajectories. Accordingly,
we first examine the real-world lane change process. Fig. 5
illustrates a typical lane change scenario, divided into three
key phases: (1) before ¢., the target vehicle maintains its lane;
(2) from ¢, to ts, the vehicle observes its surroundings and
prepares for the lane change maneuver; and (3) from #; to
t,, the vehicle executes and completes the lane change by
t.. Since only #; and f, are provided in the datasets and ¢,
is undefined, we must determine z. to label the lane change
process. Based on previous studies on the temporal dynamics
of lane changes [82], we assume a 2-second period between
t. and t;. We label the time frame (., t,) as the lane change
trajectory.

2) Baselines: We compare the proposed Transformer-based
Transfer Learning framework (TTL), which incorporates dif-
ferent pre-trained vehicle trajectory models, with a sizable col-
lection of state-of-the-art lane change prediction techniques:

o« SWA [14]. SWA is a model-based method, which
includes the steering wheel angle in vehicular kinematic
description to improve lane change prediction perfor-
mance. The steering wheel angle of a vehicle is calculated
by its lateral and longitudinal velocities.

« BN [15]. BN is a generative method, in a bid to mimic the
human reasoning process when executing the lane change
maneuver. With the decomposed probability inference of
the Bayesian network, BN is able to be aware of the
dynamics of surrounding vehicles.

« HMM [83]. HMM supposes a latent variable to account
for various observed lane change behaviors and integrates
Gaussian Mixture Models to further interpret the lane
change intention. Hidden Markov Models are then lever-
aged to accommodate latent states and estimate the lane
change maneuver.

o« EBiRNN [19]. EBiRNN is an ensemble bidirectional
LSTM model to precisely forecast the lane change inten-
tion. LSTM is utilized to cope with the sequence of
driving behaviors, capturing the temporal dependence and
behavioral patterns.

1 https://github.com/pytorch/pytorch
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Fig. 6. The variation in lane change prediction performance with the number
of surrounding vehicles. Notably, we only present the results on HighD
as the NGSIM dataset contains only multi-surrounding-vehicle lane change
scenarios.

o ESN-RNN [48]. ESN-RNN compares the lane change
prediction performance of ESN and RNN and selects a
more suitable one for each driving scenario. Under the
circumstances, the left lane change maneuver is predicted
by ESN while the right lane change behavior is estimated
by RNN.

o AttnLSTM [21]. AttnLSTM incorporates the attention
mechanism into LSTM to achieve accurate lane change
prediction. The attention mechanism computes impacting
weights of driving features at different time slots on
the lane change intention, enhancing the discrimination
ability of LSTM.

o Transformer [24]. Transformer models the time-series
driving behaviors with multi-head attention, resulting
in a powerful generalization ability. Notably, this is a
decoder-only Transformer with a pooling layer to output
the probability of lane change.

o rTransformer [25]. rTransformer employs the complete
encoder-decoder structure to augment the lane change
prediction. The lateral trajectory information captured
by the Transformer encoder is regarded as the prior
knowledge for the Transformer decoder, supporting the
extraction of inter-vehicle interactions.



TABLE I
INTENTION PREDICTION PERFORMANCE ON BOTH HIGHD AND NGSIM

HighD NGSIM

Method Lane Change Lane Keeping Lane Change Lane Keeping

Precision Recall Precision Recall Precision Recall Precision Recall
SWA 0.5398 0.6491 0.6815 0.6933 0.6240 0.6124 0.6427 0.6436
BN 0.6019 0.6933 0.7121 0.7058 0.6730 0.6812 0.7024 0.6997
HMM 0.6138 0.7013 0.7044 0.7129 0.6835 0.7012 0.6714 0.6931
EBiRNN 0.7428 0.7512 0.7836 0.7617 0.7983 0.7716 0.8018 0.8034
ESN-RNN 0.7219 0.7285 0.7416 0.7440 0.7712 0.7837 0.8012 0.7996
AttnLSTM 0.7918 0.8017 0.8135 0.8029 0.8316 0.8284 0.8501 0.8496
Transformer 0.8615 0.8754 0.8862 0.8903 0.9014 0.9048 0.8915 0.8987
rTransformer 0.8736 0.8817 0.8905 0.9052 0.9093 0.9136 0.9057 0.9011
TTL+VectorNet 0.9716 0.9783 0.9802 0.9814 0.9730 0.9695 0.9786 0.9719
TTL+EvolveGraph 0.9796 0.9824 0.9815 0.9833 0.9806 0.9865 0.9812 0.9796
TTL+HEAT-I-R 0.9841 0.9878 0.9883 0.9865 0.9901 0.9919 0.9907 0.9925
TTL+MVHGN 0.9879 0.9903 0.9915 0.9932 0.9916 0.9920 0.9904 0.9918
TTL+HCAGCN 0.9883 0.9914 0.9901 0.9920 0.9927 0.9926 0.9937 0.9933

TABLE III
LANE CHANGE PREDICTION PERFORMANCE BREAKDOWN ON BOTH HIGHD AND NGSIM
HighD NGSIM

Method Left Lane Change Right Lane Change Left Lane Change Right Lane Change

Precision Recall Precision Recall Precision Recall Precision Recall
SWA 0.5463 0.6619 0.5281 0.6220 0.6381 0.6311 0.6094 0.6017
BN 0.6218 0.7025 0.5907 0.6854 0.6841 0.6907 0.6654 0.6723
HMM 0.6305 0.7124 0.5988 0.6916 0.6892 0.7202 0.6784 0.6833
EBiRNN 0.7511 0.7724 0.7337 0.7309 0.8081 0.7826 0.7894 0.7631
ESN-RNN 0.7362 0.7388 0.7086 0.7164 0.7852 0.8042 0.7608 0.7665
AttnLSTM 0.8026 0.8201 0.7813 0.7802 0.8431 0.8328 0.8250 0.8179
Transformer 0.8821 0.8875 0.8432 0.8690 0.9104 0.9123 0.8925 0.8966
rTransformer 0.8857 0.8937 0.8665 0.8784 0.9174 0.9199 0.8987 0.9082
TTL+VectorNet 0.9723 0.9805 0.9701 0.9762 0.9725 0.9665 0.9734 0.9721
TTL+EvolveGraph 0.9803 0.9815 0.9787 0.9836 0.9802 0.9880 0.9811 0.9842
TTL+HEAT-I-R 0.9882 0.9864 0.9810 0.9885 0.9911 0.9924 0.9889 0.9913
TTL+MVHGN 0.9892 0.9917 0.9863 0.9894 0.9924 0.9925 0.9908 0.9913
TTL+HCAGCN 0.9896 0.9925 0.9871 0.9905 0.9923 0.9931 0.9930 0.9920

3) Evaluation Metrics: Two prevailing evaluation metrics,
i.e. Precision and Recall, are used in the experiments:

.. TP
Precision = ———— (14)
TP+ FP
TP
Recall = —— (15)
TP+ FN

where T P denotes the number of positive samples predicted
correctly, F P denotes the number of negative samples wrongly
predicted as positive, and FN stands for the number of
positive samples wrongly predicted as negative.

4) Implementation Details: The Adam optimizer is utilized
to minimize the training loss and the learning rate is set to
0.0001. The training epochs are set as 500 and 400 for HighD
and NGSIM datasets, respectively. The batch size is set to
256. The embedding size d,,, for the input is set as 100.
The number of attention heads #/ is set to 4. The dimension
of attention-related variables dy,oq0; is uniformly set as 200.
Furthermore, the time interval is set to 0.2s and the traceback
time window T is set to 4s. All experiments are implemented
on a server with an NVIDIA A100 GPU of 40GB memory.

B. Intention Prediction Performance

In this experiment, we compare various combinations of
TTL and pre-trained vehicle trajectory models (introduced

in Section IV-A) against all baselines on different intention
prediction tasks. Table II shows the intention prediction results
on both datasets. The best-performing method in each case is
highlighted.

We observe that deep learning-based baselines (EBiRNN,
ESN-RNN, AttnLSTM, Transformer, and rTransformer) con-
sistently achieve better results than the model-based method
(SWA) and generative methods (BN and HMM) in all cases,
which verifies the capability of deep learning models. Among
deep learning-based baselines, methods that integrate atten-
tion mechanism (AttnLSTM, Transformer, and rTransformer)
perform better than bare RNNs (EBiRNN and ESN-RNN)
in all cases, indicating that attention mechanism encour-
ages the comprehension of driving intention. Apparently, the
TTL family consistently outperforms all baselines on both
datasets, demonstrating the powerful prediction ability of TTL.
TTL+HCAGCN achieves the best performance in most cases,
showing an improvement of 10.6% over the best-performing
baseline (rTransformer) on average. Moreover, the TTL family
exhibits robust and stable performance in predicting driv-
ing intention on different datasets, while baselines produce
significantly different results on HighD and NGSIM.

We further examine the impact of introducing virtual
vehicles in the best-performing baseline, rTransformer. Specif-
ically, we plot the variation in lane change prediction
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performance based on the number of surrounding vehicles,
as shown in Fig. 6. We observe that both our approach
and rTransformer perform worse with fewer surrounding
vehicles compared to scenarios with more vehicles. This is
expected, as lane change prediction becomes more challenging
in free-flow environments where drivers tend to make discre-
tionary lane changes. However, rTransformer’s performance
declines significantly. This is due to the introduction of virtual
vehicles to supplement interaction information, which also
introduces noise into the lane change modeling process.

C. Performance Across Different Categories of Lane Change

To further explore the effectiveness of TTL, we look into
the breakdown of performance on different categories of the
lane change maneuver. Table III shows the prediction results
in different lane change categories on both datasets. The
best-performing method in each case is highlighted.

Similar to the trend of intention prediction, deep
learning-based baselines perform better than model-based and
generative methods in all cases. Additionally, the attention
mechanism has an immense effect on distinguishing between
driving maneuvers of left lane change and right lane change,
as evidenced by the satisfactory performance of AttnLSTM,
Transformer, and rTransformer. The TTL family also outper-
forms all baselines in predicting whether left lane change
or right lane change on both datasets. TTL4+HCAGCN still
achieves the best performance, showing an improvement of
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10.5% over the best-performing baseline (rTransformer) on
average. Generally, it is more difficult to accurately predict
the right lane change behavior due to the higher random-
ness degree. However, the TTL family realizes extremely
close performance when predicting left and right lane change
maneuvers.

D. Parametric Studies

The embedding size dp, the number of attention heads #,
and the dimension of attention variables d,;, 4.1 are three vital
hyperparameters in TTL. Therefore, we investigate the impact
of them on the prediction performance of TTL. Without loss
of generality, we present the results of the best-performing
method, namely TTL4+HCAGCN.

First, specifying the number of attention heads 4 = 4 and
the dimension of attention variables d,oq.; = 200, we vary the
embedding size d,p from 5 to 200 on a log scale, and exhibit
its impact on intention prediction for both datasets in Fig. 7.
It can be observed that the performance ascends rapidly in the
beginning and then reaches the peak when d,,,;, = 100 in all
cases. Second, specifying the embedding size de;,, = 100 and
the dimension of attention variables dy,pq4.1 = 200, we vary
the number of attention heads # from 2 to 8, and plot its
impact on prediction performance for both datasets in Fig. 8.
Similar to the tendency of d5, the performance rises sharply
in the beginning and remains steady when # > 4 in all cases.
Finally, specifying the embedding size d.,;, = 100 and the



TABLE IV
ABLATION STUDY ON INTENTION PREDICTION PERFORMANCE

HighD NGSIM
Method Lane Change Lane Keeping Lane Change Lane Keeping
Precision Recall Precision Recall Precision Recall Precision Recall
TTL_E+HCAGCN 0.9547 0.9608 0.9565 0.9659 0.9561 0.9627 0.9588 0.9634
TTL_D+HCAGCN 0.9405 0.9471 0.9654 0.9692 0.9473 0.9515 0.9626 0.9663
TABLE V
ABLATION STUDY ON LANE CHANGE PREDICTION PERFORMANCE BREAKDOWN
HighD NGSIM
Method Left Lane Change Right Lane Change Left Lane Change Right Lane Change
Precision Recall Precision Recall Precision Recall Precision Recall
TTL_E+HCAGCN 0.9726 0.9763 0.9318 0.9455 0.9679 0.9782 0.9436 0.9471
TTL_D+HCAGCN 0.9509 0.9554 0.9417 0.9502 0.9528 0.9553 0.9526 0.9580
TABLE VI the time consumption of different methods and the results
TIME-CONSUMING COMPARISON (S) are shown in Table VI. Notably, the computing server used
Method | HighD | NGSIM in this study is on par with mainstream autonomous driv-
{A:ttanSTM 882? 88(1)‘2‘ ing platforms. It can be found that the inference time for
ransrormer . B . .
Transformer 0.028 0019 the best—performlpg method TTL—I—HCAGCN is only 0.029s
TTL+HCAGCN 0.029 0.021 and 0.021s on HighD and NGSIM, respectively, comparable

number of attention heads 4 = 4, we vary the dimension of
attention variables d;;,04.; from 80 to 600, and show its impact
on intention prediction for both datasets in Fig. 9. We discover
that the best performance is achieved when d;04.1 = 200 in
most cases. Accordingly, in all experiments, the embedding
size d.np, the number of attention heads /4, and the dimension
of attention variables d,, .4 are set to 100, 4, and 200,
respectively.

E. Ablation Studies

In this experiment, we investigate the effectiveness of
the proposed aggregated multi-head attention and relation-
aware multi-head attention. Two variants TTL_E+HCAGCN
and TTL_D+HCAGCN are created. TTL_E+HCAGCN rep-
resents using the aggregated multi-head attention in the
encoder while keeping the original multi-head attention in the
decoder. TTL_D+HCAGCN embodies utilizing the relation-
aware multi-head attention in the decoder while maintaining
the original multi-head attention in the encoder. Tables IV-V
present the experimental results.

In Table IV, we observe that TTL_E+HCAGCN achieves
a lower variance of prediction performance between lane
change and lane keeping compared to TTL_D+HCAGCN,
manifesting that aggregated multi-head attention is critical for
improving the lane change prediction performance since it can
fluently convert the trajectory interaction context into lane-
change-oriented interaction context. In Table V, we discover
that TTL_D+HCAGCN outperforms TTL_E+HCAGCN in
stability when predicting different categories of the lane
change maneuver. This implies that relation-aware multi-
head attention enhances the robustness of TTL in predicting
lane change behaviors by smoothing attention weights to
accommodate heterogeneous input features.

F. Comparison of Inference Time

Inference time is a key factor influencing the wide deploy-
ment of the proposed framework. Therefore, we calculate

to the best-performing baseline (rTransformer). This means
that the proposed framework TTL is efficient enough to
predict the lane change intention in real time.

VI. CONCLUSION

Existing lane-change prediction models often fail to fully
utilize the large volume of vehicle trajectory data and rely on
rigid representations of traffic environments. To address these
limitations, we propose a novel Transformer-based transfer
learning framework that incorporates inter-vehicle interaction
context learned from pre-trained trajectory models, rather than
directly from raw trajectory data. This approach enhances
both the effectiveness and efficiency of lane change pre-
diction. Our extensive evaluation on two real-world datasets
demonstrates the superiority of this framework across multiple
intention prediction tasks. Compared to eight state-of-the-art
baselines, our model consistently outperforms the best deep
learning-based approach, achieving at least 10.6% and 10.5%
improvements in predicting driving intention and lane change
type, respectively. Additionally, our approach shows strong
robustness and stability across different datasets and tasks,
benefiting from its adaptability to varying traffic environments
through interaction context. Lastly, we assess computational
efficiency and confirm that the proposed method is fast enough
to support real-time predictions.

In the future, we plan to further investigate the lane
change intention prediction problem by accounting for extreme
weather conditions and uncertainties in prediction results.
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