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ABSTRACT
Skin cancer is one of the most prevalent and deadly neoplasms globally. Although melanoma constitutes a minor percentage of 
all skin cancer types, it presently stands as the primary cause of skin cancer-related deaths. Previous studies indicate that deep 
learning algorithms may identify subtle patterns and detailed features in medical images for melanoma detection, however, 
challenges remain due to the scarcity of annotated images and the intricacy of cancer images. The need for early skin cancer 
detection, particularly melanoma, is an urgent concern due to its potential for high mortality when not identified and treated 
promptly. This paper introduces a comprehensive method for melanoma detection in medical images through the incorporation 
of data augmentation approaches. We employed a CNN model for the categorization of melanoma images with data augmenta-
tion techniques such as random horizontal flips, random cropping, grayscale conversion, Gaussian blur, and random perspective 
transformations. Experiments demonstrate that the suggested method surpasses the existing peak performance in melanoma 
identification within medical imaging. The results indicate the potential of data augmentation techniques in alleviating the issue 
of insufficient medical images and improving melanoma detection. We attained an overall accuracy of 93.43%, a sensitivity of 
99.74%, and a specificity of 88.53% in melanoma detection, surpassing state-of-the-art approaches with the HAM10000 dataset. 
Our model is beneficial in clinical settings to aid dermatologists in precisely identifying patients, facilitating early intervention, 
and potentially preserving lives. In the future, we intend to test our algorithm on more skin cancer datasets that may enhance the 
accuracy of melanoma diagnosis. A crucial component of the design is the ablation study, which seeks to discover and improve 
the most significant model parameters for computational efficiency and diagnostic precision. The HAM10000 dataset is utilized 
for ablation tests to assess and validate the efficacy of the suggested method.
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1   |   Introduction

Skin lesions are prevalent, proliferative dermatological disorders 
that can be categorized as benign or malignant. Benign lesions 
generally exhibit moderate growth, lack metastasis, and do not im-
pact adjacent or remote structures, often rendering therapy unnec-
essary [1]. Conversely, malignant tumors may spread and threaten 
adjacent tissues and organs, underscoring the necessity of early 
discovery and intervention for enhanced results. Artificial intelli-
gence has facilitated computer-assisted diagnosis of skin diseases, 
presenting a viable method for accurate and efficient diagnostics 
[2]. In the forthcoming years, the global cancer burden will surely 
increase, presenting a significant threat to public health world-
wide. The increasing proportion of adults and elderly patients are 
two critical elements leading to the escalation of cancer-related 
mortality. Moreover, although the prevalence of specific solid tu-
mors has decreased in certain countries, the restricted efficacy of 
systemic treatments for various illnesses and contexts remains a 
significant issue [3]. Dermatologists can utilize AI systems to aug-
ment their clinical practice, integrating clinical data to boost the 
precision of AI-driven diagnosis [4, 5].

Changes in a lesion's dimensions, pruritus, and pigmentation 
may occasionally signify the onset of melanoma, as illustrated in 
Figure 1. Although non-melanoma skin cancers are more prev-
alent, melanoma is the most common cause of mortality. The 
likelihood of healing and survival markedly increases with the 
early discovery and identification of skin cancer. Considering 
the pivotal role of immunotherapy in cancer treatment, contin-
uous investigation into factors that may affect treatment selec-
tion is essential [6]. Neglecting to do so may result in significant 

repercussions [7, 8]. African Americans, Asian Indians, Chinese 
Asians, and Africans have exhibited a consistent increase in 
melanoma prevalence over the past thirty years [9, 10]. Acral 
lentiginous melanoma (ALM) is the predominant kind of mela-
noma among individuals with darker skin in South Africa, often 
impacting the hands and feet [11]. Regrettably, the identification 
of melanoma is frequently postponed in those with darker skin, 
resulting in a poorer prognosis compared to those with lighter 
skin. Deep learning techniques have surfaced as the most prom-
ising methodology, exhibiting image-based diagnostic abilities 
akin to those of seasoned medical practitioners.

In a study [12], the scientists validated a CNN model using 
roughly 12 000 publically available dermoscopic images and 
discovered that the model surpassed 136 out of 157 clinicians 
in detecting malignant melanoma. Numerous deep learn-
ing models already yield probability scores for melanoma 
diagnosis; nevertheless, their opaque “black box” character 
raises questions regarding interpretability, which may mis-
lead physicians. In response, numerous researchers have 
investigated CNN models that detect dermoscopic features 
and emulate the criteria employed for melanoma diagnosis, 
with the objective of generating better elucidative diagnostic 
outcomes through ensemble learning and transfer learning. 
Moreover, advanced techniques such as generative adversar-
ial networks [13] and multi-task learning [14], coupled with 
enhanced data augmentation, have gained popularity in re-
cent years. CNN models have markedly enhanced melanoma 
diagnosis when utilized with standardized, high-quality der-
moscopic images. However, initiatives have been undertaken 
to integrate non-dermoscopic datasets, acknowledging the 

FIGURE 1    |    Different samples of dermoscopic medical images.
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growing accessibility of images obtained with conventional 
digital cameras [15]. The inclusion of this extensive informa-
tion seeks to promote the advancement of sophisticated and 
economical technologies [16–18].

The necessity for early identification of skin cancer, espe-
cially melanoma, is a pressing issue due to the potential for 
significant mortality if not recognized and treated swiftly. 
Manual evaluation by dermatologists results in inconsisten-
cies in precision and postponements in prompt identification. 
Consequently, it is essential to create an automated model 
that utilizes Convolutional Neural Networks to analyze skin 
images and provide accurate melanoma identification. Our 
model would enable early intervention and can preserve lives. 
Despite breakthroughs in melanoma identification with con-
volutional neural networks, their accuracy is compromised by 
insufficient labeled data and the intrinsic complexity of mel-
anoma images. We conducted research to further study the 
effectiveness to integrate augmentation techniques with CNN 
to improve the accuracy of melanoma diagnosis in response to 
the challenges presented. Our model MCADT effectively iden-
tifies skin lesions to protect individual health and enhance 
societal well-being. The main contributions of the study are 
outlined below:

1.	 To mitigate the dataset's shortage, we employed these 
five augmentation techniques RandomHorizontalFlip, 
RandomCrop, RandomPerspective, GaussianBlur, and 
Greyscale to enhance the medical image dataset.

2.	 We examine the efficacy of deep visual features derived 
from several pre-trained CNN models and assess their per-
formance using a standard set of classifiers.

3.	 Our model MCADT assists dermatologists in precisely 
identifying patients, minimizing diagnostic errors, and ul-
timately enhancing patient outcomes.

4.	 We assess multiple potential combinations of CNN models 
and classifiers utilizing the benchmark dataset HAM10K.

5.	 We conduct ablation studies to illustrate the impact of nu-
merous critical parameters, including preprocessing, op-
timizer, batch size, learning rate, number of epochs, and 
feature extraction at various CNN layers on our MCADT 
model.

2   |   Related Work

Numerous studies have concentrated on creating a CAD strat-
egy for skin cancer utilizing deep learning. This research fol-
lowed the standard medical image analysis procedure [19], 
which includes image preparation, segmentation, feature 
extraction, and classification. Yet, current methodologies 
employing conventional image recognition techniques have 
demonstrated restricted efficacy, as they necessitate human 
feature estimate and extraction [20]. In contrast, convolu-
tional neural networks can autonomously identify intricate 
nonlinear connections within images  [12, 21]. This research 
[12] employed 4204 biopsy-validated pictures of melanoma 
and nevi (1:1) to train a convolutional neural network (CNN). 
Advanced deep learning techniques were integrated. In the 

study, an extra 804 biopsy-validated dermoscopic images of 
melanoma and nevi (1:1) were randomly shown to dermatol-
ogists from nine German university hospitals, who evaluated 
the quality of each image and offered their recommended treat-
ments, amounting to a total of 19 296 recommendations. Three 
McNemar's tests were conducted to compare the CNN's test 
run results for sensitivity, specificity, and overall accuracy as 
the major outcomes. Automated dermoscopic melanoma image 
categorization demonstrated substantial superiority over both 
junior and board-certified dermatologists. Advanced research 
on skin cancer is now feasible. Recent research efforts have uti-
lized deep learning algorithms to diagnose melanoma.

The authors of a study [21] provide a fresh dataset of clinical im-
ages obtained by cellphones, accompanied with relevant clinical 
data concerning patients, designated as the PAD dataset. The 
authors utilized pre-trained models derived from convolutional 
neural networks (CNNs). They subsequently propose a straight-
forward technique that employs an aggregation mechanism 
within existing deep learning models to synthesize information 
from images and clinical data. Ultimately, they execute experi-
ments to assess the models' efficacy with and without the appli-
cation of this approach. The results demonstrate an approximate 
7% improvement in balanced accuracy due to the implementa-
tion of the aggregating technique. In a study [22], the authors 
utilized the Google Inception V4 deep learning model to evalu-
ate the diagnoses of 58 dermatologists. The research employed a 
dataset consisting of medical records, dermoscopic images, and 
digital images from 100 subjects. The CNN outperformed most 
dermatologists. This study [23] presented an efficient medical 
image fusion model employing a deep CNN architecture for di-
verse multi-modal medical images obtained from both standard 
and real medical data. The proposed method depends on the 
extraction of diverse information from CT and MR images. The 
authors of the study [24] utilized a cloud-based model-driven 
architecture with deep learning algorithms to create models 
that improve the precision of skin cancer forecasts. The re-
search demonstrates the methodology for constructing models 
and utilizing them to categorize dermal cell images. The model 
demonstrated better classification accuracy when comparing the 
results to dermatologists' diagnoses.

In another study [25], the authors trained a faster region-based 
convolutional neural network (FRCNN) using the training data-
set and evaluated the model's performance on the test dataset. 
The accuracy for two-class classification (benign or malignant) 
is 91.5%. Another approach outlined in [26] classifies skin cancer 
as either melanoma or benign. The research entails segmenting 
skin images and extracting features to delineate the attributes of 
compromised skin cells utilizing a CNN model. The researchers 
categorized images from the ISIC 2019 dataset into eight clas-
sifications [27], and the model was trained using ResNet-50 by 
examining and adjusting the original parameter values using 
transfer learning. Images that did not conform to the estab-
lished eight categories were designated as “unknown.” A study 
[28, 29] employed a GoogleNet pre-trained model to categorize 
eight varieties of melanoma. The research assessed the segmen-
tation and performance limitations of the proposed YOLOv2-
SqueezeNet in dermatology. In a study [30], the authors suggest 
a deep convolutional neural network (DCNN) model utilizing a 
deep learning approach for the precise categorization of benign 
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and malignant skin lesions. The authors utilized the HAM10K 
dataset and attained an accuracy of 91.93%.

A fully automated computer-aided diagnostic (CAD) system is 
offered in a study [31] based on a deep learning architecture. 
The suggested scheme involves the first pre-processing of 
original dermoscopic images using the decorrelation formu-
lation technique, followed by lesion segmentation by MASK-
RCNN. The HAM10K dataset was employed in this paper, 
resulting in an accuracy of 88.5%. This study [32] presents a 
deep learning model for the identification of skin cancer using 
images of skin lesions. This analytical investigation utilized 
3400 images from the HAM10K dermoscopy image library. A 
deep convolutional neural network was created to categorize 
the images into benign and malignant classifications. This 
study attains an accuracy of 84%. The authors in a study [33] 
presented two distinct strategies for the automatic classifica-
tion of skin diseases: (i) A standalone CNN model, and (ii) a 
hybrid approach combining Convolutional Neural Network 
with one-versus-all classification. The Convolutional Neural 
Network acquired a classification accuracy of 77% in detecting 
skin diseases across seven classes using the HAM10K dataset, 
whereas the integration of the Convolutional Neural Network 
with a one-versus-all strategy attained an accuracy of 92.90%. 
This work [34] employed three state-of-the-art deep learning 
pre-trained models, namely ResNet, Xception, and DenseNet, 
to categorize skin lesions. The authors utilized the HAM10K 
dataset for the training and evaluation of their models, achiev-
ing balanced accuracies of 78%, 82%, and 82% for the three re-
spective models. This study [35] seeks to identify the optimal 
method for dermoscopy image augmentation to enhance le-
sion classification performance. The authors in this study de-
vised a novel augmentation technique utilizing wavelet packet 
transformations where DenseNet201 deep learning model is 
used for training.

Table 1 demonstrates various deep-learning models historically 
used to classify skin cancer. Subpar performance in skin cancer 
classification is often attributed to insufficient or imbalanced 
data in the dataset. Through the studies mentioned, flaws in 
the suggested models were identified and addressed, indicat-
ing the potential for improving performance measures. The 

model's complexity was observed to contribute to longer train-
ing execution time. These tests, however, ignored how well the 
models performed as diagnostic tools for growing melanoma 
or featureless lesions. Our study uses sequential dermoscopic 
images and lesion change indicators to detect malignant mel-
anomas at an early stage. Data augmentation techniques can 
improve accuracy by addressing dataset imbalances without 
modifying the model parameters. In the proposed model, ac-
curacy increased from 86.0% to 93.43%. Comprehensive testing 
demonstrated that the proposed model outperforms physicians 
in the early detection of melanoma and surpasses other com-
monly used sequential models.

3   |   Materials and Methods

3.1   |   Dataset

We employed HAM10K dataset that was sourced from the on-
line data portal Kaggle. After conducting fundamental pre-
processing procedures, data augmentation was performed on 
the generated data. Data augmentation is an image processing 
technique that creates modified copies of the original images. 
Developing diverse variations of authentic images expands the 
dataset and enhances the generalization capabilities of deep 
learning models. Figure 2 illustrates the block diagram of the 
proposed MCADT model. For classifying skin lesions, specif-
ically melanoma, the “Human Against Machine Melanoma” 
(HAM10000) dataset, listed in Table 2, is frequently used in 
dermatology and machine learning. 10 015 Dermoscopic im-
ages of skin lesions, including benign and malignant mela-
nocytic lesions, are included in the HAM10000 dataset  [36]. 
Hospitals in many nations were among the sources of these 
images. Relevant metadata, such as patient characteristics, 
lesion location, and diagnosis, are linked to each image. We 
have the HAM1K dataset in the form of Melanoma or not 
Melanoma. From here, we have grouped 7 classes into differ-
ent batches to train our classifier. The Aki and Vasc classes 
given in Table 2 are stated as Melanoma or no Melanoma and 
are hence grouped into batches for training and then classify-
ing Melanoma or Not Melanoma based on the training. The 
Aki and Vasc could be harmful depending on the severity of 

TABLE 1    |    Literature summary.

Paper Size Dataset Algorithm Classes
Accuracy 

(%)
Specificity 

(%)
Sensitivity 

(%)
F1-Score 

(%)

[30] 300 HAM10K CNN 5 91.43 96.57 93.66 95.09

[28] 1323 HAM10K InSiNet 2 94.0.59 — — —

[19] 7470 HAM10K ResNet50 7 86.0 84.0 86.0 86.0

[31] 6705 HAM10K MASK-RCNN 2 88.5 88.66 88.60 88.54

[32] 10 015 HAM10K AlexNet 6 84.0 81.20 88.0 86.0

[33] 10 015 HAM10K CNN 7 92.90 90.89 91.0 89.0

[34] 10 015 HAM10K DenseNet121 7 90.0 81.0 97.0 83.0

[35] 10 015 HAM10K DenseNet201 7 80.48 99.02 82.32 79.74

Proposed 10 015 HAM10K CNN 7 93.43 88.45 82.05 85.13
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the skin in the images which could lead to the classification 
as Melanoma or Not Melanoma. We have divided the 10 015 
images dataset into training, validation, and testing by per-
forming preprocessing steps.

In Figure  2, block 1 illustrates the image processing proce-
dures depicted in Figure 3 that are essential for model input. 
Upon completion of image preprocessing, the images are 
placed in the image database. In block 2, we implemented 
data augmentation techniques, resulting in an enhanced aug-
mented dataset stored in the augmented database. In block 3, 
we have integrated the Original HAM10K dataset with the 
enhanced dataset to train the proposed MCADT model. Upon 
completion of the model training, we implemented evaluation 

methodologies and conducted testing of the model. The model 
ultimately predicts whether the provided sample is melanoma 
or not.

3.2   |   Pre-Processing

Data analysis and machine learning require pre-processing 
since the data's applicability and quality significantly impact 
the results and efficiency of the models. Images of melanoma 
skin cancer often exhibit noise due to inadequate quality, ne-
cessitating pre-processing. In a study [37], the authors detailed 
that during preprocessing phase, objectives include image 
stabilization and the minimization and refinement of noise 

FIGURE 2    |    Proposed model block diagram.

TABLE 2    |    HAM10000 dataset.

Class Training images Validation images Testing images Total images Prediction

Aki 236 26 65 327 Melanoma or no melanoma

Bc 371 41 102 514 Melanoma

Bk 792 88 219 1099 No melanoma

Df 72 8 35 115 No melanoma

Mela 802 89 222 1113 Melanoma

Nv 4828 536 1341 6705 No melanoma

Vasc 103 11 28 142 Melanoma or No melanoma
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reduction. Another study [38] discussed the importance of pre-
processing. The authors explained that the influence of image 
preprocessing, particularly lesion segmentation, on classifica-
tion accuracy has not been thoroughly investigated in numer-
ous research. Mitigating these limitations is essential for the 
development of effective and practically useful skin cancer cat-
egorization systems. The pre-processing procedures used for 
melanoma identification are shown in Figure 3. Preprocessing 
establishes a uniform basis for the augmentation process. 
Initially, we implemented various techniques to preprocess the 
data. Subsequently, we employed augmentation techniques on 
the preprocessed data to prevent information loss during the 
training phase. The preprocessing approaches utilized on the 
HAM10K dataset are delineated below:

1.	 Resizing: We employed a resizing technique to alter the di-
mensions of the input image, ensuring uniformity across 
all input images.

2.	 Contrast Enhancement: This method was employed to 
augment the contrast of the input images, ensuring feature 
visibility and so enhancing performance.

3.	 Normalization: To enhance model convergence and miti-
gate numerical instability, we implemented normalization 
to scale the input images within the range [0–1].

4.	 Noise Reduction: Numerous factors influence the quality 
of images. We employed a noise reduction technique to 
eliminate extraneous noise from the input image.

5.	 Color Space Conversion: We employed a color space con-
version technique to transform input images into gray-
scale, thereby enhancing the processing and optimizing 

the learning process, which subsequently improves 
performance.

Table  3 presents the enhanced dataset. For class Bc, we uti-
lized the Gaussian Blur augmentation technique, resulting in 
3223 augmented images, whereas for class Mela, the Random 
Perspective method yielded 5680 augmented images. These two 
classes are classified as melanoma. We acquired a total of 8903 
augmented images for the melanoma category. Conversely, we 
implemented RandomHorizontalFlip on Aki, yielding 2830 
images. We utilized Randomcrop on the Bk class, resulting 
in 2016 images; Random Perspective on the Df class, yielding 
1650 images; Gaussian Blur on the Nv class, producing 1531 
enhanced images; and Greyscale on the Vasc class, generat-
ing 875 augmented images. In the non-melanoma category, 
we acquired a total of 8902 augmented images. Ultimately, we 
partitioned the augmented images for training, validation, and 
testing purposes.

3.3   |   Data Augmentation

Combining several augmentation methods can improve the 
performance and generalization of models. The properties of 
the melanoma images and the desired augmentation objec-
tives, such as enhancing model resilience, decreasing overfit-
ting, or broadening the training dataset, are considered while 
choosing the most suitable augmentation strategies [39]. 1113 
images in the sample showed melanoma, while 8902 images 
showed skin lesions untouched by the disease. Melanoma 
group data was augmented in several ways to resolve the 
substantial data disparity. As illustrated in Figure  4, this 

FIGURE 3    |    Overview of preprocessing.



7 of 17

procedure produced an enhanced collection of 17 805 images, 
split evenly between 8903 images showing melanoma and 
8902 images showing various forms of skin cancer as shown 
in Table 3. We utilized five augmentation strategies, namely 
RandomHorizontalFlip, RandomCrop, RandomPerspective, 
GaussianBlur, and Greyscale, to improve the dataset in each 
class of melanoma and non-melanoma. We implemented an 
enhancement rule proportional to the number of samples in 
each category of the HAM10K dataset. Below, we provide a 

comprehensive explanation of each augmentation approach 
and the rationale for our selection of these procedures:

1.	 Random Horizontal Flip: It allows the model to learn from 
both the original image and its mirrored counterpart, pro-
viding more diverse examples for training. The model's ca-
pacity to generalize to new data is enhanced and overfitting 
is less likely as a result of this increased variability [40]. 
Without having to gather any new images, we can double 

TABLE 3    |    Augmented dataset.

Class Training images Validation images Testing images Augmented images Method applied

Melanoma

Bc 2256 322 645 3223 GaussianBlur

Mela 3976 568 1136 5680 Random perspective

Total 6232 890 1781 8903 —

Non-Melanoma

Aki 1981 283 566 2830 Random horizontal flip

Bk 1411 202 403 2016 Random crop

Df 1155 165 330 1650 Random perspective

Nv 1072 153 306 1531 GaussianBlur

Vasc 613 87 175 875 Grayscale

Total 6232 890 1780 8902 —

FIGURE 4    |    Augmented dataset.
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the amount of the dataset that our model was trained on. 
By adding variances to the data, it made the model more 
capable of identifying melanoma.

2.	 Random Crop: By applying Random Crop, the model be-
comes more robust to variations in image composition. 
Regardless of where the melanoma lesion is located in the 
image, it learns to focus on the pertinent region of interest 
(ROI) that contains it [40]. By dividing the original image 
into subsets, it expands the dataset. Machine learning mod-
els frequently rely on certain information found in training 
data. Therefore, the random crop is employed to prevent 
overfitting by training the model traits that are consistently 
present in the subsets, reducing the likelihood that it would 
overfit to particular details.

3.	 Grayscale: By converting images to grayscale, the model be-
comes less sensitive to color variations, allowing it to focus on 
texture and structural patterns. Lesions from melanoma fre-
quently have distinctive abnormalities in texture and shape, 
which are particularly noticeable in grayscale [40]. The model 
has to learn features from three channels when working with 
color images; however, we transformed the images to gray-
scale so that the model could only learn from one channel. 
Our model becomes computationally efficient as a result.

4.	 Gaussian Blur: Real-world images can deteriorate in 
several ways. For instance, camera movement-induced 
blurring, out-of-focus effects, and so forth. To help our 
model learn these variations and become more resilient 
to these flaws, we implemented Gaussian blur. Gaussian 
blur applies changes while maintaining the image's over-
all content. By applying Gaussian blur, the model be-
comes less sensitive to noisy details, allowing it to focus 
on the underlying structure and features of the melanoma 
lesion [40].

5.	 Random Perspective: Melanoma lesions can exhibit 
various shapes and irregularities, resulting in geomet-
ric distortions in the images. By applying a Random 
Perspective, the model becomes more robust to such 
distortions [40]. From our perspective, everything is 
centered and upright in the real world. In our subset 
of images, RandomPerspective added distortions that 
made the model more versatile and able to identify ob-
jects within the image independent of the orientation or 
point of view. Furthermore, training the model with only 
precisely aligned images can cause it to become overfit, 
therefore we used this technique to prevent overfitting 
and enhance the model's performance.

FIGURE 5    |    Proposed classification model.
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3.4   |   Proposed Model MCADT

This study aimed to categorize skin lesions using the proposed 
model. The dataset's images have been downsized to 224 × 224 
pixels. The original dataset was then divided into three subsets, 
resulting in the creation of three separate datasets. Seventy per-
cent, 10%, and 20% of the total images in the dataset were con-
tained in the training, validation, and test sets. Table 2 displays 
a statistical breakdown of the seven distinct categories.

A convolutional neural network is a powerful deep-learning 
model renowned for automatically recognizing and extracting 
image features [38]. Its exceptional performance has made it a 
crucial tool in medical image analysis and other sectors. A typi-
cal convolutional neural network design consists of several lay-
ers as shown in Figure 5 [41].

Before being fed into the proposed model as input, the image pix-
els undergo pre-processing to prepare them appropriately. In the 
convolution layer of a proposed model, feature vectors also re-
ferred to as filters, are employed to extract a set of features from 

the original input pixels, enabling automated feature extraction 
[42]. Convolution, the fundamental feature of the suggested 
model based on a CNN, allows this procedure [43].

Using filters on an input vector, a dimensionality reduction tech-
nique is applied during the pooling process. As the filter window 
is dragged across the original input vector, the reduction pro-
cedure selects the minimum, maximum, or median value [44]. 
The outcome was a reorganization of the data file with the ad-
dition of only two new items of information: the image file path 
and the type of lesion. Next, the text labels for each lesion were 
converted into numerical values between 0 and 6. Deep learn-
ing is widely recognized as effective when dealing with large 
datasets. However, it is essential to note that deep learning tech-
niques typically require significant processing time and storage 
resources [45]. In this research, a customized convolutional neu-
ral network model was developed for diagnosing skin lesions, as 
shown in Figure 6. The input images utilized have a 224 × 224 
pixel resolution. Within each layer, the initial two sub-layers in-
volve convolutions, where 32 filters of size 3 × 3 with a ReLu ac-
tivation function are applied. After this, a batch normalization 

FIGURE 6    |    Proposed model architecture.
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layer and a 2D max pooling layer with a 2 × 2 pool size come. 
The same convolution technique is used, but with modified pa-
rameter choices, in the second layer of the proposed model. In 
particular, 64 × 3 × 3 filters with a ReLu activation function are 
used. A 2 × 2 2D max pooling layer and a batch normalization 
layer are used after the ReLu activation. The identical convolu-
tion method is also used in the third layer but has different pa-
rameters. 128 × 3 × 3 filters with a ReLu activation function are 
used in this layer. Next, a 2 × 2 2D max pooling layer and a batch 
normalization layer are applied.

The suggested model's fourth layer likewise goes through a 
comparable convolution procedure but uses a different set of pa-
rameters. The batch normalization layer, 2D max pooling layer, 
dropout layer with a 20% dropout rate, and flattening layer come 
after this layer, which has 256 filters of size 3 × 3. As seen in 
Figure 5, the classifier receives the output from the flattening 
layer for the last classification stage. We used ADAM optimizer, 
which is a stochastic optimization algorithm. Random mini-
batches of data are used by stochastic optimization methods to 
determine the gradient of the loss function. The operation of 
stochastic optimization algorithms is sequential but stochastic 
(random). Sequentially, the model parameters are updated itera-
tively in response to the data. However, they add unpredictabil-
ity by estimating gradients and updating the model parameters 
using mini-batches or random data samples. The optimization 
process is strengthened and escapes local optima thanks to this 
stochasticity. The details of the model, including hyperparame-
ters, can be found in Table 4.

Every one of these hyperparameters has a fixed size. The ideal 
values vary depending on several variables, including process-
ing power, model complexity, and data volume. We selected the 
batch size, epochs, and learning rate since they were appropriate 
in various combinations for our model. Because there are fewer 
parameter adjustments per epoch when using a batch size of 32, 
our model trains more quickly. Although there is no set amount of 
epochs needed to train the model, we decided to use 50 since they 
were the most appropriate for our model. To improve training 
and performance for the specified model, we can control model 
changes and adjustments using the learning rate parameter. We 
determined that a learning rate of 0.001 would work best for our 
model. The optimal method for examining the range of hyperpa-
rameter values can be found by applying the Grid search or ran-
dom search methodology. Setting hyperparameters is an iterative 
process which is used in each model. To determine which param-
eters would work best for the suggested model, we experimented, 

assessed, and improved. When compared to benign moles, mela-
noma is a very uncommon type of skin cancer. As a result, there 
is a class imbalance in the training set, with a much smaller num-
ber of benign than melanoma images. Utilizing methods such as 
RandomHorizontalFlip, RandomCrop, and RandomPerspective, 
the collection of melanoma images was manipulated unnaturally. 
This facilitates the model's efficient learning from the scant posi-
tive class (melanoma) data. It is possible to alter the loss function 
during training so that misclassified melanoma images are given 
higher weights. Lesions from melanoma can take on a variety of 
forms, dimensions, hues, and textures. Because of this hetero-
geneity, it may be challenging to differentiate them from benign 
moles using conventional procedures. For this task, we employed 
a customized CNN, though. By addressing the issues of class im-
balance and image fluctuation, the suggested AI-powered model 
with CNNs has the potential to greatly increase the accuracy of 
melanoma identification.

4   |   Results and Discussion

By using the classification report as shown in Table 5, the mod-
el's performance is evaluated. These four categories offer in-
sights into accurate and inaccurate predictions regarding the 
correct labels, which aids in comprehending the performance 
and accuracy of a classification algorithm.

4.1   |   Evaluation

The metrics for the evaluation of the proposed approach are as 
follows:

4.2   |   Results

After training the proposed model on the test set, predictions 
were made to evaluate their performance. The final layer of 

(1)Accuracy =
TP + TN

TP + TN + FP + FN

(2)Sensitivity =
TP

TP + FN

(3)Specificity =
TN

TN + FP

(4)F1 − Score =
2∗ (Specifity∗Sensitivity)

(Specifity + Sensitivity)

TABLE 4    |    Proposed model hyper-parameters.

Parameter Value

Batch size 32

Epochs 50

Optimizer Adam

Learning rate 0.001

Kernel size 3

Dropout 0.4

TABLE 5    |    Proposed model classification report.

Precision Recall F1 Score Support

0 1.0 0.87 0.93 1781

1 0.89 1.0 0.94 1780

Accuracy — — 0.93 3561

Macro AVG 0.91 0.93 0.93 3561

Weighted 
AVG

0.94 0.93 0.93 3561
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the proposed model architecture, the SoftMax layer, gener-
ated the prediction probabilities for each of the seven classes. 
Evaluating the models' performance is crucial to selecting the 
most suitable one for skin lesion classification. An analysis 
was conducted on the experimental data obtained from the 
proposed model.

Every image in the collection was scaled to a size of 224 × 224 × 3 
to guarantee consistency. The DL models were tested using the 
Tensor Flow Keras application on a machine equipped with 
Windows 10, 16 GB of RAM, SSD, GPU RTX3070, and Intel 
Xeon W1370. The proposed model was trained using a randomly 
selected image set that accounted for 80% of the available data. 
During the training process, 10% of the training data was set 
aside as a validation set to monitor the model's performance. 
The weights corresponding to the most effective combinations 
were kept for future use. For pre-training the suggested frame-
work, the HAM10000 dataset was utilized. The framework em-
ployed the Adam optimizer, a popular optimization algorithm 
in deep learning. Additionally, a learning rate technique was 
implemented to slow down the learning process when there was 
no significant improvement in performance over an extended 
period (referred to as validation patience). The training process 
incorporated specific hyperparameters for the Adam optimizer, 
including a batch size of 32 and 50 epochs. A technique called 
“batching” was employed to enhance anti-ineffective measures, 
which involves dividing the training data into smaller batches 
for processing.

4.3   |   Discussion

The findings in Table 6 and Figure 7 show that our technique 
performs better than others in efficiency and effectiveness. 
In particular, the proposed model outperforms current tech-
niques with an excellent accuracy rate of 93.43%. Metrics, 
that is, sensitivity and specificity, are frequently employed to 
assess the effectiveness of binary classification models in the 
medical field, including those for melanoma. Each indicator 
has advantages and disadvantages and offers various insights 
into the model's performance. Our model correctly identified 
93.43% of the samples, indicating an accuracy of 93.43%. With 
a 99.74% sensitivity, the model almost always accurately pre-
dicts melanoma. The performance improvement is because 
the proposed classifier automatically learns hierarchical fea-
tures from images.

The structure comprises several layers with adjustable filters, 
enabling the extraction of low-level features such as edges and 
textures in the initial levels, while progressively developing 
high-level features like object components and intricate shapes 
in the deeper layers. This hierarchical feature learning is cru-
cial for image categorization as it facilitates the capture of both 
local and global trends. Furthermore, the proposed classifier 
possesses intrinsic translation invariance owing to its convo-
lutional layers. This indicates their ability to identify patterns 
irrespective of their precise location within an image. In image 
classification, the exact location of an object within the image 

TABLE 6    |    MCADT confusion matrix.

True positive False negative False positive True negative

1551 4 230 1776

FIGURE 7    |    MCADT model confusion matrix.
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should not influence the model's capacity for recognition, and 
CNNs are particularly adept at this task. The convolutional pro-
cedure in CNNs decreases the parameter count and, hence, the 
likelihood of overfitting. It also aids in maintaining the spatial 
relationships among pixels, which is essential for image catego-
rization tasks. The proposed model outperformed SOTA models 
in comparison as it is shown in Table 7.

4.4   |   Ablation Study

The ablative analysis seeks to determine the superior categoriza-
tion by examining the iteration-based performance of the mod-
els in relation to the performance indicators. Ablation studies 
were undertaken inside the methodology to assess the influence 
of several components, such as batch size, optimizer, number 
of epochs, and learning rate, on the overall performance of the 
proposed system. In the ablation investigations, we emphasized 
the significance of the image augmentation and identification of 
region of interest, as it is executed via the CNN model to provide 
precise segmented masks, hence preventing false detections by 
isolating pertinent areas for examination. A comparison anal-
ysis has been conducted to identify the effects of the different 
settings in the suggested methodology. Figures 8 and 9 presents 
the assessment of the suggested method both with and with-
out setting hyperparameters. The findings indicated that each 
component is essential for improving model performance and 
significantly influences the detection of melanoma skin cancer, 
yielding superior outcomes.

To assess the efficacy of the proposed method for skin cancer 
prediction, we utilized the pertinent publically available dataset, 
HAM10K. We implemented image augmentation and improved 
the dataset. We own a total of 10 015 original images and 17 805 
augmented images, resulting in 27 820 images overall. We have 
utilized melanoma images to evaluate the efficacy of the pro-
posed methodology.

Figure  10 displays the samples of the melanoma images. The 
efficacy of the suggested method on novel testing data derived 
from the customized dataset is nearly uniform, as evidenced by 
the achieved accuracy of 93.43%, suggesting that the proposed 

system applies to datasets of diverse sizes without considerable 
effect on performance.

The findings of the ablation study on the improved and 
HAM10K datasets are presented in Table 8. The results demon-
strate the impact of various hyperparameters. The image size 
remained unchanged as it was maintained at the initial set-
tings. The aim was to thoroughly investigate various hyperpa-
rameters to evaluate their impact on the model's generalization 

TABLE 7    |    Comparison of the proposed approach with SOTA methods.

Paper Dataset Model Accuracy (%) Specificity (%) Sensitivity (%) F1- Score (%)

[30] HAM10K CNN 91.43 96.57 93.66 95.09

[32] HAM10K AlexNet 84.00 81.20 88.0 86.0

[33] HAM10K CNN & ResNet 92.90 90.89 91.0 89.0

[34] HAM10K DenseNet121 90.0 81.0 97.0 83.0

[18] HAM10K CNN and ResNet-50 86.00 67.81 75.83 71.60

[15] HAM10K G-DMN MobileNetV2 87.07 76.30 77.49 76.89

[35] HAM10K DenseNet201 80.48 99.02 82.32 79.74

[46] HAM10K CNN variants 90 88.06 80.66 83.77

Proposed HAM10K Proposed approach 93.43 88.45 82.05 85.13

FIGURE 8    |    Performance evaluation with best hyperparameters 
settings.

FIGURE 9    |    Performance evaluation with fine-tuning 
hyperparameters.
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ability. We executed our model utilizing two activation func-
tions: Sigmoid and ReLU. We experimented with many con-
figurations for these two activation functions and selected the 
optimal one, which is ReLU. In the subsequent phase, we eval-
uated our model both with and without augmentation, discov-
ering that the implementation with augmentation yielded more 
favorable results, achieving an accuracy of 93.43%. The research 
demonstrates that the feature conversion approach is the most 
critical among the assessed characteristics. In the conversion 
of 2D future maps into 1D feature vectors, global max pooling 
exhibits superior performance across datasets, while global av-
erage pooling shows inferior performance. Subsequently, we 
implemented padding of 1 and 2, along with kernel sizes of 
3 × 3 and 5 × 5. We determined that the optimal configuration 
was a padding of 1 and a kernel size of 3 × 3, which yielded an 
accuracy of 93.43% for our model. We utilized cross entropy and 
binary cross entropy to assess our model under various configu-
rations, ultimately selecting cross entropy as our loss function. 
The reduced batch size of the model led to a slight decrease in 
accuracy, underscoring its effectiveness in determining the op-
timal model state. Consequently, we selected batch sizes of 32, 
64, 128, and 256 in the initial configurations and did not alter 
this parameter, as it yielded the best results when assessing the 
performance of our MCADT model. Nonetheless, the optimizer, 
stride size variations, and the number of epochs rank among 
the least consequential hyperparameters. In the HAM10K data-
set, Adam exhibited superior performance, exceeding RSMprop, 
which achieved the lowest accuracy. The learning rate has been 
a crucial hyperparameter in this experiment.

A learning rate of 0.006 led to an overfitted model; however, a 
gradual reduction in the learning rate significantly improved ac-
curacy. We conducted more tests using learning rates of 0.001, 
0.003, and 0.004; however, we determined that a learning rate of 
0.001 was optimal for our model, and thus we proceeded with 
further experiments at this rate. Ultimately, we tested our model 
with varying numbers of epochs to assess its efficacy. We utilized 
epochs of 20, 40, 50, and 60, determining that 50 yielded the 
optimal accuracy of 93.43%, leading to its selection as the pre-
ferred epoch count. This study indicates that peak performance 
occurs at 50 epochs, beyond which accuracy starts to diminish. 
We trained our MCADT model with the hyperparameters spec-
ified in Table 8. This configuration, as outlined by the ablation 
study, determines the optimal combination for achieving supe-
rior performance results. The reduction of convolutional layers 
and the elimination of dropout layers dramatically impaired 
the model's capacity to generalize and comprehend intricate 
patterns, evidenced by a decline in accuracy and other perfor-
mance indicators. We conducted a comparison analysis utilizing 
assessment criteria including precision, recall, and the F1 score 
to independently assess performance in the binary categoriza-
tion of malignant versus benign. The ablation study offers es-
sential insights into the interrelationships and significance of 
each model component and training approach, confirming their 
combined impact on classification accuracy and robustness in 
real-world applications. Table  8 presents the ablation study, 
emphasizing the impact of various model configurations and 
training strategies on performance indicators. The results indi-
cate that this method enhanced performance for benign lesions, 

FIGURE 10    |    Melanoma samples from HAM10K dataset.

TABLE 8    |    Performance evaluation with different hyperparameters.

Hyperparameter Function applied Accuracy (%) Precision (%) Recall (%) F1- Score (%)

Activation function Sigmoid, ReLu 89.31 88.37 88.31 87.13

Augmentation Yes 93.43 88.45 82.05 85.13

No 89.33 87.55 87.15 86.83

Pooling layer Average and max-pooling 85.52 84.44 84.24 83.42

Padding 1, 2 83.80 82.90 82.50 81.00

Kernel size 3 × 3 and 5 × 5 86.05 87.10 86.05 84.50

Loss function Binary and cross entropy 88.20 86.75 84.50 82.65

Batch size 32, 64, 128, and 256 82.70 76.30 80.30 79.20

Optimizer Adam and RMSprop 84.51 85.20 84.28 81.81

Learning rate 0.001, 0.003, 0.004, and 0.006 89.12 88.61 87.91 85.19

# of epochs 20, 40,50, and 60 91.09 90.46 89.64 88.71
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attaining 82.05% precision, 88.45% recall, 85.13% F1 score, and 
93.43% accuracy.

4.5   |   Knowledge Gap and Potential Solution

Treatments for melanoma, a deadly form of skin cancer, are suc-
cessful if caught in time. In this study, we attempted to apply a 
CNN-based model that can significantly outperform traditional 
methods in terms of melanoma detection speed and accuracy. 
This will enable the machine to evaluate skin scans with con-
sistency and a level of detail that may be challenging for human 
clinicians to achieve. First, we see the knowledge gap in the 
dataset, where the acquisition of diverse and high-quality data-
sets for AI model training is one of the main obstacles. A lot 
of the datasets that are now available are not large enough to 
accurately reflect the variety of skin types, melanoma subtypes, 
and lesion features. To bridge this gap, researcher specialists 
work with healthcare organizations to have access to sizable 
and varied datasets. Additionally, data augmentation methods 
are being used to improve the caliber and diversity of training 
data as in this study. We see there are difficulties in incorporat-
ing AI-based melanoma diagnosis into clinical practice, even 
despite the technology's encouraging outcomes in research set-
tings. AI system adoption may be resisted by healthcare practi-
tioners because of worries about workflow integration, liability, 
and dependability. To allay these worries and guarantee that 
artificial intelligence (AI) systems adhere to privacy, safety, 
and efficacy regulations, researchers collaborate closely with 
regulators and physicians. The application of AI to melanoma 
diagnosis presents significant ethical and societal issues about 
patient privacy, consent, and equity.

These issues are addressed by considering responsibility and 
collaborating with stakeholders, such as patients, healthcare 
practitioners, policymakers, and ethicists. Since more and more 

AI-powered melanoma diagnostics are being used in clinical set-
tings, the field of improving melanoma diagnostics is expected 
to see substantial breakthroughs and changes over the next five 
years. Additional AI algorithms will examine multimodal data, 
such as clinical results, histological pictures, and genetic profiles, 
to clarify the molecular pathways underlying the development 
of melanoma and find novel targets for therapeutic intervention. 
Based on the loss plots, error rate, and validation accuracy for 
each model, we discovered that although the loss decreased as 
shown in Figure 11a, accuracy increased as shown in Figure 11b, 
indicating no signs of overfitting.

4.6   |   Limitations and Future Perspective 
of MCADT

To enhance the small number of datasets available in our 
model, we gathered the HAM10K dataset and used techniques 
for data augmentation such as random crop. To divide the data-
set into training, validation, and testing phases, we carried 
out preprocessing procedures. We selected CNN as our foun-
dational model and optimized its internal structure to better 
fit our model's needs. To prevent overfitting and manage fluc-
tuations, we fine-tuned the hyperparameters of the model. We 
assessed the performance of our model using metrics from clas-
sification reports, such as sensitivity, accuracy, and so forth. 
We used software libraries like TensorFlow and hardware 
GPUs with the specs already listed in the article. We choose 
CNN because, in comparison to other algorithms, it offers more 
learning capacity, scalability, and adaptability in the diagnosis 
of melanoma and is robust in image processing. Their capacity 
to identify complex patterns from large volumes of data is es-
sential for a precise and trustworthy diagnosis of melanoma. 
A dataset that is trained using CNN may be skewed toward a 
specific kind of lesion. The model may not perform well if the 
information was gathered from a single source clinic since the 

FIGURE 11    |    (a). MCADT model Loss, (b). MCADT model accuracy.
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lesion identifications may not be as diverse as they are in real-
world situations. When a model is trained on a limited collec-
tion of datasets, it may not function effectively on unobserved 
data with distinct features, such as camera movement. Due to 
its intricate architecture or small dataset, this type of model 
may overfit, which can deteriorate performance when tested on 
untested data. The following are some possible effects of the 
suggested model on patient care:

1.	 Effective treatment depends on early detection. Our CNN 
model could be useful in diagnosing melanoma early on 
and in treating it before it worsens.

2.	 By evaluating images and emphasizing lesion regions, our 
suggested model can assist dermatologists in improving 
the diagnostic procedure.

3.	 We will help and benefit rural locations without access to 
specialized dermatologists by implementing our suggested 
model.

4.	 Our approach can lower expensive medical bills and labo-
ratory testing costs.

5.	 Patients would be self-aware of their health and able to 
track changes in their skin to identify melanoma early on.

5   |   Conclusion

A common condition, skin cancer, can be initially detected visu-
ally and verified by dermoscopic analysis and other procedures. 
Computer-assisted models are becoming increasingly crucial 
due to a shortage of competent specialists and efforts to lower 
human error. A deep learning technique for image analysis, 
known as a convolutional neural network, has been successful 
in computer vision. This study created a method to examine skin 
lesions and rapidly and precisely diagnose seven types of skin 
cancer. This study enhances lesion images to increase visibil-
ity and decrease noise. This study uses pre-processed medical 
pictures of skin lesions from the HAM10K dataset to train the 
proposed model to decrease overfitting and enhance the overall 
performance of the suggested deep-learning techniques. With a 
sensitivity of 82.05% and a specificity of 88.45%, the presented 
model demonstrated an incredible accuracy rate of 93.43%, 
which is on par with the accuracy of dermatologists with pro-
fessional training. Using data augmentation as a pre-processing 
step, the research contributed a novel contribution to the area. 
This step helped the suggested model perform better than pre-
trained models already in use. The proposed model outper-
formed SOTA models in comparison. The proposed work has 
the potential to save time and improve precision in the diagnosis 
of skin cancer, benefiting both patients and healthcare profes-
sionals. This study performed well on the detection of melanoma 
using the HAM10K dataset with augmentation, however, we 
could not perform it on other datasets.

5.1   |   Future Directions

In the future, we aim to focus on real-time diagnosis of skin 
lesions and improve the testing accuracy of their model. 
Dermatologists will be able to assess and categorize skin cancer 

classes more precisely and effectively, which will also aid in en-
hancing performance metric scores. In the future, we plan to 
experiment with our model on other available skin cancer data-
sets that could enhance the accuracy of diagnosing melanoma 
patients. Furthermore, with the assistance of several hospitals 
and keeping in mind the confidentiality of patient information, 
we will consider incorporating other data modalities, like ge-
netic information, clinical history, patient demographics, and 
dermoscopic images. Combining data from several sources may 
improve the accuracy and resilience of melanoma classification. 
For dermatologists, real-time diagnosis will improve workflow 
efficiency. Implementing future directions requires faster pro-
cessing requirements. To help dermatologists have confidence in 
the model's decision-making process, explainable AI techniques 
will be integrated into the models. The model's training process 
involves sensitive patient data, so data security is a critical pre-
caution that must be taken. Data privacy laws, such as HIPPA, 
would guarantee adherence to the necessary rules. Our contin-
ued efforts should be able to lower the death rate and create a 
more robust society. Additionally, it would lessen the strain on 
healthcare systems. It would assist individuals dealing with mel-
anoma in reducing their fear and anxiety. Maintaining a healthy 
lifestyle would be much easier with real-time diagnosis. In the 
future, we also aim to perform model training and testing with 
ISIC versions of datasets to further strengthen our model's ro-
bustness and hence the performance in accurately detection of 
skin lesions whether they are melanoma or non-melanoma.
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