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contemporary digital landscape, characterized by the preva-
lence of false or misleading information presented as news
on the internet, this phenomenon extends beyond political
boundaries, posing significant challenges to national security,
corporate stability, and economic well-being. The rapid dis-
semination of deceptive content, facilitated by instant messag-
ing, bots, and mobile networks, exhibits a seven-fold increase
in distribution compared to traditional news channels.

Understanding the multifaceted nature of this issue re-
quires a comprehensive grasp of diverse global media content,
ranging from streaming videos to niche blogs. Despite this
diversity, individuals tend to place trust in content transparency
without critically evaluating its source. The online environ-
ment, featuring endless scrolling and abundant information
choices, intensifies the competition for consumers’ attention.
Empirical studies reveal the accelerated propagation of fake
news on social media platforms [1], surpassing the speed
and reach of real news, thereby exacerbating the overarching
challenge [2]. This phenomenon extends beyond social media,
eroding the foundational pillars of trustworthy knowledge and
imperiling the integrity of digital information [3].

Within this dynamic and complex framework, unscrupulous
entities exploit vulnerabilities for personal gain. The deliberate
dissemination of false and harmful information, defined as
disinformation, manifests through sensational headlines or
satirical articles that misrepresent reliable information [4]. This
has led researchers to propose the term ”information disorder”
for a more comprehensive description, acknowledging the
intricate dynamics of the digital age. Consequently, there arises
an imperative need for extensive efforts to combat the broad
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I. INTRODUCTION

The term ”fake news,” originating in the 1880s, has evolved
to encompass any inaccuracies, irrespective of source. In the



dissemination of misleading information, safeguard informa-
tion integrity, promote transparency, and uphold societal well-
being.

In response to these challenges, significant efforts in natural
language processing have been devoted to developing methods
for identifying rumors (fake news) and confirming the accu-
racy of facts. Conventional manual approaches for detecting
fake news are rendered impractical due to time and cost
constraints, underscoring the imperative need for automated
methods to address the proliferation of unreliable information
and to keep the public informed about the potential falsehoods
they may encounter. variety of approaches, ranging from
simple to complex models, including semantic-based models
[5], [6], and artificial intelligence systems [7] [8], have been
employed for fake news detection.

Despite the extensive research conducted in the field, the
predominant focus of studies on fake news detection has
been on datasets in the English language. This is notable,
given that Arabic is the second most-spoken language glob-
ally, boasting approximately 440 million speakers across 22
countries. Consequently, the detection of fake news in Arabic
poses a significant and enduring challenge. This challenge is
primarily attributed to two key factors. Firstly, the absence
of large, readily available Arabic fake news datasets poses a
hindrance. Secondly, the Arabic language introduces a dis-
tinct set of challenges, deviating considerably from English.
Consequently, there is an evident need for advancements in
text representation and embedding techniques to bolster the
learning capabilities of fake news detection algorithms tailored
for the Arabic language.

This research is committed to the identification of fabricated
Arabic news content, filling a notable void in the existing liter-
ature that encompasses news articles across a range of subjects,
including politics, technology, sports, and more. Deviating
from the predominant focus on tweets in current research,
this investigation takes a more comprehensive approach by
employing various machine-learning techniques across two
distinct datasets, Aranews and SANAD. The central objective
is to systematically compare multiple performance metrics and
pinpoint the algorithm that excels in effectively discerning fake
news data. The study meticulously evaluates the performance
of diverse machine learning methods to identify the one that
attains the highest accuracy in detecting fabricated news.

The publication is structured into several segments, each
fulfilling a distinct role. The ’Related Work’ section offers
an overview of prior research and its outcomes, facilitating
comparisons with findings from other studies. The ’Proposed
Methodology’ section delves into the selected approaches for
addressing the identified issue, providing detailed explanations
for each choice. The outcomes gathered from each proposed
methodology are discussed in the ’Results and Analysis’
section, which also comprehensively assesses the model’s
strengths. The ’Conclusion and Future Work’ section summa-
rizes the findings, analyzes the results, and suggests potential
avenues for future research.

II. RELATED WORK
The task of identifying false news in Arabic has gained

growing attention, with significant advancements outlined in
Table I. Early work focused on analyzing content to assess
credibility. For example, [9] used Convolutional Neural Net-
works (CNNs) with word- and character-level embeddings to
evaluate weblog posts, achieving an F1-score of 0.63 despite
limited training data.

[10] developed the Arabic News Stance (ANS) dataset for
claim verification, using LSTM and pre-trained BERT models.
LSTM achieved an F1-score of 0.643 for fake claim detection.
Similarly, [11] utilized transformers to generate fake news and
introduced AraNews, a dataset annotated with parts of speech,
achieving a macro F1-score of 70.06 in detecting manipulated
Arabic news.

Linguistic features, such as part of speech and polarity, were
explored by [7], who used NB, RF, and SVM classifiers
for fake news detection, with RF achieving 79% accuracy.
Expanding to sentiment analysis, [12] focused on sarcasm
detection in Arabic datasets, with BERT models reaching 91%
accuracy in binary classification.

Fake news detection on Twitter has also been explored. [13]
used RF classifiers to assess tweet authenticity, achieving an
F1-score of 0.776. In rumor detection, [14] applied user-based
features with the EM algorithm, showing promising results.

For satirical news, [15] trained CNNs using pre-trained
embeddings, achieving 98% accuracy. In another recent study,
[16] introduced JointBERT for Arabic fake news detection,
outperforming models like AraBERT and AraGPT2 on various
datasets.

The COVID-19 pandemic intensified the need for fake news
detection. Studies such as [17], [18], and [19] investigated
misinformation on platforms like Twitter, highlighting the
impact of dataset size and model performance. Notably, [17]
used an XGB classifier with an F1-score of 0.39, while
[18] demonstrated the effectiveness of extra pre-training on
transformer models.

Further, [20] and [21] applied neural networks and en-
semble methods to detect false COVID-19 news, with QARiB
achieving a 95% accuracy on one dataset but lower perfor-
mance on new data. A two-model approach by [21] achieved
an F1-score of 0.935 using ensemble-based classifiers.

The integration of social context features has also gained
traction. [22], [23], and [24] incorporated user behavior and
profile data to improve classifier performance. In a notable
study, [25] achieved an F1-score of 0.956 by combining
content and social context for fake news detection on Twitter.

Finally, [26] employed a bidirectional LSTM-RNN model
for rumor prediction, achieving an F1-score of 0.87, outper-
forming traditional LSTM models.

The existing literature on Arabic fake news detection, as
shown in Table I, reveals a significant gap, primarily focusing
on tweets rather than news articles. In contrast to the extensive
attention given to English studies, current research often
neglects the unique challenges posed by fake news in news
content.



TABLE I
OVERVIEW OF THE CURRENT DATASETS AND METHODS USED FOR ARABIC FAKE NEWS DETECTIONN

Ref Year Data Set Classification Approach Result Gaps and Opportunities
[22] 2018 800 Tweets DT, SVM, NB Accuracy 0.899 Need for a larger dataset and to assess the influence

of adding or removing features
[14] 2019 271,000 Tweets Gaussian Naı̈ve Bayes Accuracy 0.78 Single fact-checking source and dataset unavailabil-

ity
[9] 2019 268 labeled blog

posts, 20,392
unlabeled blog
posts

CNN F1-score 0.63 Limited availability of labeled data for training pur-
poses

[13] 2019 9,000 Tweets DT, RF, SVM, NB F1-score 0.776 The new feature does not improve classification
outcomes

[23] 2019 1,862 Tweets AdaBoost, LR, RF, DT Accuracy 0.76 Considering only the emotional aspect of users shar-
ing news tweets and the limited dataset size

[10] 2020 ANS LSTM, mBERT F1-score 0.643 Same limitations in word count as tweets
[11] 2020 AraNews, ATB,

ANS
AraBERT, mBERT, XLM-RBase,
XLM-RLarge

F1-score 0.70 Datasets are machine-generated from real news

[15] 2020 6,895 satirical
news articles

XGBoost, NB, CNN F1-score 0.984 Focused only on political issues related to the Middle
East

[24] 2021 1,862 Tweets LR, LDA, SVM, RF, XGBoost,
KNN, DT, NB

Accuracy 0.82 Complexity of Arabic dialects; suggests exploring
other meta-heuristic algorithms

[19] 2021 5.5 Million
COVID-19
Tweets

XGB, RF, NB, LR, SVM, MLP F1-score 0.933 Restricted COVID-19 keyword constraints

[18] 2021 10,828 COVID-
19 Tweets

DistilBERT-multi, AraBERT
COV19, AraBERT, mBERT,
mBERT COV19

F1-score 0.9578 Update dataset with the latest COVID-19 events

[20] 2021 ANS, AraNews,
COVID-
19-Fakes,
ArCOV19-
Rumors

CNN, RNN, MARBERT, GRU,
AraBERT v1, v2, v02, QARiB, Ar-
Electra, ArBERT

F1-score 0.95 Small dataset and noise in the data

[17] 2021 8,786 COVID-19
Tweets

XGB, RF, SVM, NB, CNN, RNN,
CRNN, SGD

F1-score 0.39 Failed to enhance the performance of all classifiers

[21] 2022 3,157 COVID-19
Tweets

ExtraTree, LR, KNN, CART, Ad-
aBoost, SVM, NB, RF, Bagging

F1-score 0.935 Enhance the dataset by gathering more tweets

[27] 2022 4,299 COVID-19
Tweets

LR, RNN, BiRNN, DT, XGBoost,
SVM, KNN, NB, SGD, BiLSTM,
GRU, BiGRU, LSTM

Accuracy 0.81 Explore a pre-trained transformer and expand the
dataset beyond COVID-19

[7] 2022 1,098 pilgrimage
news articles

RF, NB, SVM F1-score 0.79 Add more textual features

[16] 2022 COVID-19,
ANS, AraNews,
Satirical News

QARiB, jointBERT, AraGPT2,
AraBERT

F1-score 0.85 Enhance for multi-class fake news categorization

[12] 2022 Misogyny,
Sarcasm

PAC, LRC, RFC, LSVC, DTC,
KNNC, ARABERT

Sarcasm 0.88,
Misogyny 0.91

Limited benchmarks, dataset imbalances, and mixed-
language challenges

[26] 2022 PHEME Bi-LSTM, LSTM-RNN F1-score 0.87 Rigorous tests needed to understand deep learning in
rumor detection

[12] 2022 COVID-19 RoBERTa, BERTweet, CT-BERT F1-score 0.99 Lack of data and unbalanced dataset
[25] 2023 5,000 news

Tweets
CNN, MARBERT F1-score 0.956 Unbalanced dataset; need to identify more user fea-

tures to distinguish fake news publishers
[28] 2023 644 news Mini-BERT F1-score 0.98 Mini-BERT model performance may vary with larger

datasets

This trend prioritizes the detection of fake news in tweets,
overlooking the need for a comprehensive approach that
includes diverse media sources. While both ”fake news”
and ”fake tweets” involve false information, their contextual
differences warrant targeted research on news articles.

Additionally, the impact of text length poses challenges for
Natural Language Processing (NLP) models [29], which may
struggle with longer news articles compared to shorter tweets,
affecting context comprehension and feature extraction.

Our research aims to implement a machine learning ap-
proach to detect fake Arabic news in news datasets. Although
some studies, like [20] and [30], have shown the effectiveness

of deep learning models, their complexity, extended training
times, and high computational requirements must also be
considered.

III. METHODOLOGY

In our study, we utilized two openly accessible datasets,
AraNewa and SANAD. AraNewa underwent annotation for
binary classification tasks (Fake and Real), while SANAD
comprises a single classification with two distinct categories:
one designated for fake news and the other for real news.
Both datasets were purposefully designed to discern between
authentic and fabricated news.



Fig. 1. Suggested Structure for Arabic News Recognition

Various machine learning algorithms were employed, and
each underwent a thorough evaluation before being applied to
train models on the datasets. Following the outlined steps in
Figure 1, it becomes possible to preprocess the datasets, train
a machine learning model, and assess its performance.

A. Data Set Selection

The initial and pivotal step in our classification method
involves sourcing an appropriate dataset. In our investigation,
we used the AraNews and datasets

• SANAD: The Single-labeled Arabic News Articles
Dataset (SANAD) plays a crucial role in the field of
Natural Language Processing (NLP) for Modern Stan-
dard Arabic (MSA). Comprising nearly 200,000 articles
sourced from reputable news portals like AlKhaleej,
AlArabiya, and Akhbarona, SANAD stands as an essen-
tial asset for research in Arabic computational linguistics
[31].
Organizing its content into seven distinct categories
(culture, finance, politics, religion, sports, and tech),
SANAD offers a diverse range of articles for analysis.
With meticulous compilation, the dataset is specifically
designed to support various NLP tasks, emphasizing
single-label text classification. In the research experiment,
a subset of available SANAD comprising 10,000 rows
is employed in experimental procedures. The research
aims to demonstrate the applicability and effectiveness
of machine learning models within the scope of 10,000
articles from those seven categories.

• AraNews: a comprehensive dataset, has been developed
to explore misinformation in Arabic news. Figure 2
displays a subset of the gathered AraNews News. The
dataset, comprising a vast collection of news articles
spanning various topics and countries, is meticulously
curated. A list of fifty newspapers from fifteen Arab
nations, the United States of America (USA), and the
United Kingdom (UK) must be manually compiled as
part of the creation process [11].

Fig. 2. sub set of AraNews Dataset

B. Data Pre-processing

• Normalization of Orthography:
Standardize Alef characters and The characters in
the input text using the normalize_hamza.
normalize_alef. normalize_teh. functions
available in the Araby library.

• Elimination of the English Text: Make use of the araby
library to tokenize every text input. Tokens outside of
the Arabic Unicode range should be excluded. To create
a coherent Arabic text, combine the remaining Arabic
tokens. The processed Arabic texts should be saved in a
new list.

• Extra Preparation: Use the Araby library’s
strip_tashkeel function to remove tashkeel
(diacritical marks) from each Arabic text. To
guarantee that the characters in the Arabic text are
consistently represented, further implement orthographic
normalization. Eliminate characters that are repeated.
Make tokens out of the normalized text. Tokens outside
of the Arabic Unicode range should be excluded. Arabic
tokens can be stemmed using ISRlStemmer. Remove
stop words, which are frequently occurring words with
little semantic significance, using the nltk library’s stop
words list as a guide. Keep non-alphabetic tokens out
of it. To create a processed text, concatenate the filtered
tokens. The edited texts should be saved in a new list.

C. Feature Extraction

In this investigation, the TF-IDF [35] methodology for
feature extraction was employed to assess the significance
of words within documents, determined by their frequency.
TF-IDF is the product of term frequency (TF) and inverse
document frequency (IDF). A higher score is assigned to a
term when it exhibits frequent occurrence within a document
but is infrequent across the entire corpus. (tf − idf ) algorithm
is calculated using the formula:

tf − idf(w) = tf × log

(
N

df(w)

)

Where:

tf is the term frequency of the word ′w′ in the document,
N is the total number of documents in the corpus,
df(w) is the number of documents in the corpus that contain the word ′w′.

D. Model Training

• Data Splitting: We employ the train˙test˙split function
from the scikit-learn library to partition the dataset into
distinct training and testing sets. By setting the test˙size
parameter to 0.25, a quarter of the dataset is reserved for
testing purposes.

• Text Vectorization with TF-IDF: In the process of text
vectorization with TF-IDF, we utilize the TfidfVectorizer
from the scikit-learn feature extraction module. This vec-
torizer is initialized to convert textual data into TF-IDF
features, a widely adopted method in natural language



processing. The fit˙transform method is then employed
on the training data (x˙train) to both fit the vectorizer
to the data and transform the text into TF-IDF features.
The acquired vocabulary is subsequently used to apply
the same transformation to the testing data (x˙test) using
the transform method. This approach ensures that the
text data is effectively represented in a numerical format
conducive to machine learning applications.
these steps facilitate the preparation of text data for
classification by partitioning it into training and testing
sets and employing TF-IDF vectorization to convert text
features into numerical representations. The resulting
TF-IDF features are consequently primed for training a
machine learning model.

E. Performance Assessment

Accuracy alone is insufficient for a complete evaluation of
machine learning models. To gain deeper insights, additional
metrics like F1 score, precision, and recall are necessary.

Accuracy measures the proportion of correct predictions:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

The F1 score balances precision and recall, making it effective
for imbalanced datasets. Precision reflects how many positive
predictions were correct:

Precision =
TP

TP + FP
(2)

Recall shows how well the model identifies true positives:

Recall =
TP

TP + FN
(3)

The F1 score combines these metrics for a more rounded
performance measure:

F1 Score =
2× Precision × Recall

Precision + Recall
(4)

IV. RESULTS AND ANALYSIS
Table II presents the findings of the fake news detection

experiment, contrasting the efficacy of various machine learn-
ing algorithms on the SANAD and AraNews datasets. Metrics
including F1-score, Accuracy, Precision, Recall, and Training
time are included in the analysis.

For the SANAD dataset, Logistic Regression demonstrates
the highest Accuracy at 95.92%, outperforming Decision Tree
(85.32%), Random Forest (88.96%), and Multinomial NB
(91.68%). Precision and Recall also follow similar trends, with
Logistic Regression consistently leading across all metrics.
The F1-score further confirms the superior performance of
Logistic Regression.

In contrast, the AraNews dataset exhibits lower overall
performance across all algorithms. Logistic Regression again
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achieves the highest Accuracy at 59.13%, followed by Deci-
sion Tree (48.6%), Random Forest (47.43%), and Multinomial
NB (50.12%). Precision, Recall, and F1-score metrics echo
this pattern, with Logistic Regression consistently outperform-
ing other algorithms.

Training time analysis reveals variations across algorithms.
Logistic Regression generally exhibits lower training times
compared to Decision trees, Random Forests, for both datasets.
Multinomial NB consistently has the lowest training times,
indicating its efficiency in model training.

The observed variations in results between the SANAD and
AraNews datasets can be attributed to several factors. One
notable distinction lies in the word count distribution, where
AraNews exhibits a lower word count in its news articles
compared to SANAD. This discrepancy echoes the inherent
challenges posed by constrained word counts, a similarity
shared with the limitations associated with word count con-
straints in tweets compared to news articles. Furthermore,



AraNews represents a publicly available dataset focusing on
misinformation in the Arabic language, generated through
automated manipulation of authentic stories sourced from 50
newspapers spanning 15 Arab countries, AraNews maintains
a balanced composition. However, it is crucial to note that this
dataset is synthetically generated, introducing considerations
related to its artificial nature. On the other hand, SANAD’s
data collection process involved the use of Python scripts
tailored for scraping three popular news portals. These scripts
were designed to extract text and tags from each article’s page,
providing a more organic and authentic representation of news
content compared to the manipulated nature of AraNews.

V. CONCLUSION AND FUTURE WORK
In recent years, detecting fake news has garnered significant

attention due to its rapid spread and harmful effects. While
the field of Arabic fake news detection is still emerging, it
offers promising opportunities for research, particularly given
the scarcity of existing studies. The complexities of the Arabic
language—such as its diverse dialects, varying orthographic
rules, extensive vocabulary, and limited datasets—complicate
the identification of fake news.

This study presents a novel approach to determining the
authenticity of Arabic news articles. Our exploration of var-
ious machine learning algorithms revealed that the Logistic
Regression model performed the best in terms of accuracy.
However, the limited availability of classified Arabic news
datasets presents challenges that may affect the generalizability
of our findings.

Looking ahead, we will explore the application of other NLP
transformer models, such as BERT, in fake news detection.
Our aspirations extend beyond text-based analysis alone. In the
future, we aim to enhance our fake news detection capabilities
by incorporating image-based features into our models. By
combining textual and visual information, we seek to improve
the robustness and comprehensiveness of our detection meth-
ods. This evolution represents a forward-looking approach,
embracing the potential of multi-modal data for more accurate
and nuanced fake news identification in the ever-evolving
landscape of information dissemination.
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