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Unveiling Social Relations: Leveraging Interpersonal
Similarity Learning for Social Relation Recognition

Wang Tang, Linbo Qing, Member, IEEE, Haosong Gou, Li Guo , and Yonghong Peng

Abstract—Identifying social relationships from images is a chal-
lenging yet promising research area with great potential for im-
proving human health and enhancing our understanding of social
networks. However, present endeavors in this field tend to concen-
trate on leveraging visual features for the exploration of social re-
lationships, while disregarding certain concealed information that
lies beneath these features, such as interpersonal similarity. These
methodologies may result in inadequate visual data encoding,
thereby imposing limitations on the accuracy of social relationship
recognition. In light of this, we propose a novel framework that
utilizes interpersonal similarities within images to provide more
information for identifying social relationships, thereby mitigat-
ing the issue of insufficient feature exploration. Furthermore, our
proposed framework incorporates an innovative CF-Loss function
that effectively incentivizes the identification of accurate social
relationships while penalizing incorrect identifications, ultimately
bolstering the model’s capacity to discriminate between distinct
social relationships. Our experimental findings demonstrate the
superiority of our proposed framework over state-of-the-art meth-
ods on public datasets, confirming its effectiveness and accuracy in
identifying social relationships.

Index Terms—Social relation recognition, interpersonal
similarity learning, confusion loss function.

I. INTRODUCTION

SOCIAL relationships are the cornerstone for individuals’
engagement in social activities and are established through

interactions involving two or more people. The accurate and ef-
ficient identification of these relationships is crucial, not only for
improving and maintaining human health, such as mental health
and health-related behaviours [1], [2], but also for studying and
understanding social networks and daily human life [3], [4],
[5], [6], [7]. Additionally, social relationship recognition (SRR)
offers valuable insights for other related tasks, such as evaluating
the vitality of urban spaces [8], measuring human perception
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Fig. 1. Discernment of social relationships based on similarities in interper-
sonal traits.

of the urban environment [9] and user mobility modeling and
check-in prediction [10].

Current research on image-based Social Relationship Recog-
nition (SRR) can be broadly categorized into two main ap-
proaches: (a) direct classification, where visual features of
people, objects, and scenes are extracted using convolutional
neural networks [11], [12], [13], [14]; and (b) inferring social
relationships through a graph neural network (GNN) using
the extracted visual features [15], [16], [17], [18], [19], [20].
Notably, recent investigations on SRR have shown promising
results by employing a visual transformer (ViT) as an encoder for
precise person visual feature extraction [21]. This study provides
compelling evidence for the effectiveness of transformers as
feature extractors for SRR tasks. However, it is noteworthy that
these studies primarily focus on fusing visual features using
techniques such as concatenation, addition, and multiplication,
without considering the implicit information embedded within
these features prior to fusion. This oversight limits the ability of
these approaches to fully comprehend social relationships.

Regarding SRR, the similarity between individuals can pro-
vide potent and valuable latent features that aid in identify-
ing social relationships. Fig. 1 illustrates how this similarity
contributes to our understanding of social relationships. The
individuals in the figure share a strong resemblance in terms
of their attire (football kit), behaviour (participate in a football
match.), and posture (queue formation). By leveraging both
interpersonal similarity and location information, along with
scene details, one can deduce that they share a professional
relationship. The figure elucidates how analogous traits can
provide valuable insights into the social relationships between
individuals. Importantly, research studies rooted in psychol-
ogy corroborate that exploring interpersonal similarity consti-
tutes an effective approach to investigating individual interac-
tions [22]. As such, this study will incorporate interpersonal
similarity as a key feature into our framework prior to feature
fusion, in order to enrich the model’s comprehension of social
relationships.
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Fig. 2. Overall architecture of the ISL framework.

In addition, the issue of data imbalance can significantly im-
pact the effectiveness of model training. In various research do-
mains, scholars typically leverage the loss function to fine-tune
the model, allowing it to allocate greater emphasis to the smaller
samples [23], [24], [25]. Moreover, these loss functions incorpo-
rate conventional data augmentation techniques to further lessen
the impact of data imbalance. For the issue of data imbalance in
SRR task, Wang et al. [21] propose a new loss function. This loss
function optimizes model training by increasing the inter-class
distance while reducing the intra-class distance. While the model
demonstrates satisfactory performance in overall metrics, it falls
short when it comes to recall for individual classes. In practice,
the randomness of input data means that the imbalance of data
distribution for each epoch may not be absolute. Hence, the
method proposed in [21] also bears the risk of failre. Addressing
these limitations is crucial to enhancing the model’s precision in
identifying and discerning between distinct social relationships.
Against this backdrop, our study proposes a novel confusion loss
function (CF-Loss) to mitigate this challenge.

To implement our proposed methodology, we have developed
a novel framework that leverages Interpersonal Similarity Learn-
ing (ISL) to identify social relationships. In order to provide a
thorough comparison with the approach presented in [21], we
still use ViT for encoding visual features of individuals depicted
in images. We then propose an ISL model that focuses on explor-
ing similarities between individual visual features. Additionally,
we have introduced a new CF-Loss function which is designed
to improve the model’s ability to differentiate between different
social relationships.

Our contributions can be summarized as follows:
1) This study presents a novel framework for SRR that uti-

lizes latent interpersonal similarities within visual features
to enhance the understanding of social relationshipsm,
which effectively improves the model’s ability of recog-
nizing social relationships.

2) To improve the discriminative capacity of the model for
different social relationships, a new CF-Loss function is
proposed to optimize its training.

3) The proposed model has achieved superior performance
compared to state-of-the-art results on both the PISC [12]
and PIPA [13] datasets.

The letter is structured as follows: Section II presents the pro-
posed approach, Section III showcases the experimental results
demonstrating its effectiveness, and Section IV concludes the
letter.

II. THE PROPOSED METHOD

A. Overview

The study’s framework involves several key steps, as shown in
Fig. 2. An encoder is used to encode individuals, their positions,
and scene information. Visual features are extracted using ViT
for individuals, FC for position information, and ResNet-50 for
scene information [26]. These features are then input into the
ISL model to compute interpersonal similarity. The similarity,
location, and scene information are integrated for social relation-
ship recognition. Model training is optimized using the CF-Loss
function.

B. Feature Extraction

For fair comparison with [21], similar approaches were used
for feature extraction. ViT was employed to extract visual fea-
tures of individuals using bounding boxes and coordinates. All
individuals were uniformly resized to224× 224 and normalized
before inputting into ViT, resulting in a 512-matrix output.
The scene image was also resized to 224× 224, resulting in
a 512-matrix output. Position coordinates were processed using
the FC model to obtain a 512-matrix.

C. ISL

With the individual visual features extracted, a thorough
exploration of their interpersonal similarities can be conducted.
The initial stage involves computing the similarity between their
visual features utilizing cosine similarity. The formula utilized
for this computation is as follows:

ri,j =
xT
i xj

|xi| |xj | (1)

where xi and xj represent the visual features of person i and j,
respectively, while ri,j denotes the cosine similarity result. The
acquisition of interpersonal similarity learning can be achieved
through multiplying the cosine similarity coefficient with the
feature matrix. It is worth noting that the feature matrix is
obtained by concatenating the visual features of two distinct
individuals in different orders, as shown in Fig. 2. The formula
employed for this computation is expressed as follows:

ISLi = ri,j · FC (xi, xj) (2)

ISLj = ri,j · FC (xj , xi) (3)



TABLE I
COMPARISON OF OUR MODEL WITH THE STATE-OF-THE-ART METHODS ON PISC-C, PISC-F, AND PIPA

D. CF-Loss

The CF-Loss function proposed in this study is derived from
the confusion matrix generated at every epoch of the model
training process. During the process of model training, it can
provide rewards for accurately classified relationships, while
imposing penalties for relationships of confusion. The mathe-
matical formula for its computation can be expressed as follows:

CFLoss = ϕs,t · log
(
1 + e−ωp

)
+ (1− ϕs,t) · log (1 + eωn)

(4)
In the positive set, ϕs,t takes on a value of 1 to signify that
both actual and predicted values are true. Conversely, in the
negative set, ϕs,t remains at 0, indicating a true actual value but
a false prediction. Additionally, weight ω is derived from the
confusion matrix and divided into two components: ωp and ωn,
which respectively correspond to positive and negative weights.
The formulas for computing ωp and ωn are as follows:

ωp = 1− ξs,t
n2

, s = t ∈ N ∗ (5)

ωn =
ξs,t
n2

, s �= t ∈ N ∗ (6)

where ξs,t represents the original data in the confusion matrix,
and n represents the number of relationship categories.

Specificlly, in the process of iterative learning, the model
adapts its attentional focus to different relationship categories
in response to errors made during the previous iteration. This
mechanism contributes to improved recognition accuracy for
each category, ultimately leading to an overall enhancement of
the model’s accuracy.

III. EXPERIMENTS AND RESULTS

A. Datasets

PISC [12]: The PISC dataset has 22,670 images with 76,568
relation samples and a hierarchical task structure, i.e., PISC-C
and PISC-F. The evaluation metric used for this dataset is the
mean average precision (mAP), borrowed from previous SRR
methods.

TABLE II
MODEL TRAINING SETTINGS

PIPA [13]: The PIPA dataset has 26,915 pairs of people cate-
gorized into five social domains and 16 specific social relations.
Our study focuses on SRR, with evaluation based on the dataset’s
16 social relations using top-1 accuracy (Acc), a metric adopted
from previous SRR methods.

B. Implementation Details

Data Augmentation: We used data augmentation techniques
to address the data imbalance in the PISC-F dataset. Specifically,
we manually modified pairs by reversing person order and
horizontally flipping minority labelled samples.

Training Setting: Similar to [18], [19], [21], we set the hy-
perparameters for this experiment as shown in Table II. In
addition, for visual feature extraction, we employed a large ViT
pre-trained model with an input size of 224 and a patch size of
16.

C. Comparison With State-of-The-Art Methods

To assess the effectiveness of our proposed ISL model, we
conducted a comparative analysis against state-of-the-art meth-
ods, as presented in Table I. Our IFIL model outperformed exist-
ing methodologies, achieving superior overall recognition accu-
racy. Its impressive results on PISC-C, PISC-F, and PIPA were
particularly noteworthy, with accuracy rates of 87.0%, 75.6%,
and 73.0%, respectively. These represent an improvement of
0.2%, 1.0%, and 0.5% over MT-SRR [21]. Such outcomes
demonstrate the efficacy of interpersonal similarity learning.

In addition, in the context of the PISC-F experiment, our
proposed method demonstrated superior recall rates compared
to MT-SRR. Specifically, the improvements are 6.6%, 2.9%,
7.5%, 0.6%, 8.7%, and 8.9% respectively. This results provide



TABLE III
RESULTS OF THE ABLATION EXPERIMENT ON OVERALL ACCURACY

TABLE IV
RUNTIME COMPARISONS USING DIFFERENT METHODS

evidence for the effectiveness and superiority of our proposed
CF-Loss method.

D. Ablation Study

(a) ISL study: To investigate the efficacy of our proposed ISL
approach in accurately understanding social relationships, we
employed t-distributed stochastic neighbor embedding (T-SNE)
to reduce the dimensionality of the encoded features and con-
ducted visualization analyses. As shown in Fig. 3, the visual
features of the depicted couple are starkly divergent in the
presence or absence of the ISL method. Specifically, their visual
features exhibit a significant degree of dispersion in the absence
of ISL. When attempting to merge the visual features of two
distinct individuals without considering this aspect, the resulting
model may lead to misleading or ambiguous inferences, such as
incorrectly identifying the individuals as friends, siblings, or
colleagues. However, through the utilization of ISL to encode
shared features, it becomes apparent that a robust linkage is
formed between their pivotal features and even overlap with one
another, thus facilitating a deeper understanding of the intimate
social interconnections among them by the model.

(b) Whole framework study: The ablation experiment was con-
ducted stepwise following this detailed process: Firstly, the SRR
task was performed using individual features (IF) without any
integration, as shown in Table III. The PISC-C metric achieved
79.6% at this stage, while PISC-F and PIPA attained 69.3% and
69.5%, respectively. Secondly, visual features were incorporated
into the ISL model, increasing 6.9%, 5.7%, and 3.3% in the
metrics above. This underscores the exceptional efficacy of the
ISL model in the experiment. Finally, CF-Loss optimization
model training was integrated, further improving 0.5%, 0.6%,
and 0.2% across all three metrics. The remarkable enhancement
observed across all three stages of the model clearly indicates
their positive contribution towards improving SRR.

(c) Runtime study: We compared the training duration of our
proposed method with three recent studies, as shown in Table IV.
The first two methods use convolution-based models for faster
training but lower accuracy. The third method uses ViT and mul-
tiple transformers for accurate results but longer training time.
Our method incorporates ViT and streamlines feature fusion,
reducing training time while effectively leveraging interpersonal
similarity for social relationship recognition.

Fig. 3. Dimensionality reduction visualizations of the feature matrix.
(a) Without using ISL and (b) using ISL.

Fig. 4. (a) Successes and (b) failures in social relationship recognition using
the ISL framework.

E. Qualitative Evaluation

We conducted a detailed investigation focusing on the ex-
ample in Fig. 4 to understand the factors that contribute to
the success and failure of our proposed methodology. In the
correctly identified example (Fig. 4(a)), there are significant
similarities in clothing, actions, and postures that lead to correct
relationship identification. In the misidentified example (Fig.
4(b)), the lack of similarity between individuals leads to failure.
In addition, considering only interpersonal similarity and over-
looking contextual elements and logical constraints may also
be another reason for failure. Therefore, future research could
integrate additional visual cues or explore logical constraints to
address this issue. Nevertheless, our proposed method outper-
forms previous recognition results.

IV. CONCLUSION AND DISCUSSION

In this letter, we propose a novel framework that leverages
interpersonal similarities within images to enhance visual fea-
tures and improve the accuracy of social relationship recogni-
tion. We introduce a novel CF-Loss function that enhances the
model’s ability to differentiate between various social relation-
ships. Our experimental results demonstrate the superiority of
our framework over state-of-the-art methods on the PISC and
PIPA datasets, affirming the effectiveness and accuracy of our
approach.

However, there are still opportunities for further research, e.g.
further research should focus on developing methods for accu-
rately recognizing social relationships in real-world application
scenarios, especially in the presence of noisy or blurred images.
Second, the dynamics of character interactions in public spaces
should be explored, and the scalability of the models to handle
larger datasets and different scenarios should be considered. It
is also important to carefully consider the ethical and social
implications associated with the field to ensure responsible
application of social relationship recognition techniques.
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