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A B S T R A C T

In Wireless Multimedia Sensor Networks (WMSNs), nodes capable of retrieving video, audio, images, and small
scale sensor data, tend to generate immense traffic of various types. The energy-efficient transmission of such a
vast amount of heterogeneous multimedia content while simultaneously ensuring the quality of service and
optimal energy consumption is indispensable. Therefore, we propose a Power-Efficient Wireless Multimedia of
Things (PE-WMoT), a robust and energy-efficient cluster-based mechanism to improve the overall lifetime of
WMSNs. In a PE-WMoT, nodes declare themselves Cluster Heads (CHs) based on available resources. Once cluster
formation and CH declaration processes are completed, the Sub-Cluster (SC) formation process triggers, in which
application base nodes within close vicinity of each other organize themselves under the administration of a Sub-
Cluster Head (SCH). The SCH gathers data from member nodes, removes redundancies, and forwards miniatur-
ized data to its respective CH. PE-WMoT adopts a fuzzy-based technique named the analytical hierarchical pro-
cess, which enables CHs to select an optimal SCH among available SCs. A PE-WMoT also devises a robust
scheduling mechanism between CH, SCH, and child nodes to enable collision-free data transmission. Simulation
results revealed that a PE-WMoT significantly reduces the number of redundant packet transmissions, improves
energy consumption of the network, and effectively increases network throughput.

1. Introduction

Recently Wireless Multimedia Sensor Networks (WMSNs) have got
huge attention from academia and industry. These networks have been
widely adopted in various application fields, such as smart agriculture
[1], battlefield surveillance [2–5], habitat monitoring [6], environment
monitoring [7], smart health care [8], smart buildings [9,10], and forest
fire monitoring [11]. The deployed nodes in a WMSN are usually
equipped with several multimedia modules (e.g., microphones and
cameras). These modules enable the nodes to capture and transmit scalar
as well as multimedia content in the form of still images, audio streams,
and video streams. While a node may capture a snapshot of
short-duration events, it may also capture multimedia streaming for

longer-duration events depending on the application's requirements
[12].

In WMSNs, the productive utilization of energy, storage, and
computational capability have significant importance to achieve an
increased network lifetime. To optimize energy consumption, the
network architecture plays a vital role in efficient resource utilization
[13]. In this regard, several efforts have been devoted in the literature to
developing an efficient network design. These proposed network com-
positions include 1) single-tier flat network architecture, 2) cluster-based
architecture, and 3) multi-tier network architecture [14,15].

In single-tier flat architecture, the network is deployed with homoge-
neous sensor nodes of identical functionalities and available resource
capabilities. In this architecture, each underlying network node may
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perform any operation, ranging from sensing and visual data acquisition
utilizing multimedia modules to data forwarding towards the sink node
via single or multihops. In cluster-based architecture, the network is
composed of heterogeneous sensing nodes (e.g., multimedia and scalar).
These nodes organize themselves into groups named clusters. A leader
node, referred as a Cluster Head (CH), is elected from various nodes
located in the vicinity of each other to manage the cluster in terms of
performing aggregation operations on data received from child nodes,
data processing, and the data transmission towards the sink node. In such
architecture, the CH often has more resources and performs compute-
intensive tasks as mentioned above. The overall network energy con-
sumption in cluster-based architecture is an order of magnitude less than
the single-tier flat architecture networks. The reason is that the child
nodes in cluster-based architecture forward data towards the relatively
closely-positioned CH; hence, those nodes require low power trans-
missions, resulting in a low amount of energy consumption. Themulti-tier
architecture consists of various tiers where each tier may include both
homogeneous and heterogeneous nodes. Typically, the first tier is
comprised of scalar nodes performing various operations, including
temperature sensing, motion detection, and vibration sensing. The sec-
ond tier may consist of multimedia sensor nodes that may perform
complex operations, including visual data acquisition, object detection,
and recognition of acquired data. The third tier is composed of resource-
rich nodes compared to the nodes in tier-1 and tier-2. These nodes usually
perform compute-intensive tasks, such as applying deep learning models
to extract features from acquired data, facilitating lower tier nodes to
perform complex computations, and data forwarding towards the sink
node [15].

Among the aforementioned network architectures, clustering is the
most prominent mechanism for achieving energy efficiency in WMSNs.
Clustering algorithms effectively enhance network lifetime, balance
network load, minimize latency, and increase network connectivity.
These algorithms split the entire network into multiple clusters of various
sizes, as shown in Fig. 1. A single high resource node from each cluster is
elected as CH, making it responsible for its cluster administration. The
CH is positioned at a shorter distance from its child nodes. Therefore,
child nodes forward their sensed data to their corresponding CH instead
of performing a direct transmission to the sink node (usually located at a
farther distance). This results in improved utilization of network re-
sources (e.g., residual energy) [16].

After data collection, a CH aggregates the data, removes redundancies
from the aggregated data, and transmits it to the sink node. As a CH
manages its whole cluster (in terms of data collection, aggregation, and
transmission as well as transmission scheduling), a CH consume more

energy than a child node. Therefore, an efficient CH selection mechanism
can play a prominent role in increasing the overall network's operation
period.

In conventional cluster-based schemes for WMSNs, the CH assigns a
Time Division Multiple Access (TDMA) slot to each child node in its
cluster for performing data transmission [17]. However, similar types of
nodes (e.g., audio, video, and scalar) may be nearby, causing them to
capture identical data that gets forwarded to the CH. This unnecessary
data transmission may result in wasted resources, such as residual energy
and storage. Since residual energy is of extreme importance [15], un-
necessary data transmissions may diminish the available energy reservoir
and prevent nodes from participating in network operations for a longer
duration. Furthermore, a CH may not accommodate all the data from its
members due to buffer constraints and increased processing time. This
may induce network congestion, increased delays, and packet
re-transmission. Therefore, the design of an energy-efficient mechanism
is critical to enhancing network lifetime while satisfying the requisite
Quality of Service (QoS) requirements of multimedia applications.

To address the aforementioned challenges, we propose a Power-
efficient Wireless Multimedia of Things (PE-WMoT) protocol, an
energy-efficient clustering scheme for heterogeneous WMSNs. The main
contributions of the proposed scheme can be summarized as follows:

1. The PE-WMoT protocol provides a robust resource-aware clus-
tering mechanism to curtail node energy consumption by enabling high
resource nodes to declare themselves CHs.

2. The PE-WMoT protocol presents an efficient sub-clustering mech-
anism to further minimize unwanted data transmissions towards the
main CH.

3. The PE-WMoT protocol designs an efficient slot scheduling mech-
anism to ensure collision-free data transmissions between child nodes,
Sub-Cluster Heads (SCHs), and the CH.

4. Simulations are performed in Castalia (based on OMNETþþ) to
reveal the performance of the PE-WMoT protocol with relevant and state-
of-the-art schemes in terms of energy efficiency, packet delivery ratio, CH
lifetime, and control overhead.

The rest of the paper is organized as follows. Section 2 is devoted to
related work, Section 3 introduces the motivations and a detailed
description of PE-WMoT protocol, Section 4 presents PE-WMoT data
transmissions and collection at SCHs, performance evaluations are pre-
sented in Section 5, and finally, Section 6 draws the conclusion.

2. Related work

Amyriad of energy-efficient schemes have been proposed for WMSNs
to improve energy optimization for multimedia sensor nodes, enhancing
overall network lifetime and QoS [18,19]. In this section, we review
existing state-of-the-art energy-efficient schemes proposed for WMSNs.

To optimize energy consumption and enhance node lifetime in
WMSNs, a pair-wise directional geographical routing was proposed [20].
A multipath routing scheme called “direct diffusion” [21] was also pro-
posed that allowed each node to broadcast packets within its trans-
mission range. Receiving nodes maintained sending node information, so
when events occurred in the vicinity of any given node, the scheme could
choose the best path for delivering the information to the managing
node.

A Reliable Energy-Aware Routing (REAR) protocol for Wireless
Sensor Networks (WSNs) [22] was proposed to address energy efficiency
and reliable data delivery issues. In their work, the sink node broadcasted
the service query packet in the network. Receiving nodes informed the
sink node about their discovered path by forwarding the reservation
message. However, REAR protocol performance could degrade in densely
deployed networks since nodes may spend a large amount of time and
consume significant energy in their path discovery processes. Ant-based
Service-Aware Routing (ASAR) algorithm for WMSNs was presented in
Ref. [23]. ASAR mainly focuses on routing between CHs and the sink
node, in which the CH node forwards various classes of data to the sinkFig. 1. Architecture of cluster-based WSNs.
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node.
Another protocol, named “Low-energy Image Compression Algorithm

(LEICA)” [24], for WMSNs proposed compressing visual data while
maintaining the image quality. The results showed that the LEICA pro-
longed network lifetime by decreasing the energy consumed in trans-
mission and computation. Additionally, an energy-efficient image
compressive transmission scheme was proposed in Ref. [25]. The authors
introduced the background subtraction of an image and blocked
compressive sending to reduce energy consumption. In Ref. [26], a
Lifetime Priority-Driven Resource Allocation (LP-DRA) was proposed for
a Wireless Network Virtualization (WNV)-based Internet of things.
LP-DRA assigns the available resources to Virtual Network Requests
(VNRs) based on VNR lifetime and physical network revenue. LP-DRA
ensured the effective utilization of physical resources, boosted the VNR
acceptance rate, and effectively enhanced network revenue.

Efficient and accurate object classification inWMSNs was proposed in
Ref. [27]. The classification utilized a genetic algorithm-based classifier
with two simple characteristics from objects in audiovisual frames.
Simulation with three object classes (animals, vehicles, and humans)
produced a purported high level of accuracy without significant node
storage overhead or energy consumption [26]. A multi-objective
approach to solving WMSN routing problems was proposed in
Ref. [28]. The authors considered naming delay and expected trans-
mission counts in the QoS requirements. Their proposed mechanism
improved energy optimization and delays.

To reduce energy consumption, the authors of [29] presented a
clustering mechanism based on Heterogeneous WSNs Using
Mixed-Integer Programming (HRMIP). In HRMIP, sensor nodes have a
shorter average path that reduces total energy consumption. However,
once the nodes are deployed, the path taken by the nodes to transmit data
always remains fixed. Sensor nodes with high transmission rates may
continue to consume large amounts of energy, with the potential for
rapid death that lowers overall network lifetime.

3. Power-efficient wireless multimedia of things (PE-WMoT)
protocol

In this section, we provide the motivation for our proposal, as well as
some of its network assumptions, to illustrate PE-WMoT features. After
that, a detailed explanation is provided.

3.1. PE-WMoT—Motivation

The motivation behind the PE-WMoT is illustrated by the use case
scenario of battlefield surveillance, as depicted in Fig. 2. The figure de-
picts a heterogeneous WMSN comprised of several heterogeneous nodes
randomly deployed in a region of interest to monitor intruders (e.g.,
enemy troops, warheads, armored cars, and tanks). These deployed
nodes are divided into clusters, and a single node among each cluster
performs CH duties. When an intrusion occurs, the underlying nodes
capture the intruder and forward it to their respective CH.

Assuming enemy troops attack this critical zone, deployed nodes will
capture troops activity and transmit it to their CH. It is highly likely that
several identical application base nodes may reside in close proximity to
one another, capture identical data and transmit it; this can overload the
CH, increase the packet drop rate, and trigger network retransmissions.

In most cluster-based energy-efficient schemes [17,30], nodes posi-
tioned in an affected area forward their sensed data to their respective CH
without considering neighboring nodes. They transmit identical data that
highly degrades CH lifetime and can increase network congestion. Be-
sides, some existing techniques [31] split the main cluster into subgroups
based on overlapping Fields of Views (FoVs). These approaches allow
only a single high energy node from each sub-group to forward data to
the main CH in order to reduce the unnecessary transmissions. However,
the designated high energy node may likely fail to transmit the data due
to unforeseeable reasons (e.g., sudden hardware/software failure). A low

energy node in a cluster may capture an event that requires timely action;
however, due to its energy constraint, it cannot take part in data trans-
mission. As in mission-critical applications (apart from energy optimi-
zation), data delivery is extremely important. The aforementioned
schemes may affect application performance and QoS by way of data loss.

The main objective of the PE-WMoT protocol is to put forward a
robust mechanism that mitigates redundant transmissions, minimizes
node energy consumption, and enhances the network operation time
while ensuring sensed data integrity.

3.2. PE-WMoT—Network assumptions

We consider a WMSN where several heterogeneous multimedia
sensor nodes are sprinkled randomly in the sensing region. The concept
of heterogeneity is defined in terms of available resources (e.g., residual
energy, storage, and computational capability) and node type (e.g.,
multimedia, scalar). We assume that all nodes are static and each node is
equipped with a digital compass (for estimating camera direction) and a
GPS module (for acquiring its geographic location) [32].

3.3. PE-WMoT protocol description

The PE-WMoT protocol comprises various phases (e.g., cluster for-
mation, CH declaration, SC formation, and neighbor information sharing
phases), neighbor information sharing to the main CH, SCH election, and
the data transmission and data collection at the SCH. The protocol de-
ploys several heterogeneous WSNs nodes randomly deployed in the re-
gion of interest. These nodes are organized into clusters with one CH
node among each cluster. Each cluster is further divided into SCs, as
shown in Fig. 3.

A single high energy node from each SC shares its member informa-
tion with the CH. After accumulating the information, the CH applies the
Analytical Hierarchy Process (AHP) to elect the potential SCH in each SC.
SCH selection is based on a multitude of available parameters, such as
residual energy, available storage, physical location, and computational
capability.

Upon SCH election, the CH disseminates the elected SCH information
(i.e., SCH list) along with the TDMA slots for each SCH node. On
receiving the SCH list, each node searches for its node-ID on the list. If a
node finds its node-ID, it considers itself SCH, divides the allocated

Fig. 2. Battlefield surveillance system.
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TDMA slot into mini slots (as per the number of child nodes in the SC),
and assigns them to each SC member node. Each node in the SC transmits
the sensed data to the SCH in its allocated mini slot. Finally, the SCH
forwards the aggregated data to the main CH node. In a PE-WMoT, the
control packet transmissions (e.g., HELLO, CH advertisement, and
neighbor association) follow a contention-based mechanism– Carrier-
sense Multiple Access with Collision Avoidance (CSMA/CA), while the
data transmissions (i.e., between member nodes and S-CH, between S-CH
and CH) are based on TDMA.

The complete frame structure and slot assignments are presented in
Fig. 4, and a comprehensive description of all phases is presented in the
following subsections.

3.3.1. PE-WMoT cluster formation and CH declaration phase

The cluster formation and CH declaration process is based on our
previous work [3], where nodes with available resources greater than a
certain application-specific threshold are eligible to participate in the CH
declaration process.

3.3.2.. PE-WMoT—Subcluster formation and neighbor information
sharing

The subclustering mechanism triggers soon after the completion of
CH declaration process. Each node broadcasts a Hello message in its
transmission radius composed of a message type (i.e., Hello message),
Source Media Access Control (SRC-MAC) address, node type (e.g.,
multimedia, scalar), Cluster Head Media Access Control (CH-MAC)
address, location (e.g., X and Y node coordinates), Residual Energy (RES-
E) of the node, and directional FoV information. The Hello message
format is shown in Fig. 5 and summarized as follows.

● Packet type: The packet type field represents the type of packet (e.g.,
Hello message). The packet type will be set as described in Table 1.

● SRC-MAC address: The SRC-MAC address field is the 16-bit MAC
address of the node that uniquely identifies the originator node.

● Node-type: The node-type two-bit field specifies the type of node
(e.g., scalar or multimedia). The value 00 represents the scalar node,
whereas the value 01 represents a multimedia node. The remaining
values (i.e., 10 and 11) are reserved for future use.

● CH-MAC address: The CH-MAC address field is the 16-bit MAC
address of the CH node.

● Res-E: The Res-E is a 16-bit field that specifies a node's residual
energy.

● LOC: The LOC field is the 16-bit geographic location (i.e., X- and Y-
coordinates) of the node.

● FoV: The FoV is a 9-bit field that represents the directional view of a
multimedia sensor node. FoV is supposed to be an isosceles triangle
with a vertex angle θ and whose congruent sides length depicts the
sensing range Rs and orientation α. The sensor is deployed at a posi-
tion L with respective location coordinates XlYl [33].

On receiving the Hello message, each node (under the administration
of an identical CH) computes its neighbor table based on its node type
and location. By doing so, identical application type nodes in close
proximity organize themselves in SC.

3.3.3. PE-WMoT: neighbor information sharing to main CH

In existing schemes [17,29], each node in the network forwards the
Join-CH-message to associate itself with the CH. The transmission of
association messages from each node produces additional overhead in
the network. To reduce this overhead, only a single high energy node

Fig. 3. PE-WMoT: Sub-clustering architecture.

Fig. 4. PE-WMoT: Time slots management.

M. Salah ud din et al. Digital Communications and Networks 8 (2022) 778–790

781



from each SC shares its members' information with the CH by forwarding
the NgbrINFO message towards the main CH node. The NgbrINFO packet
is composed of the packet type, SRC-MAC address, CH-MAC address, and
members’ information list (see Fig. 6) is summarized as follows.

3.3.4. PE-WMoT—SCH election

A CH may receive multiple NgbrINFO messages from its neighbors’
SCs. Upon receiving the NgbrINFO packets, the CH employs the AHP to
select a potential SCH in each SC. Since the nodes are heterogeneous, the
CH must select an SCH node with maximum available resources. The
rationale is that the SCH requires high resources to perform data aggre-
gation and filtration, data collection, and data transmission to the main
CH. By adopting the AHP, the CH selects the optimal SCH among several
potential SCH candidates. Once SCH election finalizes, the CH assigns the
transmission schedule for each elected SCH by advertising the SCH-TX
packet. The SCH-TX packet structure is shown in Fig. 7 and defined as
follows.

Each child node in the cluster may receive the SCH-TX message and
inquire whether its node-ID exists in the message. If the node finds its
node-ID, the node becomes an SCH. The selected SCH divides its assigned
time slot into equalized mini time-slots for the following purposes: 1)
child node data transmission towards the SCH, 2) data filtration to
remove redundancies in the aggregated data, and 3) forwarding slot to
forward aggregated data to the main CH.

A step-wise detailed description of the SCH election process adopting

the AHP [34] is expressed as follows.

1. Structuring hierarchy:

The main goal (i.e., the selection of the optimal SCH in each SC) is
placed at the uppermost hierarchy level, as shown in Fig. 8. The next
hierarchy level is comprised of the decision factors. The lowest level
contains all the candidate nodes that need to be determined.

2. Compute the local-weight vector and consistency check:

The technique for determining the local weight (i.e., weight of each de-
cision factor) is illustrated as follows.

(a) Pairwise comparison development:

A1 ¼

0
BBBBBB@

a11 a12 a13 : a1n
a21 a22 a23 : a2n
a31 a32 a33 : a3n
: : : :
: : : :
an1 an2 an3 : ann

1
CCCCCCA

; aij ¼ 1
aji

(1)

To calculate the weights, AHP develops a decision matrix by
employing a pairwise comparison of the decision factors, as shown in Eq.
(1).

Consider matrix A1 (n � n), where n denotes the number of decision
factors (e.g., the residual energy of the node, computational capability,
available storage, and the distance of the node from the CH). Each entry
in A1 (e.g., aij) indicates the significance of the ith decision factor with
respect to the jth decision factor. If aij > 1, the ith decision factor is more
important than the jth decision factor. However, if aij < 1, the ith decision
factor has less importance than the jth decision factor. Moreover, aij ¼ 1
depicts equal importance for the ith and jth decision factor indicates the
rank of s. Each decision factor is decided as per the application's re-
quirements based on Saaty's fundamental scale [34], as shown in Table 2.

(b) Weights computation:

The significance of each decision factor is computed by

Wk ¼

 Qn
j¼1

akj

!
1
n

Pn
i¼1

 Qn
j¼1

aij

!
1
n

k ¼ 1; 2; ::; n (2)

where Wk expresses the weight of the kth decision factor. The weights
computed from Eq. (2) are arranged in a matrix (i.e., W) and defined as
follows:

(c) Compute the maximum eigenvalue (λmax), consistency index (CI),
and consistency ratio (CR):

W ¼

0
BBBB@

W1

W2

W3

:
Wn

1
CCCCA (3)

Fig. 5. PE-WMoT: HELLO message format.

Fig. 6. PE-WMoT: neighbor information packet structure.

● Packet type: The packet type field represents the type of packet. The value
010 represents the NgbrINFO packet, as discussed in Table 1.

● SRC-MAC address: The SRC-MAC address field is the 16-bit MAC address of
the source node.

● CH-MAC address: The CH-MAC address field is the 16-bit MAC address of the
CH node.

● Members' info list: The members' info list contains the information of
neighboring nodes. It is comprised of the node's available resources, and its
size depends on the number of nodes present in the neighbor table.

Fig. 7. PE-WMoT: SCH-TX packet.

● Packet type: The packet type field represents the type of packet. The value
011 represents the packet, as discussed in Table 1.

● CH-MAC address: The CH-MAC address field represents the 16-bit MAC
address of the CH node.

● SCH-list: The SCH-list contains elected SCH nodes. The size of the list de-
pends on the number of SCH nodes.

● TX-schedule: The TX-schedule field specifies the time allocated by the CH
node to each SCH for data transmission.

M. Salah ud din et al. Digital Communications and Networks 8 (2022) 778–790

782



The eigenvalue (λmax) of A1 is computed using Eq. (4).

A3 ¼

0
BBBBBB@

a11 a12 a13 a1n
a21 a22 a23 a2n
a31 a32 a33 a3n
: : : :
: : : :
an1 an2 an3 ann

1
CCCCCCA

�

0
BBBBBB@

W1

W2

W3

:
:
Wn

1
CCCCCCA

(4)

A3i ¼ ðA1 �WÞi
Wi

where i ¼ 1…::n (5)

In Eq. (5), each element of the A3 (i.e., n � tn) matrix is divided by its
corresponding W (i.e., n � 1) matrix (i.e., element-by-element division).

The result computed from Eq. (5) is the n � 1 matrix. The eigenvalue
(λmax) is computed by taking the average of the A3 matrix:

λmax ¼
Pn

i¼1 A3i
n

(6)

where n is the total number of elements in the A3 matrix.
To check the consistency of matrix A1, we have to compute CR, which

is defined as the ratio of the CI to the Random Index (RI):

CI ¼ λmax � n
n� 1

(7)

CR ¼ CI
RI

(8)

where RI can be selected as per the number of decision factors. For
instance, if there are three decision factors, the corresponding RI value
will be 0.58, as shown in Table 3.

If 0 � CR < 0.1, the computed weights (e.g., W in Eq. (3)) are
consistent; otherwise, the weights are not reliable and need to be recal-
culated, which requires the reconsideration of all criteria significance to

Fig. 8. AHP structure for SCH selection.

Table 2
Saaty's Fundamental scale.

Importance level Definition

1 Equally important
3 Moderately important
5 Strongly important
7 Very strongly important
9 Extremely important
2,4,6,8 Intermediate values

Table 1
Packet types and meanings.

Packet type Description

000 CH announcement
001 HELLO message
010 Neighbor info
011 SCH-Transmission schedule
100 Node data packet
101 SCH data packet

Table 3
Saaty's RI table.

Decision factors Value

2 0
3 0.58
4 0.9
5 1.12
6 1.24
7 1.32
8 1.41
9 1.45
10 1.51
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achieve the consistency check constraint (i.e., 0 � CR < 0.1).

3. Decision matrix development:

An SC is comprised of an m number of nodes. The CH organizes the SC
nodes and their attributes (e.g., decision factors) in a tabular form,
defined in Table 4.

(d) Model synthesis and final decision: The weights computed for
each decision criterion by employing the AHP:

0
BBBBBB@

C1

C2

C3

:
:
Cn

1
CCCCCCA

¼

0
BBBBBB@

W1

W2

W3

:
:
Wn

1
CCCCCCA

(9)

In Table 4, N represents the SC member node, Vm,n denotes the value
of the nth decision factor of themth node,m is the total number of nodes in
an SC, and n is the number of decision factors.

4. Decision factor scaling:

Since the decision factor values do not lie in the same range, they
need to be tuned to a common range (e.g., [0 1]). The scaled form of the
decision factors is computed as follows:

V*
ði;jÞ ¼ Vði;jÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm

k¼1 V2
ðk;jÞ

q where i ¼ 1…mand j ¼ 1…n (10)

The scaled decision factor values of all nodes are shown in Table 5.

5. Rank assignment and SCH selection:

The allocated weights and corresponding criteria are shown in
Table 6. The rank of each child node in the SC is derived by employing
Eq. (11) and depicted in Table 6.

Once the R of each child node of the SC is computed, the main CH
organizes the child nodes in increasing order by priority (e.g., R1, R2,.
Rn). The detailed mechanism of SCH election is depicted in Algorithm 1.

4. PE-WMoT—data transmission and collection at the SCH

PE-WMoT protocol provides two data transmission mechanisms: 1)
sensor node data transmission, and 2) SCH data transmission. In the
former, sensor nodes transmit their sensed data to their respective SCH in

Table 4
SC nodes and decision factors.

C1 C2 C3 . . Cn

N1 V1,1 V1,2 V1,3 . . V1,n

N2 V2,1 V2,2 V2,3 . . V2,n

N3 V3,1 V3,2 V3,3 . . V3,n

. . . . . . .

. . . . . . .
Nm Vm,1 Vm,2 Vm,3 . . Vm,n

Table 5
Scaled decision factors.

C1 C2 C3 Cn

N1 V*
1;1 V*

1;2 V*
1;3 V*

1;n

N2 V*
2;1 V*

2;2 V*
2;3 V*

2;n

N3 V*
3;1 V*

3;2 V*
3;3 V*

3;n

Nm V*
m;1 V*

m;2 V*
m;3 V*

m;n
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Ri ¼
Xn
j¼1

ðWj � Vi;j Þ where i ¼ 1::m; (11)

where R indicates the rank of the child node. their corresponding time
slot, whereas the latter is utilized by the SCH to transmit its processed
data to the main CH.

The following subsections provide detailed descriptions for each
mechanism.

4.1. PE-WMoT — sensor node data transmission

After sensing the environment, each node waits for its allocated time
slot. When this slot begins, each node transmits its captured data to its
respective SCH. The packet format of a child node is illustrated in Fig. 9.

4.2. PE-WMoT — SCH data transmission

The SCH aggregates the data received from its subordinates (child
nodes) and forwards it to the main CH. The data packet format of the SCH
node is shown in Fig. 10.

4.3. PE-WMoT—data collection use case scenarios

As discussed, multimedia nodes may have a directional FoV. These
nodes capture intrusions that happen within their observation region
(i.e., FoV). The transmission of intruder information captured bymultiple
(closely located) sensor nodes towards the main CH not only affects CH
lifetime, but also reduces child node residual energy.

To optimize child and CH node energy consumption, the PE-WMoT
protocol enables child nodes to forward their data to their respective
SCH while each SCH filters data received from its subordinates and
minimizes the number of unessential transmissions in the network. To
this end, PE-WMoT incorporates the various traffic generation patterns in
terms of traffic generation rate based on directional FoVs, and discussed
as follows.

a. Nodes with different FoVs facing the same direction: These nodes are
depicted in Fig. 11(a), facing the same direction but with observations
that can differ due to FoV. Considering only the direction faced and
allocating a single high-resource node to forward information can
cause data loss and affect application QoS, as captured data might not
be forwarded due to low resource availability. The use case scenario
of this type of deployment is as follows:

Consider three multimedia nodes M1, M2, and M3 (Fig. 11(a))
pointing in the same direction while possessing different FoVs. When a
mobile object (intruder) moves through the FoV of any node, the node
will be activated and capture the intruder's movement. Captured data
may differ between nodes due to differing FoVs. M1 captures the intruder
without a weapon in its hand. However, when the intruder moves in the
vicinity of M2, the captured image shows the intruder has some weapon
in its hand. Contrast this with M3 capturing the intruder during shooting.
Due to close deployment and matching application type, if only the high-
resource node transmits to the main CH, the captured data may degrade
the application QoS since the object may not be captured accurately by
the nominated node. However, in PE-WMoT, all child nodes in an SC
transfer their sensed data to the SCH in their respective time slots to
conserve the captured data integrity.

b. Nodes with matching FoVs that face different directions: These
nodes are depicted in Fig. 11(b). As all nodes have the same FoV, they
may capture similar data despite facing different directions. This may
result in unnecessary data transmissions and waste resources. The use
case of the above-mentioned deployment is as follows:

In security surveillance applications, the primary objective is to detect
and track the objects that attempt to approach sensitive areas (e.g., the
camp or site). When an object moves towards the sensitive region, the
intrusion may be tracked by several sensing nodes. The transmission of
the sensed data to the main CH by several nodes may incur unnecessary
communication overhead. Fig. 11(b) depicts several nodes sensing an
area with matching FoVs while facing different directions. Consider SC-2
(comprised of audio nodes), which has nodes recording intruder audio
when an object enters the vicinity. Following the naive approach, each
sensor node initiates its transmission towards the main CH in its
respective time slot, which may result in useless transmissions caused by
nodes capturing identical data.

c. Nodes with differing FoVs facing different directions: Fig. 11(c) il-
lustrates these nodes, which may each capture unique information
due to their deployment. The use case scenario of this sort of
deployment is as follows:

In WSNs, nodes are deployed in a field of interest to detect
application-specific targets. It is highly likely that every node in the SC
faces a different direction with a different FoV. Therefore, transmitting
data from a single potential node in the SC can result in data loss.

Fig. 9. PE-WMoT: Child node data packet format.

● Packet type: The packet type field represents the type of packet. The value
100 represents the child node data packet, as discussed in Table 1.

● The SRC-MAC address field is the 16-bit MAC address of the originator node.
● SCH-MAC address: The SCH-MAC address field is the 16-bit MAC address of

the SCH node.
● Payload: The payload field has a variable length and is composed of the data

sensed by the child node.

Table 6
Child nodes Ranks.

C1 C2 Cn

N1 W1 � V*
1;1 W2 � V*

1;2 Wn � V*
1;n

N2 W1 � V*
2;1 W2 � V*

2;2 Wn � V*
2;n

N3 W1 � V*
3;1 W2 � V*

3;2 Wn � V*
3;n

Nm W1 � V*
m;1 W2 � V*

m;2 Wn � V*
m;n

Fig. 10. PE-WMoT: SCH Data packet format.

● Packet type: The packet type field represents the type of packet. The value
101 represents the SCH data packet, as discussed in Table 1.

● SRC-MAC address: The SRC-MAC address field is the 16-bit MAC address of
the SCH node.

● CH-MAC address: The CH-MAC address field is the 16-bit MAC address of the
main CH node.

● RES-E: The RES-E field specifies the residual energy information of the SCH
node.

● Aggregated data: The aggregated data field has a variable length and contains
data aggregated from the child nodes. The size of the aggregated data field
depends on the number of nodes in the SC.
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Suppose six multimedia nodes (i.e., M1, M2, M3, M4, M5, and M6)
are randomly deployed in a sensor field, as shown in Fig. 11(c). When an
intrusion takes place, a single node may capture the target, while other
nodes may not capture due to their different facing directions. To avoid
data loss and uphold application integrity, all nodes forward their
captured data to the SCH, and the SCH forwards the miniaturized
intruder information to the main CH node.

d. Overlapping nodes: Consider a scenario where the FoVs of several
sensor nodes overlap, as shown in Fig. 11(d). To compute the over-
lapping FoV, we employ the procedure provided by Ref. [33]. Sup-
pose an intruder (with a weapon) enters a sensitive zone from the
south and moves northward. The information captured by each node
may or may not be identical (e.g., the intruder's pose captured by a
north-facing node may differ from a south-facing node). To avoid this
loss, the data captured by both nodes must be considered. Therefore,
PE-WMoT allows the SCH to collect data from its SC nodes and
remove redundancies (if any) to uphold application QoS.

5. Performance evaluation

5.1. Performance evaluation metrics

We performed several experiments to evaluate the performance of
both our PE-WMoT protocol and the benchmark protocol of
Evolutionary-Game-based Routing (EGR) [31]. The performance metrics
considered include: 1) total energy consumption, 2) Packet Delivery
Ratio (PDR), 3) control overhead, 4) CH lifetime, and 5) the impact of
overlapping FoVs. These metrics are defined as follows.

The CH lifetime denotes the amount of time a node can perform its
duties as a CH.

PDR represents the total number of packets successfully delivered at
the CH to the total number of packets sent:

PDR ¼ Total Number of PacketsRecieved
Total Number of Packets Sent

(12)

The energy consumption of a WSN node mainly depends on packet
transmissions, receptions, and processing. The cumulative energy con-
sumption of a single node is:

Enode ¼ Eproc þ Erx þ Etx (13)

Therefore, the total energy consumption of the network is:

Enetwork ¼
Xn
i¼1

ðEnodei Þ (14)

where n denotes the total number of nodes in the network.
The control overhead refers to the number of control packets (e.g.,

HELLOmessage, CH announcement packets, Join-CH packets, and TDMA
packets) generated to establish the route between a source node and a
destination node (e.g., SCH, CH, sink).

We also analyzed the performance of PE-WMoT in terms of packet
transmissions and energy consumption by considering directionally
overlapping FoVs. The proportion of overlapping FoVs was varied, and
the number of transmissions (as well as their effect on node energy
consumption) was analyzed.

5.2. Simulation environment

We selected EGR for comparison, as it is closely related to our pro-
posed scheme and the most recent work in the literature. EGR achieves
energy efficiency and mitigates the redundant transmissions by
computing the overlapping FoVs. It also adopts a game theory approach
to electing its CHs.

Simulations were performed in a Castalia simulator [35] (based on
OMNETþþ) developed to simulate a network of low power devices (i.e.,
WSNs). In the simulations, we used a random topology composed of 105
heterogeneous multimedia nodes randomly deployed in a 100m� 100m

Fig. 11. Traffic generation based on directional FoVs.
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area. It is assumed that, among these nodes, CH nodes are rich in terms of
available resources while child nodes are resource-constrained. The
percentage of CH nodes is 5 %. Under the administration of each cluster,
the SCH percentage is 20 %. The initial energy of the nodes varied from 6
to 10 J, while the per bit energy consumption was 0.5 μJ. The rationale is
that, in general, the workload of CH is an order of magnitude higher than
that of the child nodes. Moreover, the maximum data storage capacity of
each CH node was 224 bits. All deployed nodes were equipped with GPS
as well as digital compass modules. The simulations were performed for
10,000 s. Each experiment was conducted five times, and the acquired
results were the averaged values of the measurements. The major
simulation parameters are depicted in Table 7.

5.3. Results and discussion

5.3.1. CH lifetime
The outcomes of the CH lifetime testing for both protocols are pre-

sented in Fig. 12. We investigated the CH lifetime of both schemes by
varying the number of nodes as well as the packet rates in the network.
The results revealed that the PE-WMoT protocol provided a significantly
higher CH lifetime than EGR.

This longer CH lifetime mainly depends on the residual energy
accompanied by the computational capability and available storage of
the node. As PE-WMoT only assigns CH duties to high-resource nodes,
this minimizes frequent reclustering chances that may arise due to a lack
of available resources. By contrast, EGR only assigns CH duties to high
energy nodes. Therefore, in traffic-intensive conditions, CH nodes are
unable to accommodate incoming packets from child nodes due to stor-
age and computational capability deficiencies, increasing congestion and
re-transmissions in the network.

The proposed subclustering mechanism also minimized the number
of dispensable data transmissions. The SCH aggregated data from its SC
member nodes, performed data filtration, and transmitted miniaturized
data to the main CH. By doing so, it reduced frequent transmissions and
excessive CH computations to improve CH lifetime.

The EGR protocol saw CHs consume a high proportion of energy in
handling redundant transmissions, lowering overall CH lifetime.

5.3.2. Packet delivery ratio

Fig. 13 visualizes the PDR as a function of the number of network
nodes. As discussed, the PE-WMoT protocol directed child nodes to for-
ward their data to their corresponding SCH, and each SCH performed
data filtration before forwarding the data to the main CH. Therefore, the
PDR was calculated at both the SCH and CH to obtain averaged results.

The results illustrate that the PE-WMoT protocol outperformed the
EGR protocol in terms of PDR. The rationale is that due to high available
resources, each CH accommodated more incoming packets from its
subordinate SCHs. Furthermore, the proposed efficient subclustering
mechanism highly mitigated the number of useless packet transmissions.
In addition, storage and computation capacity considerations (in
conjunction with energy available during CH and SCH selection) enabled
increased data packet handling from underlying nodes.

In EGR, the identical data transmissions, lack of consideration
regarding available storage, and computational capability exhausted
each CH. This prevented each CH from accommodating incoming packets
from SCHs, caused packet drop rates to increase, and reduced PDR.

5.3.3. Total energy consumption

Fig. 14 shows the total energy consumption as a function of the
number of nodes in the network. The results show that the PE-WMoT
protocol achieved remarkably lower energy consumption (approxi-
mately 40 %) than the EGR protocol in all nodes densities. This was due
to a high amount of available resources enabling CHs to perform their
duties for long periods of time, minimizing control overhead and packet

retransmission.
In addition, the proposed subclustering mechanism diminished un-

desirable packet transmissions to the main CH by organizing identical
application base nodes into subclusters. The child nodes transmitted their
sensed data to their respective SCHs positioned at a shorter distance. The
shorter-distant transmissions highly minimized the energy consumption
of the child nodes. In addition, the transmission of the filtered data
significantly reduced the traffic load on the CH. However, the EGR pro-
tocol only considered nodes with overlapping FoVs during the data
transmission process; therefore, if several nodes had overlapping FoVs,
only one was selected to transmit data. It is probable that only a small
proportion of nodes may have overlapping FoVs. In such cases, nodes
with non-overlapping FoVs transmitted their data directly.

In our simulation settings for EGR, only 40 % of nodes had over-
lapping FoVs. A significant percentage of non-overlapping nodes trans-
mitted their data to the main CH node without considering the same
application type nodes in their close vicinity. The redundant (i.e.,
similar) data transmissions caused network congestion, frequent
retransmissions, and increased.

5.3.4. Control overhead

It is evident from the results depicted in Fig. 15 that the EGR protocol
underperformed in comparison with the PE-WMoT protocol in terms of
control packet overhead. As expected, the control overhead of the PE-
WMoT protocol was low compared to the EGR protocol. Since the con-
trol packet transmissions were highly correlated with frequent

Table 7
Simulation parameters.

Parameters Values

Simulator Castalia
Area 100 m � 100 m
Number of nodes 105
Node distribution Random
Per bit energy consumption 0.5 μJ
Percentage of CH nodes 5 %
Percentage of SCH nodes 20 %
Initial energy of nodes 6-10j
Data packet rate 5 and 10 pkts/sec
Data packet size 128 bytes
Max buffer size Max 224 bits
Physical layer IEEE 802.15.4
Simulation time 10,000 s

Fig. 12. Average CH lifetime.
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reclustering, the PE-WMoT protocol significantly reduced reclustering
frequency. Moreover, in the PE-WMoT protocol, only a single high en-
ergy node shared its neighbors’ information with the CH during the as-
sociation phase, reducing the number of association packets.
Furthermore, the subclustering mechanism of PE-WMoT protocol low-
ered excessive network transmissions. The CH selection and subcluster-
ing mechanism led to an increased CH lifetime and reduced control
overhead.

5.3.5. The impact of overlapping FoVs

In addition to the aforementioned performance analyses, we also
analyzed the number of transmissions in the proposed work and
compared it to the EGR protocol by varying the proportion of nodes along
with the overlapping FoV ratio. To carry out these experiments, we
introduced parameter β to denote the ratio of overlapping FoVs of various
network nodes. Fig. 16 illustrates the total number of data transmissions
as well as the total energy consumption of the network at different values
of β. We varied the percentage of overlapping nodes between 25 % and

75 %. Comparing the results depicted in Fig. 16, it is clear that the
network consumed more energy due to excessive transmission amounts
when there were fewer overlapping nodes.

As the ratio of overlapping nodes increased, the number of trans-
missions decreased, causing an overall drop in energy consumption.
However, despite having a low fraction of overlapping FoVs, the PE-
WMoT protocol reduced the number of transmissions (shown in
Fig. 16(a)) as well as the total energy consumption in the network (shown
in Fig. 16(c)) by employing the subclustering mechanism.

The sub-clustering allowed closely located same-application nodes to
transmit their sensed data to SCH residing at a shorter distance from
them. These shorter distance transmissions helped nodes conserve en-
ergy compared to those that transmitted directly to the main CH.
Furthermore, the data aggregation and data filtration at the SCH played a
vital role in reducing the number of data transmissions, reducing the load
of the main CH node.

In EGR, the number of transmissions to the CH increased as the
number of overlapping regions decreased since EGR only considers
overlapping nodes for mitigating nonessential transmissions. However,
due to the low percentage of overlapping nodes, the number of trans-
mitting nodes increased, which increased the number of transmissions
(shown in Fig. 16(b)). Therefore, the total energy consumption of the
network also increased, as depicted in Fig. 16(d).

6. Conclusion

In this paper, we proposed a PE-WMoT protocol that would prevent
redundant packet transmissions, reduce node energy consumption, and
maximize the network operation period. In this regard, a robust sub-
clustering strategy was formulated, and SCHs were selected for each SC.
The member nodes from each SC forwarded captured data towards their
respective SCH, which performed data aggregation and transmitted
filtered data to the main CH in order to prevent network congestion.
Furthermore, the consideration of available resources during the CH
declaration process enabled CHs to accommodate more subordinate (e.g.,
SCH) traffic. The proposed procedure effectively decreased packet
retransmission frequency caused by buffer overflow during abnormal
traffic conditions. To prevent data loss and ensure received data quality,
the PE-WMoT protocol employed different transmission scenarios based
on the directional and overlapped FoVs of deployed nodes. Overall, the
simulation results proved that our PE-WMoT protocol outperformed the
EGR protocol in terms of energy consumption, packet delivery ratio,
control overhead, and CH lifetime.

Fig. 13. Packet delivery ratio.

Fig. 14. Total energy consumption.

Fig. 15. Number of control packets transmissions in the network.
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