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1. Introduction 
The rising trend of security technology has been a hot topic for society nowadays [1]–[5]. Every now 

and then, there are news involving crimes like robbery, terrorism, or fighting cases everywhere [6]–[9]. 

Hence, many surveillance devices have been installed to ensure public safety in places such as banks, 

schools, shops, and subway stations [10], [11]. However, conventional surveillance cameras may not be 

effective enough as laborious efforts are required [12] to keep on monitoring the cameras for any 

abnormal behaviors. To improve efficiency, a solution that supports autonomous recognition is needed 

to effectively recognize abnormal behavior [13]–[21]. 

Abnormal behavior, by definition, encompasses actions that deviate from the norm within a given 

context [22], such as aggressive confrontations between individuals or panic-driven crowd movements. 

These behaviors, particularly in public settings like malls, schools, or transportation hubs, often presage 
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 In response to the critical need for enhanced public safety measures, this 

study introduces an advanced intelligent surveillance system designed to 

autonomously detect abnormal behaviors within public spaces. Leveraging 

the computational efficiency and accuracy of a Simple Recurrent Unit 

(SRU) integrated with an attention mechanism, this research delivers a 

novel approach towards understanding and interpreting human interactions 

in real-time video footage. Distinctively, the model specializes in 

identifying two primary categories of abnormal behavior: aggressive two-

person interactions such as physical confrontations and collective crowd 

dynamics, characterized by sudden dispersal patterns indicative of distress 

or danger. The incorporation of Attention mechanism precisely targets 

critical elements of behavior, thereby enhancing the model's focus and 

interpretative clarity. Empirical validation across five benchmark datasets 

reveals that our model not only outperforms traditional Long Short-Term 

Memory (LSTM) frameworks in terms of speed by a factor of 1.5 but also 

demonstrates superior accuracy in abnormal behavior recognition. These 

findings not only underscore the model's potential in preempting potential 

safety threats but also mark a significant advancement in the application of 

deep learning technologies for public security infrastructures. This research 

contributes to the broader discourse on public safety, offering actionable 

insights and robust technological solutions to enhance surveillance efficacy 

and response mechanisms in critical public domains.  
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incidents of violence or emergency situations. Thus, the automated detection and timely recognition of 

such behaviors can significantly enhance response mechanisms and potentially mitigate adverse 

outcomes. 

Building on the foundation laid by [23], who introduced the concept of neural machine attention in 

their seminal work, this paper proposes an innovative abnormal behavior recognition method that 

incorporates a Simple Recurrent Unit (SRU) with an attention mechanism. The attention mechanism's 

introduction to the field of neural networks marked a pivotal shift towards models capable of selectively 

focusing on parts of the input data, enhancing the model's ability to interpret complex data patterns. 

Our approach extends this paradigm by implementing feature extraction through Convolutional Neural 

Networks (CNN) followed by the strategic application of attention mechanisms to distill critical features 

indicative of abnormal behavior.  

The urgency to address the limitations of existing models is underscored by the evolving complexity 

of surveillance environments and the dynamic nature of abnormal behaviors. Previous efforts have 

predominantly focused on either two-person interactions or crowd dynamics in isolation, with limited 

success in real-time application scenarios due to high false-positive rates and computational inefficiency. 

This research seeks to bridge these gaps by presenting a model that not only outperforms traditional 

LSTM-based approaches in speed but also introduces a nuanced understanding of abnormal behavior 

recognition through the integration of SRU and attention mechanisms. Three contributions from this 

study are summarized as follows: 

• Visualization of how the model "sees" and interprets the results based on where the attention 

mechanism focuses on. 

• To the best of our knowledge, SRU has not yet been used in abnormal behavior recognition.  The 

findings in our study show that SRU is able to obtain higher recognition accuracy and faster 

recognition speed than conventional LSTM.  

• The performance of the model was validated on five benchmark datasets namely, (a) two-person 

interactions: Hockey Fight Dataset (HCF) [24], Peliculas Dataset (PEL) [25], UTI Dataset (UTI) 

[26], and (b) crowd-based interactions: UMN Dataset (UMN) [27] and Web Dataset (WEB) [28]. 

2. Related Works 
Many studies have been conducted to design a robust system in abnormal behavior recognition and 

the state-of-the-art deep learning method is the most popular among these studies. Our previous work 

[29] focused on the study of CNN and LSTM in recognizing abnormal behavior, however, the time 

consumption during the training phase was one of the limitations that we found. This paper is inspired 

by the work of Lei et al. [30] which used SRU in multiple Natural Language Processing (NLP) tasks. 

The significance of SRU introduced by the authors is that it offers high parallelization and achieves 

accurate results for sequence modeling problems. The authors proved that SRU’s performance can be 

competed with a feed-forward network in terms of computational speed which is 5-9 times faster 

compared to cuDNN-optimised LSTM. This can be realized by parallelizing all the computations across 

the hidden states and timesteps. Different from the normal recurrent network, SRU has fully utilized 

the advantage of GPUs. Another work by Ko and Sim [31] demonstrated good performance using deep 

convolutional networks. Transfer learning was carried out on LSTM and Kalman filter was adopted for 

the detection of close interactions among human subjects. Arifoglu and Bouchachia [32] looked into 

the abnormal behavior of dementia people by employing Recurrent Neural Network (RNN) techniques 

such as Gated Recurrent Unit RNNs (GRU), Vanilla RNNs (VRNN) and LSTM. Features like change-

point and last-fired representations were extracted and the results showed that RNN is suitable in the 

field of activity recognition.  

Sultani et al. [12] introduced anomaly detection in real-world surveillance videos using multiple 

instance learning (MIL) and ranking methods. Normal and abnormal videos were represented as negative 

and positive bags respectively. The videos were then divided into temporal segments and stored as 
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instances in the bags. The instances were passed to the pre-trained 3D ConvNet to extract the features 

as they were proved to be computational efficient [12]. A fully connected neural network trained the 

features by implementing ranking loss function to compute a ranking loss between the highest score 

instances in both positive and negative bags. The authors also proposed sparsity and temporal constraints 

to further enhance the ranking loss function in localizing anomaly. Fan et al. [33] introduced an early 

event detection system using surveillance videos and dynamic images as the input to the Deep ConvNet. 

The authors outlined the experiments based on two categories of incidents: human falling and fighting 

scenes. Dynamics images were converted from both normal and abnormal events video clips. Transfer 

learning was carried out using ImageNet dataset and followed by a fine-tuned VGG16 model. The 

dynamic images with static background and "shadow-black" regions formed around the human showed 

that falling or fighting action was performed.  

In various studies, the attention mechanism has been employed to concentrate on specific segments 

of the input within neural networks. Sharma et al. [34] utilized visual attention to selectively focus on 

parts of video frames, aggregating predictions from each frame to determine the final label, thus achieving 

superior accuracy over traditional max or average pooling methods by dynamically pooling convolutional 

features. They utilized the feature slice from each timestep as input for a three-layer LSTM network. 

Chen et al. [35] introduced the Attentional ConvLSTM (AC-LSTM), which applied the attention 

mechanism across both high-level and low-level features, with the ConvLSTM's hidden states 

conducting multi-box regression and classification to efficiently manage temporal memory by filtering 

out irrelevant information. Karpathy et al. [36] employed CNNs for extensive video classification on the 

UCF-101 dataset, designing attention within the fovea stream to focus on the frame's central region.  

Differently, Xu et al. [37] integrated both soft deterministic and hard stochastic attention 

mechanisms within LSTM to frame-wise describe videos, yielding results that notably surpassed human 

evaluations. Jaderberg et al. [38] introduced a soft attention variant, the Spatial Transformer, which, 

when inserted between CNN layers, set a new benchmark in performance, particularly demonstrated by 

its efficacy in recognizing street view house numbers. These pivotal studies in video recognition are 

concisely summarized in Table 1, showcasing the diverse applications and outcomes of integrating 

attention mechanisms into video analysis. 

Table 1.  Summary of Existing Work 

Authors Methodology Dataset(s) Dataset(s) 
Descriptions 

Highest 
Accuracy (%) 

Ko and Sim [31] 

YOLO v2 + VGG16 + 

LSTM with Kalman filter 

UT-Interaction 

Two-person 

interactions 

95 

Arifoglu and 

Bouchachia [32] 

VRNN, LSTM and GRU Van Kasteren Dementia people 96.7 

Chen et al. [35] AC-LSTM 

ImageNet VID, 

2DMOTI5 

Real-world object 

detection 

65.43 

Karpathy et al. [36] CNN with fovea stream UCF-101 

Human activity 

recognition 

65.4 

Sharma et al. [34] 

Visual attention with 

LSTM 

UCF-11, HMDB-

51, Hollywood2 

Human activity 

recognition 

43.9 

 

While several studies have explored the use of deep learning models for abnormal behavior 

recognition, our approach distinguishes itself through the novel application of SRU and attention 

mechanisms. Unlike previous models that have struggled with the dual challenges of computational 

efficiency and accuracy, our model demonstrates a balanced improvement in both areas. This comparison 

underscores the potential of our methodology to set a new benchmark in the field, offering a viable 

solution to the longstanding challenges of abnormal behavior detection in surveillance footage. 
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3. Method 
Our proposed approach consists of two different methods, (i) attention mechanism and (ii) SRU. 

The following section describes each of this method in further detail and the last part entails the 

combination of these two methods to form the abnormal behavior recognition model. 

3.1. Attention Mechanism 
The attention mechanism, traditionally utilized in encoder-decoder models for tasks like video 

description and machine translation, is also beneficial for enhancing abnormal behavior recognition 

systems. By integrating it within the feature extraction layer, it's possible to meticulously analyze video 

sequence images' salient regions, significantly boosting system performance. In our study, we have 

incorporated the attention mechanism into video recognition, implementing it directly within 

Convolutional Neural Networks (CNNs) for model training. Among the attention mechanism variants, 

soft and hard attention [39], we opted for the soft attention algorithm as described by [37]. This choice 

was driven by its deterministic approach, ensuring compatibility with standard backpropagation 

algorithms for efficient model learning: 

𝑎𝑎 =  𝑓𝑓∅ (𝑥𝑥)   (1) 

where 𝑎𝑎 and 𝑥𝑥 represent an attention and input vector respectively, while 𝑓𝑓∅(𝑥𝑥) represents the 

attention network with parameter ∅. The attention glimpse, 𝑔𝑔, is represented in equation below: 

𝑔𝑔 =  𝑎𝑎 ⨀ 𝑧𝑧   (2) 

where 𝑧𝑧 represents the output of subsequent neural network 𝑓𝑓∅(𝑥𝑥). 

A mask with range zero to one is multiplied with the features in soft attention. The importance of 

attention mechanism is its simplicity and compacity. The difference between attention mechanism and 

conventional neural network is that the latter makes use of series of matrix multiplications and element-

wise non-linearities. This leads to the fact that the interaction among features vectors are performed 

using repeated addition only. However in attention mechanism, the features are multiplied among each 

other using the soft mask computed. With the universal function approximators, the neural networks 

are limited to certain number of hidden units due to its vast amount of computation during features 

interactions. The attention mechanism facilitates the computation by introducing multiplicative 

interactions instead of repeated addition interactions. As such, the capabilities of neural networks are 

expanded as more complicated functions are able to be approximated to enable the ability of focusing on 

salient parts of the input. 

3.2. Simple Recurrent Unit (SRU) 
The primary objective behind adopting the SRU is to decrease the network training time while 

preserving its accuracy. The operational procedure of SRU aligns closely with that of LSTM and other 

gated recurrent networks, with the distinct difference lying in the calculation method utilized within 

the sigmoid gate. Fig. 1 illustrates the architectural differences between a conventional RNN and an 

SRU. 

 

Fig. 1. Comparison of Architecture between RNN (left) and SRU (right) [40]. 

Fig. 1 demonstrates that the outputs at each timestep within the SRU are processed in parallel. The 

distinct features of the SRU can be categorized into two primary components: (i) light recurrence and 

(ii) the highway network. The concept of Light Recurrence is detailed through the following equations: 
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𝑓𝑓𝑡𝑡  =  𝜎𝜎 (𝑊𝑊𝑓𝑓𝑋𝑋𝑡𝑡 + 𝑉𝑉𝑓𝑓 ⨀ 𝐶𝐶𝑡𝑡−1 + 𝑏𝑏𝑓𝑓)   (3) 

𝑐𝑐𝑡𝑡 =  𝑓𝑓𝑡𝑡 ⨀𝐶𝐶𝑡𝑡−1  +  (1 −− 𝑓𝑓𝑡𝑡 ) ⨀ (𝑊𝑊𝑋𝑋𝑡𝑡)   (4) 

where 𝑊𝑊 and 𝑊𝑊𝑓𝑓   are the weights and 𝑣𝑣𝑓𝑓 and 𝑏𝑏𝑓𝑓 represent the parameter vectors. The model first reads 

the input 𝑥𝑥𝑟𝑟 and decides which information to discard in the forget gate. Light recurrence also performs 

computation for the state 𝐶𝐶𝑡𝑡 Similar to LSTM and other gated recurrent networks, current state 𝐶𝐶𝑡𝑡 still 
depends on the previous state, 𝐶𝐶𝑡𝑡−1 and based on 𝑊𝑊𝑋𝑋𝑋𝑋 according to the forget gate, 𝑓𝑓𝑡𝑡. The main 

difference between SRU and LSTM is how 𝐶𝐶𝑡𝑡−1being multiplied during the computation. The typical 

LSTM uses normal multiplication between parameter vector value of forget gate, 𝑣𝑣𝑓𝑓 and 𝐶𝐶𝑡𝑡−1 as stated 

in the equation below: 

𝑓𝑓𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑓𝑓𝑋𝑋𝑡𝑡 + 𝑉𝑉𝑓𝑓𝐶𝐶𝑡𝑡−1 + 𝑏𝑏𝑓𝑓   (5) 

However, the problem occurred with this kind of multiplication is that parallelization is hard to 

achieve as each state vector needs to wait until previous state, 𝐶𝐶𝑡𝑡−1 has done its computation. Hence, 

Lei et al. [30] proposed point-wise multiplication to facilitate the computation so that each vector state 

becomes independent and can be parallelized.  

Highway Network is the second component in SRU. While the first component is to enhance the 

parallelization of the network, highway network [41] is adopted to facilitate gradient propagation. This 

can be denoted by the equations below: 

𝑟𝑟𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑟𝑟𝑋𝑋𝑡𝑡 + 𝑉𝑉𝑟𝑟  ⨀ 𝐶𝐶𝑡𝑡−1 + 𝑏𝑏𝑟𝑟   (6) 

ℎ𝑡𝑡 = 𝑟𝑟𝑡𝑡 ⨀𝐶𝐶𝑡𝑡−1  +  (1 −− 𝑟𝑟𝑡𝑡 ) ⨀ (𝑋𝑋𝑡𝑡)   (7) 

where 𝑟𝑟𝑡𝑡 is the reset gate and 𝑊𝑊 is the weight parameter. The reset gate is combined with the state 𝑐𝑐𝑡𝑡 
produced by the light recurrence. In order to propagate the gradient directly to the previous layer, a skip 

connection is proposed where (1 −− 𝑟𝑟𝑡𝑡  ) ⨀ 𝑋𝑋𝑡𝑡 to improve the speed of computation in the network 

training. 

3.3. SRU with Attention Mechanism 
Our proposed model combines Simple Recurrent Unit (SRU) with attention mechanism to enhance 

abnormal behavior recognition in surveillance videos. This section delves into the intricate details of our 

architecture, specifically highlighting the role of the attention mechanism. 

The architecture is based on an Encoder-Decoder framework, where the encoder processes the input 

sequence to create a context-rich representation. The decoder then generates the output sequence, 

relying on the context provided by the encoder. Our model's encoder consists of convolutional layers 

that extract salient features from input video frames. These features serve as the basis for recognizing 

abnormal behaviors, such as unexpected gatherings or violent actions. The attention mechanism is 

integrated between the encoder and decoder, focusing on the most relevant features extracted by the 

encoder. Unlike traditional models where the entire context is passed uniformly to the decoder, our 

attention mechanism dynamically weighs the importance of different parts of the input sequence. This 

process ensures that the model pays more attention to the segments of the video where abnormal 

behavior is more likely to be present. We employed a soft attention algorithm that allows the model to 

focus on specific parts of the input sequence without ignoring the rest. This algorithm computes 

attention weights, which are then used to create a weighted sum of the encoder's outputs, forming a 

context vector. The context vector is then fed into the decoder, guiding the generation of the output 

sequence. In the attention layer, an element-wise multiplication is performed between the encoder's 

output and the computed attention weights. This step highlights the features of utmost importance, 

ensuring that the decoder's focus is directed towards the most relevant information for abnormal 

behavior detection.  
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The context vector, enriched with focused attention, significantly influences the decoder's processing. 

By providing a dynamically weighted context, the decoder can make more informed predictions, 

enhancing the accuracy of abnormal behavior recognition. To optimize computational efficiency and 

reduce costs, we processed the input images by converting them to grayscale and resizing them to a more 

manageable resolution of 128x128 pixels. During the preprocessing phase, we employed adaptive 

histogram equalization to improve the local contrast within the images, thereby enhancing the edge 

definition across various image regions. The network architecture depicted in Fig. 2 comprises three key 

components: an input layer for processing the images, convolutional layers enhanced with an attention 

mechanism to focus on pertinent features, and an SRU layer tasked with interpreting the features 

extracted by the CNN. 

 

Fig. 2. Framework of SRU with attention mechanism 

First, the input layer takes in input images and passes them to convolutional layers for feature 

extraction. In the feature extraction phase, low-level features such as human edges to high-level features 

like high dimensional body parts are extracted and activation map is formed. For the first convolutional 

layer, 64 filters of size 3x3 are used. We test the number of filters empirically by increasing its number 

as the network goes deeper in order to find the optimum number of filters. The model includes zero 

padding to make sure that both output and input lengths are the same for the purpose of maintaining 

temporal order of data. To make the training smoother, all negative activations are changed to zero by 

applying the activation function, Rectified Linear Units (ReLU) after the convolutional layer. A max 

pooling layer of strides 2 pixels is added to reduce the feature map's dimensionality while retaining most 

of the input's important information. As the network gets deeper, we increase the convolutional layer's 

filter number to 128. Another ReLU activation function and max pooling layer are added to the network. 

Finally, attention layer is applied to the network to carry out element-wise multiplication between the 

previous input and the output.  

The model repeats the same process of CNN and attention mechanism for the next input image until 

the inputs have reached the stated timestep. SRU will then analyze the temporal information from the 

features extracted by the previous layer. In SRU layer, the number of hidden cells (256, 512, 1024) are 

tested. The optimization algorithm used is Adam optimizer which uses an adaptive learning rate method 

according to the weights of the neural network which is computational efficient during training. The 

network includes gradient clipping of 1 to prevent an exploding gradient effect. The model details and 

parameters used are summarized in Fig. 3. 
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Fig. 3. Summary of model layers 

4. Results and Discussion 
The problem incurred in this work is the limited amount of data. Hence, a data augmentation 

technique is adopted to ensure effective deep learning. The original data are augmented and reproduced 

using methods such as horizontal flip, height shift range of 0.1 to 0.2, and width shift range of -5 to 10. 

The datasets details are shown in Table 2. Transfer learning was carried out by pre-training the HMDB-

51 Dataset [42] which consists of 51 classes of human activities like punching, kicking someone, and 

gun-shooting. The pre-trained network achieved 99% accuracy and were used by the five benchmark 

datasets mainly HCF, PEL, UTI, UMN and WEB as the base model. 

Table 2.  Datasets details after data augmentation 

Dataset 
Videos Images Total 

Training Testing Training Testing Videos Images 

Ab * Nor * Ab Nor Ab Nor Ab Nor Train Test Train Test 

Hockey 

Fight 

Dataset 

(HCF) 

700 700 300 300 21000 21000 9000 9000 1400 600 42000 18000 

Peliculas 

Dataset 

(PEL)  

700 707 300 303 21000 21210 9000 9090 1407 603 42210 18090 

UT-

Interactions 

Dataset 

(UTI) 

756 731 324 313 22680 21930 9720 9390 1487 637 44610 19110 

UMN 

Dataset 

(UMN) 

718 4158 308 1782 21540 124740 9240 53460 4887 2079 146610 62370 

Web Dataset 

(Web) 

700 1050 300 450 21000 9000 31500 13500 1800 750 54000 22500 

a. Ab*: Abnormal; Nm*: Normal 
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The experiments are carried out in two parts: (i) Experiment 1: for two-person interactions [24]–

[26] and (ii) Experiment 2: for crowd-based interactions [27], [28]. Both experiments were carried out 

using Python 3.5.2 Keras with the aid of GPU-Tensorflow 1.11.0 (CUDA version 9.0) on a workstation 

equipped with NVIDIA GeForce GTX 1080. Various libraries are adopted such as NumPy, scikit-learn, 

and Matplotlib. The parameters for both Experiments 1 and 2 are listed in Table 3. 

Table 3.  Summary of parameters for Experiments 1 and 2 

Parameters Values 
Number of epochs 10, 100 

Hidden units of SRU cells 256, 512, 1024 

Learning rate 0.001 

Adam optimizer beta1=0.9, beta2=0.998 

 

The hidden units of SRU cells were tested with 256, 512 and 1024 units [31] to determine which 

value holds better effect on the model performance. AMSGrad is applied to slow down the learning rate 

from decaying. The loss function employed is binary cross-entropy as the output category is only two, 

either normal behavior or abnormal behavior. 

4.1. Experiment 1 
This experiment involves two-person interactions such as kicking, punching, pushing, and fighting 

by using HCF, PEL and UTI datasets. The purpose of this experiment is to investigate the robustness 

of the model in identifying abnormal behaviors between two-person. The attention mechanism is applied 

at the feature extraction stage to determine where are the focus of the model when extracting the salient 

features from the images. Fig. 4 - Fig. 6 show the screenshots of attention in a given set of video frames 

from HCF, PEL, and UTI datasets respectively. The first row represents the feature map of SRU without 

attention mechanism and the second row shows the feature map of SRU with attention mechanism. 

 

Fig. 4. Visualization of HCF dataset 

 

Fig. 5. Visualization of PEL dataset 

The attention mechanism highlights the hockey players’ bodylines like the right player’s back and 

the left player’s hand. It can be seen that without an attention mechanism, the feature map is sparse and 

the focus cannot be visualized clearly. Fig. 5 mentions the observation of the model applied to the PEL. 
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As can be seen, the SRU model without an attention mechanism does not focus much on the human 

subjects instead, it highlights the background of the image. On the other hand, the second row 

represents SRU with attention mechanism and focuses on the top right corner of the image and also 

the legs of the two fighters. 

This is again the case for UTI as shown in Fig. 6. The bodylines of two subjects are focused by the 

attention mechanism and the highlighted parts such as legs proves vital when recognizing a kicking 

action. Without attention mechanism, the focus of the model becomes ambiguous as shown in the first 

row, which only highlights the hand of the person on the left. 

 

Fig. 6. Visualization of UTI dataset 

From the visualization results shown in the three figures, it is clear that the attention mechanism 

focuses on human’s bodylines when extracting the features from the images. The highlighted features 

from the attention mechanism are very important for abnormal behavior recognition as human actions 

involve body motions. Therefore, the body lines of human are essential when recognizing actions. For 

example, the hand stretching pattern indicates that the human is performing actions related to hands 

such as punching, pushing and so on.  

 The accuracy is computed based on the Keras accuracy calculation for binary classification by 

taking 0.5 as the threshold for identifying the category as of whether it is normal behavior or abnormal 

behavior based on the mean of the predictions on the true labels. The accuracies of the model on 100 

number of epochs, cell units, and layers based on 0.001 learning rate are summarized in Table 4, Table 

5, and Table 6 for SRU with and without attention mechanism, and LSTM with attention mechanism. 

Table 4.  Accuracy and computational time of HCF with 100 epochs 

 Cell Units = 256 Cell Units = 512 Cell Units = 1024 
SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with AM 

SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

Layer = 1          

Accuracy (%) 71.67 68.00 71.14 71.71 70.41 69.78 71.63 68.70 70.66 

Time 31198.2s 30699.0s 33741.4s 31311.0s 30049.3s 34172.9s 31253.8s 30867.6s 34496.9s 

Layer = 2          

Accuracy (%) 71.80 71.37 70.43 71.48 70.52 70.72 71.73 71.02 70.72 

Time 34358.2s 33803.2s 39368.4s 34545.9s 30378.9s 39525.9s 35406.5s 34423.0s 51047.1s 

Layer = 3          

Accuracy (%) 71.89 70.61 70.49 71.56 69.34 71.14 71.92 71.51 71.07 

Time 37518.1s 35790.5s 45315.8s 37431.8s 33869.6s 45603.4s 39672.9s 35405.0s 62172.6s 

Layer = 4          

Accuracy (%) 71.76 69.34 70.96 71.45 71.12 70.82 71.74 71.21 71.04 

Time 40716.4s 39585.5s 50817.1s 40717.2s 36684.7s 52212.0s 43757.6s 43566.0s 75345.6s 

Layer = 5          

Accuracy (%) 71.60 70.47 70.61 71.22 70.63 71.15 71.17 71.56 71.34 

Time 43914.6s 39047.6s 55746.6s 44321.7s 39311.7s 57802.3s 61118.7s 59513.1s 87484.8s 
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Table 5.  Accuracy and computational time of PEL with 100 epochs 

Table 6.  Accuracy and computational time of UTI with 100 epochs 

 Cell Units = 256 Cell Units = 512 Cell Units = 1024 
SRU 

with 

AM 

SRU w/o 

AM 

LSTM 

with AM 

SRU with 

AM 

SRU w/o 

AM 

LSTM 

with AM 

SRU with 

AM 

SRU w/o 

AM 

LSTM 

with AM 

Layer = 1          

Accuracy 

(%) 

67.90 64.84 64.38 67.14 60.52 68.19 70.95 64.85 65.81 

Time 1753.4s 1720.0s 2034.3s 1845.6s 1809.5s 2056.6s 1922.4s 1833.1s 2115.8s 

Layer = 2          

Accuracy 

(%) 

67.62 64.07 66.43 67.62 60.78 64.91 71.62 65.74 69.38 

Time 1836.3s 1816.7s 2377.5s 1946.4s 2024.0s 2397.8s 2174.1s 2103.1s 2997.1s 

Layer = 3          

Accuracy 

(%) 

68.57 62.84 68.48 68.41 64.81 61.62 72.95 64.19 71.14 

Time 2064.6s 2016.2s 2719.8s 2154.3s 2249.5s 2734.9s 2389.0s 2478.6s 3878.4s 

Layer = 4          

Accuracy 

(%) 

67.24 63.81 65.24 67.52 64.23 60.57 67.52 68.54 64.38 

Time 2369.4s 2224.8s 3058.3s 2436.4s 2453.0s 3049.2s 2642.9s 2673.1s 4547.6s 

 

In Experiment 1, the results are promising and the highest accuracy achieved is 99.99% from PEL 

while the lowest accuracy is 55.81% from UTI. The overall accuracies from UTI are slightly lower as the 

dataset is complex due to some similarities in the actions found in different categories. For instance, 

both punching and hand-shaking involve the movement of a swinging hand, however punching falls 

under the category of abnormal behavior while hand-shaking is considered as normal behavior. Besides, 

it is noticeable that higher cell units and number of epochs yield better results. The accuracy is at its 

peak in the third layer, after stacking more layers like four and five layers into the network, the result 

shows dropping in accuracy. This indicates that the optimal number of layer for Experiment 1 is three, 

and more layers results in a reduction of accuracy. Line graph of HCF show as Fig. 7 and Line graph of 

PEL show as Fig. 8. 

 

 

Cell Units = 256 Cell Units = 512 Cell Units = 1024 
SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

Layer = 1          

Accuracy (%) 85.24 73.85 72.00 87.15 83.68 94.26 95.05 84.77 91.24 

Time 33421.9s 32721.2s 36948.1s 27163.3s 24072.0s 29133.1s 31253.8s 30865.0s 35313.6s 

Layer = 2          

Accuracy (%) 87.62 72.94 72.25 90.54 74.54 98.12 98.01 85.84 93.38 

Time 33449.0s 32912.6s 39997.1s 31546.6s 25420.0s 35143.8s 35406.5s 34550.0s 45639.6s 

Layer = 3          

Accuracy (%) 89.21 72.47 74.74 91.21 76.06 98.56 99.92 87.86 99.59 

Time 35611.5s 34854.0s 45198.2s 41354.6s 39644.0s 45106.7s 49237.3s 45275.0s 62264.9s 

Layer = 4          

Accuracy (%) 87.77 70.65 91.12 90.56 78.29 98.51 99.45 83.93 98.95 

Time 41143.1s 39308.6s 46508.4s 43384.1s 42528.0s 50937.3s 53681.9s 51650.0s 75067.7s 

Layer = 5          

Accuracy (%) 85.52 71.64 89.00 89.45 84.05 99.47 99.87 84.45 95.99 

Time 43986.8s 42539.4s 53273.6s 45413.6s 44088.0s 56948.7s 70870.6s 69115.3s 87870.4s 
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Fig. 7. Line graph of HCF with accuracy according to each layer with cell units of 1024 

 

Fig. 8. Line graph of PEL with accuracy according to each layer with cell units of 1024 

In addition, it is observed that the performance of SRU with AM is better compared to SRU without 

AM and LSTM with AM in terms of accuracy although the time taken for training is shorter without 

AM. From Fig. 9 - Fig. 10, the computational time taken has been vastly reduced by 1.5 times using 

SRU compared to LSTM. Other than that, it is noticeable that by staking more layers of SRU, the time 

consumption of model training in comparison with LSTM is significantly reduced by around 67%. 

 

Fig. 9. Bar charts of PEL with computation time according to number of layers 
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Fig. 10. Bar charts of UTI with computation time according to number of layers 

4.2. Experiment 2 
Experiment 2 involves crowd-based interactions such as fleeing from group or crowd fighting. This 

study looks into the robustness of model in identifying abnormal behaviours among a larger group of 

people. Attention mechanism is applied during the stage of feature extraction to determine where are 

the focus of the model when extracting the salient features from the images. Fig. 11 and Fig. 12 represent 

some of the selected video frames from Experiment 2 whereby the upper row indicates the feature map 

of SRU without attention mechanism and the lower row represents the feature map of SRU with 

attention mechanism. 

 

Fig. 11. Visualization of UMN dataset 

 

Fig. 12. Visualization of WEB dataset 

In Fig. 11, it is seen that without attention mechanism, the feature map is ambiguous whereas, with 

attention mechanism, it focuses on the crowd that are fleeing from the setting. In Fig. 12, the focus of 

the model is sparse as compared to the one with attention mechanism. SRU with attention mechanism 

is able to scope down the area and focus only on salient part of the images which are the human subjects 
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that are running on a street. The features are then passed to the classifiers to determine the temporal 

information of the videos. Experiment 2 achieves significant results with 99.87% being the highest as 

there is significant difference between the temporal information of abnormal behavior and normal 

behavior. In UMN and WEB datasets, both involve crowd fleeing scenes as abnormal behavior and crowd 

walking as normal behavior. It is observed from frame to frame that the movement of the crowd fleeing 

is very chaotic and obvious compared to the less noticeable pedestrians walking with slow movement 

and pace. The accuracies of the model for various number of epochs, cell units and layers based on 0.001 

learning rate are summarized in Table 7 and Table 8, Fig. 13 and Fig. 14 for SRU with and without 

AM, and LSTM with AM. 

Table 7.  Accuracy and computational time of UMN with 100 epochs 

Table 8.  Accuracy and computational time of WEB with 100 epochs 

 

 

Cell Units = 256 Cell Units = 512 Cell Units = 1024 
SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

Layer = 1          

Accuracy (%) 96.28 94.26 96.41 97.08 95.08 97.03 98.13 94.53 98.09 

Time 31495.6s 30318.2s 33478.2s 31456.0s 30685.6s 34156.9s 31253.8s 29232.6s 34156.2s 

Layer = 2          

Accuracy (%) 97.20 94.52 96.49 97.12 94.06 97.10 98.34 94.29 98.18 

Time 34596.1s 33788.2s 39547.6s 34562.0s 33831.6s 39586.4s 35478.1s 33783.2s 51478.6s 

Layer = 3          

Accuracy (%) 98.25 94.81 98.16 98.69 94.81 98.65 98.76 94.32 98.33 

Time 37451.2s 34258.2s 45123.0s 37489.6s 37316.4s 45623.1s 39548.2s 38889.4s 62153.4s 

Layer = 4          

Accuracy (%) 97.65 94.91 97.40 98.21 95.08 98.56 98.71 94.81 98.03 

Time 40125.9s 36415.4s 50147.2s 40157.9s 40752.8s 522146.3 43156.2s 42301.6 75489.6s 

Layer = 5          

Accuracy (%) 97.76 94.34 96.72 98.21 93.16 97.76 98.70 94.25 98.00 

Time 43269.1s 40047.8s 55478.2s 44156.2s 44624.8s 57489.2s 61472.6s 59356.8s 87153.3s 

 

Cell Units = 256 Cell Units = 512 Cell Units = 1024 
SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

SRU 

with 

AM 

SRU 

w/o AM 

LSTM 

with 

AM 

Layer = 1          

Accuracy (%) 87.75 88.33 83.12 91.00 90.90 84.92 86.12 89.40 87.92 

Time 32800.9s 32005.6s 34829.0s 39153.1s 36410.1s 42265.6s 39321.5s 37456.6s 41942.3s 

Layer = 2          

Accuracy (%) 89.32 85.58 83.76 91.12 86.79 86.69 88.28 89.29 89.39 

Time 40665.5s 35840.5s 45142.9s 40459.0s 41413.4s 45236.1s 50313.1s 49211.9s 54984.7s 

Layer = 3          

Accuracy (%) 98.32 86.55 84.76 95.40 85.12 91.92 99.87 92.98 93.80 

Time 44684.6s 41541.2s 50043.6s 53214.8s 44323.3s 59156.3s 55123.6s 52712.2s 61138.5s 

Layer = 4          

Accuracy (%) 93.98 86.15 87.77 94.75 85.36 92.92 92.54 92.33 93.93 

Time 51669.6s 45661.8s 60344.3s 60156.5s 56456.7s 71626.6s 64734.4s 60156.3s 74569.1s 

Layer = 5          

Accuracy (%) 91.35 85.39 88.36 92.48 88.36 94.72 91.40 92.35 93.98 

Time 64831.5s 63463.0s 76235.8s 66045.2s 58161.2s 78166.3s 72316.0s 70145 84654.6s 
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Fig. 13. Line graphs of UMN with accuracy according to each layer with cell units of 1024 

 

Fig. 14. Line graphs of WEB with accuracy according to each layer with cell units of 1024 

The results from Experiment 2 show encouraging performance with the highest accuracy of 99.87% 

from WEB. The overall performance of UMN dataset is high with an average accuracy of around 90% 

and above. This is due to the fact that the videos are uniform in terms of the type of settings and 

movement patterns. Similar to Experiment 1, the accuracy is at its peak in the third layer. Other than 

that, it is observed that the performance of SRU is slightly better as compared to LSTM with a speed 

up of 1.5 times. The computational efficiency of SRU is clearly increased when more layers are stacked 

to it. The bar chart of UMN is shown in Fig. 15 and the Bar chart of WEB is shown in Fig. 16. 

 

Fig. 15. Bar chart of UMN with computation time according to number of layers 
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Fig. 16. Bar chart of WEB with computation time according to number of layers 

The development and validation of our model mark a significant advancement in the field of 

intelligent surveillance systems. The empirical results demonstrate not only the model's superior 

performance in accurately identifying abnormal behaviors across diverse scenarios but also its 

computational efficiency, a crucial factor for real-time application in public safety infrastructure. Our 

findings suggest that the integration of an SRU with an attention mechanism can effectively address the 

limitations of traditional LSTM-based models, particularly in terms of processing speed and the ability 

to focus on relevant aspects of the video data. This has profound implications for the deployment of 

intelligent surveillance systems in real-world settings, where the timely and accurate detection of 

abnormal behaviors can significantly enhance public safety measures. 

5. Conclusion 
In this study, we conducted two sets of experiments to evaluate the effectiveness of the attention 

mechanism and SRU in detecting abnormal behaviors. In scenarios involving interactions between two 

individuals, the attention mechanism predominantly concentrates on human body lines to decipher 

actions. Conversely, in crowd-based interaction scenarios, the focus shifts more broadly to the human 

figures, although the delineation of body lines is less distinct due to the proximity of individuals in 

crowded settings. Nonetheless, the analysis extends beyond singular images, examining body movement 

patterns and attention focus across sequential frames for prediction. When contrasted with LSTM 

models, our proposed method demonstrated superior accuracy and computational efficiency. Notably, 

layering additional SRU units reduced training time by a factor of 1.5 compared to LSTM, confirming 

SRU's aptness for rapid and accurate abnormal behavior detection. Regarding soft attention's static 

glimpse position, future explorations will consider alternative attention mechanisms, like the spatial 

transformer and hard attention, to investigate their impact on model visualization and glimpse 

positioning adjustments. This research applied the proposed methods to offline video sequences, 

positioning them primarily within forensic and investigative contexts. Future work will aim to broaden 

the application to real-time video analysis, with a focus on developing an instantaneous notification 

system for immediate alerts upon detection of abnormal behaviors. 
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