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Abstract

Human-computer interaction (HCI) is a multidisci-
plinary field of study focusing on the design of computer
technology and, in particular, the interactions between hu-
mans and computers. Public space, between the urban
buildings, is an open and accessible area to people. Pub-
lic life, happening in public spaces, is about human ac-
tivity, human interaction, expression of human feeling in
the wild. Affective behavior analysis in the public space
is the basic topic of the public life research, which is the key
to achieve HCI applications through comprehensively un-
derstanding people’s feelings, emotions, social behaviors
and their correlations in a ‘human-centered’ and engaging
manner. However, it is a challenging task to design a robust
HCI system due to the lack of multi-task datasets (including
emotion, behavior, social relations, etc), collected under the
uncontrolled conditions in real public spaces. In spite that
existing separate datasets in computer vision can somehow
meet the requirement of public life research, they are nei-
ther captured from real public spaces nor for multiple tasks,
which cannot comprehensively support the joint research of
public life. To tackle this issue, this paper presents a multi-
task, multi-group human-oriented video dataset, namely
public life in public space (PLPS). Specifically, multi-tasks
in terms of activity recognition, emotion recognition and so-
cial relation recognition are integrated for each video data.
Multi-group and multi-level labels in terms of individuals,
groups, video clips are included in the dataset. With PLPS,
more sophisticated computer vision model for comprehen-
sive public life research can be facilitated.

1. Introduction

Public life is what people create when they interact with
each other in public spaces, including the streets, parks,
squares, and city spaces between buildings. It consists of

the daily activities that people naturally take part in when
they spend time with each other outside their homes, work-
places, and cars. It is a driver of physical and mental health,
social benefits, economic development, culture and identity,
safety, sustainable mobility.

1.1. Public Life Research and Affective Behavior

In order to achieve HCI systems, affective behavior anal-
ysis has to consider people’s feelings, emotions, social be-
haviors and their correlation comprehensively. Public life
research is a people-oriented subject, aiming to observe var-
ious aspects in public spaces [8]. In other word, affec-
tive behaviors correspond to the human-oriented observa-
tions for the public life in public spaces. Therefore, public
life research for comprehensive affective behavior analysis
should take emotion estimation, human activity recognition
and group understanding via social cues in the wild into ac-
count.

Besides, each of these studies in the literatures gives an
insight to one aspect of public life while it is also of great
importance to concentrate on their correlations for compre-
hensive affective behavior analysis. This is critically nec-
essary to create machines and robots that are able to inter-
act in a ‘human-centered’ and engaging manner with peo-
ple, and effectively serving them as their digital assistants.
Meanwhile, computer vision tasks must be extended to meet
the ‘in-the-wild’ realistic in public spaces, such as multiple
groups and fuzzy appearance.

Therefore, it is required to collect a multi-task and multi-
group dataset from real public spaces for public life re-
search. In this dataset, various attributions should be anno-
tated, including age, gender, group, action/activity, emotion
and social relations.

1.2. Related Datasets

To the best of our knowledge, none of existing datasets
meets all requirements for public life research, i.e., multiple
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tasks, multiple groups and the public space scenarios in the
wild. As listed in Table 1, we pay more attention to the
action/activity, emotion and social relations.

For activity recognition, there are five main datasets.
Volleyball [13] and NBA [42] focus on sports activities.
CAE [4], extended by CAD [3] and with 6 categories, does
not cover most of activities in the public space such as sit-
ting and playing. And videos from CND [2] are the same
scene while scene are various in the real public space. In
addition, single-group CAD, CAE and CND are against the
fact of multiple groups in the public space.

Group activity describes people’s behaviors and emotion
shows their feelings. Many datasets are collected for in-
dividual emotion recognition, most of them only concen-
trate on facial traits, including CK+ [28], MMI [34], Oulu-
CASIA [46], AffectNet [33], AFEW [6], Aff-Wild [16, 44]
and Aff-Wild2 [15, 17, 18, 19, 20, 21]. Most of data of
CAER [23], Emotic [22] and IEMOCAP [1] either only
contain the upper body or were collected in limited sur-
roundings rather than public spaces. GroupWalk [32] is the
closest to the real situation of public space while it was col-
lected in only 8 fixed locations. In above datasets, people
always cover too much area of the image which causes no
interaction between people and public space.

For social relations, it is high-level attribution and most
human behaviors are developed in the relationship context
[35]. In the early stage, datasets mainly collected facial im-
ages for kinship verification, i.e., [38], UB KinFace [40],
Family101 [7], KinFace [10], KFW-I [27] and KFW-II [27].
And another IRD [45] also collected facial images to recog-
nize pair’s association, e.g., warm. Recently, PISC [24] and
PIPA [36] were collected for detailed relationship recogni-
tion such as friend. In PISC and PIPA, there are abundant
scene types while most have nothing to do with the public
space. Except for these image-based datasets, KFVW [41],
SRIV [29] and ViSR [26] were constructed for video-based
SRR. KFVW are used for facial kinship, SRIV and ViSR
come from movies with rare public space scene and part
body. They are not suitable for the public life research.

1.3. Contributions

In summary, these datasets for one task are not enough to
support the public life research for affective behavior anal-
ysis. And more importantly, single attribution cannot facil-
itate the comprehensive understanding for the public space
and uniform multi-task recognition hardly comes true. To
address this problem, we collected a multi-task and multi-
group dataset, namely public life in public space (PLPS),
which is a high-quality dataset with multi-scale labels in
terms of individual, group and video clip. Its main contri-
butions are summarized as:

1) First dataset specially for public life research, including
71 clips from various complex scenes in public spaces.

It will contribute to the study of comprehensive affective
behavior analysis and support the HCI systems.

2) Multi-scale labels are provided for related studies, in-
cluding age, gender, group, action/activity, emotion and
social relations. Especially, we extend activities from
single group to multiple groups, emotions from individ-
ual to group and social relations from pair to group.

3) Baselines for action/activity, emotion and social rela-
tions, in particular, two novel graph-based models for
multi-group activity recognition and group SRR.

The paper is organized as follows. Section 2 describes
how to collect our data and protect the privacy of citizens.
Section 3 explains what labels should be annotated, gives
labeling process and conducts quality analysis of annota-
tions. Section 4 presents the label distribution and Section
6 shows our baseline methods and demonstrates their effec-
tiveness. Section 7 concludes this paper and discusses how
to promote the future work of public life research.

2. Data Acquisition

Original data. The public space category is various such
as square, park and street. Even for the same category, fea-
tures of public spaces range from the whole to the part be-
cause of differences in geographical location, cultural habits
and so on. To sense people and objects for further studies in
kinds of public spaces, we obtain many videos from differ-
ent places of different cities in China. It is worth noting that
most videos are from Chengdu, the capital city of Sichuan
province, which benefits to conduct in-depth research for
a specific city. In addition, we emphasize the human per-
spective in public spaces. That is, cities should be viewed
and depicted at level of human eyes [8]. In compliance with
Chinese laws, therefore, we fixed smart phones on a tripod
at a height of 1.75 meters to shoot the videos with the reso-
lution of 1920 × 1080 and with the frame rate of 25fps. It
is worth noting that each video was tagged with when and
where it was taken for possible research in the future.

Selected data. In order to study algorithms, the original
videos were selected and cut into short clips with a length of
8-12s and about 300 frames. To ensure the diversity of char-
acters and scenes, no more than three clips were selected
from each original video. As listed in Table 2, we obtained
71 clips with over 20,000 frames and nearly 150,000 bound-
ing boxes for the construction of our dataset.

Privacy protection. When obtaining the videos, we took
it into account and complied with relevant laws and privacy
protection policy. Meanwhile, we also concentrate on the
general practice about how to release a dataset. For exam-
ple, WoodScape [43] was released with original data and
a license agreement which enforces the users to strictly ad-
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Dataset Data Type Public Space or not Individual (Pair) Group

Action
(Activity)

CAD, CAE Video Partial X X
CND Video Yes X X

Volleybal Video - X X
NBA Video - - X

Emotion

CK+, MMI, Oulu-CASIA Facial image - X -
AffectNet Image - X -

Emotic Image Partial X -
Aff-Wild, Aff-Wild2 Facial Video - X -

AFEW, CAER, IEMOCAP Video - X -
GroupWalk Video Yes X -

Social
Relation

UB KinFace, Family101,
KinFace, KFW, IRD Facial image - X -

PIPA, PISC Image Partial X -
KFVW, SRIV Video - X -

ViSR Video Partial X -
Multi-task PLPS (Ours) Video Yes X X

Table 1. Summary of existing datasets related with our PLPS dataset.

Sichuan Guizhou He’nan Gansu Hubei Yunnan
Chengdu (50)

Leshan (3) Dazhou (1)
Liupanshui (6)

Zunyi (2) Xuchang (4) Jinchang (3) Qianjiang (1) Chuxiong (1)

Table 2. Cities and the corresponding number of clips.

here to the General Data Protection Regulation (GDPR). We
will take a similar approach as well.

3. Labeling Process
3.1. Label Category

According to the requirement of public life research for
affective behavior analysis, we annotated multi-scale labels
as listed in Table 3.

Representing human emotions has been a basic topic
of the affective behavior analysis, meanwhile human ac-
tion/activity and social relations are the vital influencing
factors. All of them are also the important points that are
focused on in the public life research. The 3-D Valance,
Arousal and Dominance Space (VAD-Space) [30], the most
usual dimensional emotion representation, is annotated for
the human emotions. Considering the compatibility with
other datasets [24, 36] and the real situation of public
spaces, social relation category includes friend, family,
couple, professional, commercial and no relation. Simi-
larly, human action/activity involves NA, crossing, waiting,
queueing, talking, dancing, sitting, jogging, playing, riding
and doing sport. NA refers to the unspecific action, such as
the middle action from standing to sitting.

Given the group observation of public life research,
group labels are also annotated and label categories are
same as the above except for social relations. Since group

with social relations gathers three or more people, couple is
not included in group social relations. In addition, we fur-
ther annotated the number of people, bounding box (trajec-
tory), group division, gender (infant, child, tennager, adult
and old people) and age (male, female, unknown), which
are also the important information in the public space [8].

3.2. Annotation Step

Before annotation, we instructed each annotator how
to determine the label type and gave a detaild document,
elaborating the annotation step, explaining the label def-
inition and showing the corresponding sample. To show
the scene types and label details, we present the samples of
action/activity, emotion and social relations in the real and
complex public spaces in Figure 1. As for the definition of
various labels, the action/activity and social relations have
been elaborated in other tasks [2, 4, 24] while the VAD-
Space is relatively abstract, i.e., valance (the pleasantness of
a stimulus), arousal (the intensity of emotion provoked by a
stimulus) and dominance (the degree of control exerted by a
stimulus). Hence, the samples of action/activity and social
relations with the description of other task are enough to
determine what labels should be annotated. To further illus-
trate the correspondence between VAD-Space and the real
situation in public spaces, we provide annotators with the
explanations of different levels in terms of specifical sce-
narios in Table 4. With abstract concept, specifical expla-
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Attribution Age (Infant, Child, Teenager, Adult, Old People), Gender (Male, Female, Unknown), Group
Action/Activity NA, Crossing, Waiting, Queueing, Talking, Dancing, Sitting, Jogging, Playing, Riding, Doing Sport

Emotion Valance (-2, -1, 0, +1, +2), Arousal (-2, -1, 0, +1, +2), Dominance (-2, -1, 0, +1, +2)
Social Relation Friend, Family, Couple, Professional, Commercial, No relation

Table 3. Label categories.

nation and corresponding samples, it is easier to annotate
high-quality labels. The next annotation precedure is as fol-
lows:

First, we require the annotator to watch the whole video
so as to know what emotions to expect. Then, the annota-
tor assigns number for each individual, draw their bounding
boxes and label their actions/emotions in each frame of one
clip by LabelImg. Finally, after completing the annotation
of each frame, the related labels of the entire clip are an-
notated, including the total number of people, gender, age,
group division, group activity, group emotion and group so-
cial relation. These label information is the same through all
frames so they also can be viewed as labels of each frame.

3.3. Annotation Quality Control

To control the quality of our dataset, we take some mea-
sures to ensure consistency of all annotators. One of the
most important is that we clear the uniform annotation de-
tails through the oral report and description document as
mentioned in Section 3.2. In addition, pre-annotation is
adopted for problem summary and rule modification.

Even if uniform rules are made, there are still under-
standing deviations for different annotators hence we con-
duct the “1-2-3” mechanism that one annotates all labels of
a clip, then two check them independently and finally the
three annotators meet the consistency for final labels based
on the rule that the minority is subordinate to the majority.

As shown in Table 5, we calculate the agreement rates
of all labels, which demonstrate the high consistency and
evaluate the high quality of the dataset.

4. Label Distribution

Action/Activity. In total, we annotated 149,592 individ-
uals with 79,090 groups. As shown on the left in Figure
2, the number of crossing is maximum, which is in accor-
dance with the fact that most people are crossing in the real
public space. The numbers of waiting, queueing, talking,
and sitting are roughly equal, which happen in most scenes.
Both dancing and playing are about 7000 instances. Be-
cause public square dancing always happens after dinner,
dim light is bad for shooting in this period, which causes
the minority instances of dancing. For the playing, the cor-
responding groups are children hence its number is natu-
rally less. Three of the least actions are jogging, riding,
and doing sport. Jogging and doing sport usually happen in

specific scenarios such as parks and sports fields. For the
riding, there are two reasons. One is that people in public
spaces tend to be crossing rather than riding and the other is
only short span during which cyclist appears in our camera,
which is not beneficial for the next recognition. However,
their numbers are still greater than 4000. As shown on the
right in Figure 2, the group activity distribution is similar to
the individual action but the ratios of queuing and dancing
are smaller. It is because the number of people in the two
groups (i.e., queueing and dancing) is much greater than
that in other groups.

Emotion. The emotion label distribution reflects the real
situation in the public space. As shown in Figure 3 and 4,
people tend to control themselves in the real public space
hence mid-level’s instances cover a large portion in spite of
valance, arousal, or dominance. As for the label distribu-
tion of valance levels, it is hard to see a negative person in
the real public space and there is only one person with the
valance-level -2, which appears in one clip with 299 frames
in our dataset. People are likely to be neutral and positive.
But there exist some slight differences in the arousal level
and dominance level. That is, the samples of low levels are
more than ones of high levels. It is because people in the
real public space tend to work on actions/activities with low
intensity and their dominance with other people and the ob-
jects in that space is weak.

SRR. The annotation of social relations is based on
group division and each group is annotated with one social
relation. Obviously, the special group with one individual
does not belong to any social relations but this individual
is no relation with the other individuals. Further, any per-
son pairs are also no relation when the two person are in
different groups. In addition, it is noticed that the person
pair in one group is also likely to be no relation such as the
queueing group. As shown in Figure 5, we first count the
numbers of single-person groups and multi-person groups.
Their ratio is close to 1:1, which demonstrates that half of
persons in the public space are with their friends, family,
lovers, etc. From the sub-pie in Figure 5, it can be observed
that the instances of professional and commercial are less
than the other social relations, which is because the two re-
lations happen indoor. This slight imbalance is not enough
to influence the study of algorithm.
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Figure 1. Samples of actions/activities, emotions and social relations.

Dimension Explanation of different levels

Valance
level -2: obviously negative; level -1: general rather than obviously negative; level 0: neutral; level +1: no
negative emotion when talking with others; level +2: obviously positive

Arousal
level -2: lying, sitting, or standing still with no movement of the hands; level -1: sitting or standing with
slight movement of the hands; level 0: walking; level +1: simple sport (e.g., jogging and morning exercise);
level +2: sports or exercise with stretched limbs

Dominance
level -2: lying or sitting; level -1: standing; level 0: walking; level +1: doing sport or exercise; level +2:
energetic exercise (e.g., running)

Table 4. Explanations of emotion levels in terms of specific scenarios in the public space.

Figure 2. Statistics of actions (left) and activities (right).

5. Dataset Design

Data are foundamental for the design and training of
deep learning networks while this is far from enough. How

Figure 3. Individual statistics of emotion recognition.
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-2 -1 0 +1 +2 NA Cro. Wai. Que. Tal. Dan. Sit. Jog. Pla. Rid. Do.
V 0.91 0.77 0.92 1.00 0.80 0.70 0.91 0.88 0.83 0.97 1.00 0.90 0.94 0.81 0.94 1.00
A 0.93 0.93 0.77 0.92 0.81 Fri. Fam. Cou. Pro. Com. No. - - - - -
D 0.90 0.89 1.00 0.87 0.90 0.96 0.88 0.94 1.00 1.00 0.97 - - - - -

Table 5. Consistency analysis of actions/activities, emotions (valance, arousal and dominance) and social relations.

Figure 4. Group statistics of emotion recognition.

Figure 5. Statistics of social groups (including single-person
groups and multi-person groups).

to sample and split is the key factor for the effectiveness and
the robustness of the networks.

According to different tasks (i.e., action/activity recog-
nition, emotion recognition and SRR), we adopt different
sampling strategy and split methods to obtain the training
set and testing set.

For the video-based action/activity recognition, we ran-
domly split the 71 clips into the training set (56 clips) and
testing set (15 clips), which is a simple but effective method.
For the emotion recognition, we split video segments into
training set and testing set, which are cut from the 71 clips
and 10 supplementary clips only for algorithm research. For
SRR, we split different training sets and testing sets for the
pair-based (i.e., social relations between two persons) and
group-based (i.e., social relations of the groups with more
than two persons) SRR.

Training Testing
SRR-Pair 14,258 2,616

SRR-Group 13,462 2,425
Emotion-Individual 4,173 1,070

Emotion-Group 1,632 384
Individual Action 121,353 28,239
Group Activity 63,334 15,756

Table 6. Split of dataset.

Figure 6. An end-to-end network for multi-group activity recog-
nition, including group division, individual action recognition and
group activity recognition.

6. Baseline Methods

To promote the development of traditional tasks, we
also present the baselines of action recognition, individual
emotion recognition and SRR based on person-pair besides
multi-group activity recognition, group emotion recogni-
tion and group SRR. The split of training and testing sets
is listed in Table 6. The code and dataset with the annota-
tions for training and testing will be made freely available to
academic and non-profit organizations for non-commercial,
scientific use under the premise of privacy protection men-
tioned in Section 2.

6.1. Multi-Group Activity Recognition with Indi-
vidual Action Recognition

There are usually multiple groups in one scene, so we
proposed an end-to-end network for multi-group activity
recognition with individual action recognition.

As shown in Figure 6, the network consists of three
parts, including the individual feature extraction (IFE) mod-
ule, distance feature extraction (DFE) module, group clus-
tering module and graph reasoning module. Individuals’
features are extracted by the Inception-ResNet-v2 [37] and
RoI-Align module [12] and the DFE module calculates the
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Euclidean distance of each two individuals as the distance
features by feeding the coordinates of bounding boxes. For
the group clustering module, all individuals are divided into
different groups through correlations (cosine similarity or
Pearson coefficient) of each pair based on the extracted
individuals’ features and the calculated distance features.
At the stage of graph reasoning, two graph structures are
constructed for individual action classification and multi-
group activity classification while the reasoned individual
action features are used to infer group activity. Specifically,
we treat the individuals’ features as the node and connect
them with the correlations of each pair to form graph G1.
Then gated graph neural network (GGNN) [25], emphasiz-
ing message propagation between nodes, is introduced to
reason this graph for reasoned individuals’ features. And
finally, the reasoned individuals’ features, the output of
GGNN, concatenate the individuals’ features extracted by
the IFE module for individual action classification. For the
multi-group activity classification, the reasoned individu-
als’ features are viewed as the node and their connections
are up to the group division. That is, nodes only in the same
group are connected to each other so that a group corre-
sponds to a sub-graph for the entire graph structure G2. Af-
ter graph construction, graph convolutional network (GCN)
[14], concentrating on topological structure, is introduced
to reason this graph for the final multi-group activity classi-
fication.

The performance of multi-group activity recognition is
related to group clustering and individual action recogni-
tion, so we design a multiple loss to optimize our model. It
is composed of three-loss functions:

L =λ1
∑
s

Lsgp

(
OSGs , ÔSGs

)
+ λ2

∑
n

Lind

(
OIn, Ô

I
n

)
+ λ3Lc

(
Oα, Ôα

)
where λ1, λ2, and λ3 are the balance coefficients, Lsgp
and Lind, denote the cross-entropy loss functions of multi-
group activity recognition and individual action recogni-
tion, Lc denotes the binary cross entropy of group cluster-
ing, O and Ô denote ground truth and prediction, s and n
are the numbers of predicted groups and individuals.

The results of multi-group activity recognition are listed
in Table 7. And all metrics of group clustering, individual
action recognition, and group activity recognition are de-
noted as the accuracy, but their computations are different.

1) Group clustering. Suppose that there are n people
in an image, we use an n × n matrix M to express group
distribution, where M(i, j) = 1 denotes the i-th and j-th
individual are in the same group andM(i, i) = 0 by default.
Accorrdingly, Mg and Mp represent the group distribution
of ground truth and prediction, and the accuracy of group
clustering can be calculated as follow,

Accclu =
∑n

i=1

∑n
j=1 δ{Mg(i,j)=Mp(i,j)}

n·n

Group Clustering Individual Action Group Activity
64.17 51.07 55.04

Table 7. Results (accuracy) for multi-group activity recognition.

Valance Arousal Dominance
Individual Emotion 48.75 60.22 70.49

Group Emotion 49.87 62.47 64.27

Table 8. Experimental results (accuracy) for individual/group emo-
tion recognition.

δ(x, y) =

{
1 if x = y
0 otherwise

2) Individual action recognition. Its accuracy equals the
ratio of true positive samples in all the samples.

3) Group activity recognition. We view the label of
group activity as the one of individual, that is, every indi-
vidual is tagged an activity label. With individual activity
labels, its calculation is same as the one of individual action
recognition.

6.2. Individual/Group Emotion Recognition

Data augmentation. We collected some extra videos
from the internet for algorithm study. Notably, the col-
lected videos are still from public spaces while their sce-
narios (e.g., valance level = -2) do not often appear in the
public space. Therefore, these videos enrich the minor sam-
ples.

Emotion recognition and results. We introduced a pre-
trained 3D-ResNet in [11] to exploit the dynamic infor-
mation of individual patch and group patch. As listed
in Table 8, we can observe that the accuracy achieves
48.75%/49.87% for valance, 60.22%/62.47% for arousal,
and 70.49%/64.27% for dominance in the individual/group
emotion recognition tasks. The slightly low accuracy of
valance demonstrates that it is a challenging task to rec-
ognize valance levels in the real public spaces (e.g., fuzzy
appearance).

6.3. SRR based on Pair and Group

In the two tasks based on pair and group, what we need to
focus on is different. For the former, the features from pair
and the scene information are important while for the lat-
ter, we should pay more attention to the interactions among
individuals in the group. Therefore, we proposed two net-
works based on pair and group, respectively. It is worth
noting that sample types of the professional is not enough
rich hence we select some pairs from social relation groups
to supply pair-based samples of the professional.

Pair-based SRR. Traditional SRR methods [9, 24, 31,
39] have proved that features from person pair and scene
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Figure 7. Overall framework of multi-channel SRR network based
on interactions among individuals, structure of all relations and
scene for group-based SRR.

are effective for SRR. Accorrdingly, we fuse the two fea-
tures for SRR. Specifically, we first concatenate the person-
pair features (i.e., features of two single body, their union
part, and their related position) and then fuse them to ob-
tain a social relation vector representation. Meanwhile, the
scene feature is extracted by a pretrained scene model on
Places-365-Standard [47] to form a scene vector represen-
tation. And finally, the two vector representations are con-
catenated for recognizing social relations.

Group-based SRR. Compared with the traditional pair-
based SRR, group-based SRR has some problems, such as
unfixed number of people in the group and indistinguish-
able individual features, which increases the difficulty for
recognition. Therefore, we proposed a multi-channel SRR
network based on interactions among individuals, structure
of all relations and scene.

As shown in Figure 7, our model contains three channels,
which extract the interactions among individuals, the struc-
ture features of all relations and the scene information. For
the first channel, a pretrained ResNet-50 on ImageNet [5] is
utilized to extract the feature of each individual in the group
and then these features are viewed as node to construct a
fully-connected graph, namely person feature graph. This
graph contains the interactions among individuals, which
can be reasoned by GCN. Thanks to the message propaga-
tion, each node contains the information of the other nodes
besides itself hence we take one node randomly as the out-
put of this channel. For the second channel, we extract
the features of pairs’ union part as relation nodes to con-
struct a relation feature graph for the structure features of
all relations. Unlike the person feature graph, a root node
is added into this graph and the relation nodes connect to
the root node. By this means, the root node will contain
the structure features of all relations after the reasoning by
GGNN. For the third channel, a scene recognition network,
Resnet-101 pretrained on Places365-Standard, extracts the
features of full image as the scene information. Finally, the
interactions among individuals, the structure features of all
relations and the scene information extracted by the three
channels are fused to infer social relation together.

Fri. Fam. Cou. Pro. Com. No. mAP
55.5 47.3 39.8 47.4 86.7 78.6 64.1
48.5 54.2 - 95.1 23.3 96.9 71.0

Table 9. Results for SRR based on pair (row 1) and group (row 2).

Same as [24], we present the per-class recall and mean
average precision (mAP) as evaluation metrics of our SRR
model in Table 9.

7. Conclusion and Future Work
In this paper, we provide a new multi-group video dataset

(PLPS) from the real public space for public life research
and affective behavior analysis with annotations of three
tasks. This is aimed to promote the applications of com-
puter vision on the comprehensive affective behavior analy-
sis for HCI systems in the wild. The proposal of this dataset
will extend the studies of three tasks in the real public space
based on multiple groups. Especially, the baseline models
of multi-group activity recognition and group-based SRR
were proposed to show their feasibility. In the future, we
plan to design a uniform framework for these three tasks.
And then based on low-level basic information (e.g., age,
gender, and group), higher level attributions from the uni-
form framework and learned correlations among them, we
also plan to deepen the public life understanding for affec-
tive behavior analysis and further boost the development of
HCI systems.
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