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Simplifying summaries of scholarly publications has been a popular method for

conveying scientific discoveries to a broader audience. While text summarization

aims to shorten long documents, simplification seeks to reduce the complexity

of a document. To accomplish these tasks collectively, there is a need to develop

machine learning methods to shorten and simplify longer texts. This study

presents a new Simplification Aware Text Summarization model (SATS) based

on future n-gram prediction. The proposed SATS model extends ProphetNet,

a text summarization model, by enhancing the objective function using a word

frequency lexicon for simplification tasks. We have evaluated the performance

of SATS on a recently published text summarization and simplification corpus

consisting of 5,400 scientific article pairs. Our results in terms of automatic

evaluation demonstrate that SATS outperforms state-of-the-art models for

simplification, summarization, and joint simplification-summarization across two

datasets on ROUGE, SARI, and CSS1. We also provide human evaluation of

summaries generated by the SATS model. We evaluated 100 summaries from

eight annotators for grammar, coherence, consistency, fluency, and simplicity.

The average human judgment for all evaluated dimensions lies between 4.0 and

4.5 on a scale from 1 to 5 where 1 means low and 5 means high.

KEYWORDS
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1 Introduction

The automated generation of simplified summaries of scholarly articles is a popular
mechanism for the public dissemination of scientific discoveries (Hou et al., 2022). This
task can be performed by leveraging text summarization (Tomer and Kumar, 2022)
and text simplification (Al-Thanyyan and Azmi, 2021), which are well-defined tasks in
Natural Language Processing (NLP) (Iqbal et al., 2021). Text summarization is the task
of reducing text size while maintaining the information presented in the text. Using
text summarization, a long text is provided as input and by automated means a shorter
and more concise version is generated (Cai et al., 2021). Text simplification reduces the
complexity of a text while retaining the original meaning by producing an easy-to-read
version of the input source text (Shardlow, 2014b; Alva-Manchego et al., 2020b). Text
simplification typically operates at the sentence level, with each complex sentence being
transformed into a simpler alternative.

At the intersection of text simplification and summarization, lies the combination
of these two tasks. The desired output is summarized (shorter in length) and simplified
(simple to read and understand). We argue that, if a text is only summarized, technical
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TABLE 1 Examples of simple summaries.

Source 1 Single gene locus changes perturb complex microbial
communities

as much as apex predator loss

Summary 1 Genetic mutants alter entire biological communities

Source 2 Spatial mapping of juxtacrine axoglial interactions identifies
novel molecules

in peripheral myelination

Summary 2 New technique lets scientists see and study the interface
where two cells touch

words may remain, impeding a reader. If it is only simplified,
the resulting text might be too long and repetitive. Therefore,
having both simplification and summarization is vital for true
understanding in heterogeneous areas such as public health
literature, legal texts, or scientific communications.

As an example, consider two pairs of texts in Table 1. In
source 1 and source 2, there are technical terms such as “locus,”
“perturb,” “microbial,” “apex predator,” “juxtacrine axo-glial,” and
“myelination.” These technical terms make it difficult for a lay
reader to digest; on the other hand, both the summaries are clear,
concise, and easy to consume and digest.

The key focus of this study is to model the task of
summarization and simplification to be executed simultaneously
using deep learning methods (Zerva et al., 2020); for this objective,
we have extended the ProphetNet (Qi et al., 2020) architecture to
perform simplification and summarization.

The main contributions of this study are as follows: (a) we
propose a simplification aware loss function for the joint task
of simplification and summarization as explained in Section 3.1;
(b) we evaluate the proposed model against two datasets; Eureka
(Zaman et al., 2020) and CNN-Daily Mail (See et al., 2017); and (c)
we demonstrate that our model outperforms the previous state of
the art on combined summarization and simplification.

The rest of the study is organized as follows: Section 2
presents related work on recent summarization, simplification, and
evaluation indices. Section 3 presents data and methods, including
state-of-the-art models. While Section 4 discusses the results of this
study, Section 5 presents concluding remarks.

2 Related work

Text summarization is the task of compressing a text
by automated means while preserving meaning. Various NLP
approaches exist for text summarization (Mao et al., 2021;
Suleiman and Awajan, 2022). There are two ways of achieving text
summarization: extractive and abstractive.

2.1 Extractive summarization

In extractive text summarization, the essential sections of the
original document are first marked, and then those important
sections are arranged in a document to produce the summary.
The first attempt at text summarization introduced automated

ways of producing summaries (or abstracts) of the original
documents (Baxendale, 1958; Luhn, 1958). It was found that
the count of occurrence determines the importance of a word;
hence, the importance of a sentence was obtained by counting
the important words in that sentence (Luhn, 1958). It was also
found that the location of a sentence in a document determines
its importance. It was further explored that in 85% of paragraphs,
the important sentence is located at the start of the paragraph
and 7% of the paragraphs it is located at the end (Baxendale,
1958). Later, Edmundson (1969) manually wrote the summaries of
400 documents and used the word frequencies from Luhn (1958)
and location-based sentence importance from Baxendale (1958) to
produce summaries.

A supervised approach has been taken for extractive
summarization (Collins et al., 2017), and to extract essential
sentences, regression was used as sentence scoring (Zopf et al.,
2018).

Extractive text summarization has been extended to multi-
document level (Sanchez-Gomez et al., 2020). In this study, the
authors explored the Artificial Bee Colony algorithm for extractive
summarization, and for feature extraction, TF-IDF approach was
tailored. The authors formulate the summarization task as an
optimization problem and set two objectives: (1) coverage and (2)
redundancy. The coverage covers the main contents; redundancy is
concerned with avoiding and controlling the redundant sentence
selection in the output summary. Extractive text summarization
has also been explored through the lens of query-based sentiment
analysis (Sanchez-Gomez et al., 2021). In this study, the authors
explored multi-document summarization with query-based and
sentiment score-based approaches; that is, the output summary will
have an identical sentiment score to the input user query over a set
of source documents.

Recently, deep learning has also been studied for extractive
(Kinugawa and Tsuruoka, 2017) and abstractive (Liu et al.,
2015; Chen and Bansal, 2018) summarization. A study Mackie
et al. (2014) revealed that sumBasic algorithm (Nenkova and
Vanderwende, 2005) performs well for the task of microblogs
summarization. This approach is good for producing long and
fluent text passages but produces non-factual text in the output
summaries (See et al., 2017). To address this problem, Generative
Adversarial Neural Networks (Goodfellow et al., 2014) have been
applied (Liu et al., 2018).

The performance of extractive summarization may be greatly
improved by identifying structured elements in text (Filatova
and Hatzivassiloglou, 2004), across genres such as news articles
(Thompson et al., 2017) and medical text (Shardlow et al., 2018).

2.2 Abstractive summarization

Abstractive summarization exploits deep learning methods
such as sequence-to-sequence models to generate the output
summary based on the input text (Liu et al., 2015; Chen
and Bansal, 2018). The authors in Azmi and Altmami (2018)
extended abstractive summarization with the granularity level of
the generated summary to be used and controlled by the end-
user. The authors in Mehta and Majumder (2018) studied the
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aggregation of multiple models for text summarization tasks. In a
recent study (Barros et al., 2019), the idea of using multi-document
as input for text summarization has been studied, the authors
applied text summarization for news articles, the idea used in
this study is the narrative approach, events from different news
articles were first extracted and then sorted over a timeline, after
sorting, and for each event, one-line output has been generated
based on the contextual information available in news articles. The
authors reported that their proposed narrative approach generates
better summaries than other state-of-the-art methods. Abstractive
text summarization is also been studied in the biomedical domain
(Van Veen et al., 2023; Yang et al., 2023). Large language models
(LLM) have been studied for text summarization (Liu et al., 2023),
and it was found that the LLM generates very fluent summaries
but commits mistakes such as generation of non-factual text in
the output summary. Abstractive text summarization has been
explored for the Greek Language (Giarelis et al., 2023). More
recently, a study Rehman et al. (2023) adp summarization.

The combination of abstractive methods with extractive
methods has been explored recently (Cho et al., 2019). Such work
leads to selecting some parts from the source text and generating
new content for diversification. The authors designed their setup
with three decoders to generate three output summaries that are
different from each other; for selecting contents from the source
text, each chunk of the input text was scored; they call it “focus.”
Instead of training both encoder and decoder, utilization of pre-
trained encoder such as BERT (Devlin et al., 2019) for the task of
summarization both abstractive and extractive has been explored
(Liu and Lapata, 2019). In this study, the authors reported that
setting a pipeline of the pre-trained encoder and a fine-tuned
decoder improves the performance of text summarizationmethods.
As pre-training improves the performance of text summarization
methods, in Dong et al. (2019) self-supervised pre-training was
explored. The authors used a transformer for summarization
with the supervised objective in this study. Pre-training and
self-supervised objectives were further explored for the task of
summarization (Zhang et al., 2019a), and the authors investigated
the use of masking for extractive methods, that is, masking some
tokens in the input text and treating them as targets to make
the source-target pairs for supervised training. The self-supervised
pre-training has been recently explored in Yan et al. (2020) for
summarization. The authors used masking; some input tokens are
marked as masks and presented as missing. The objective is set to
predict those missing tokens, the masked input, and the masked
token as target presented to the training model. The authors further
explored the prediction/generation of more than one token at a
time on the decoder side.

In See et al. (2017), the authors used pointer generator network
for text summarization (Vinyals et al., 2015). The output summary
of this model is both abstractive and extractive. Amechanism called
coverage was proposed to avoid the generation of repetitive tokens
in the generated summary.

2.3 Text simplification

Automated text simplification is a new problem that lies under
the domain of NLP, that is, a text modification process aiming

at making the text easy to understand. In Hoard et al. (1992),
the authors worked on writing technical manuals and assisting
stroke survivors to read (Carroll et al., 1998). In the academic
literature, text simplification can be found in three categories:
neural, syntactic, and lexical simplification.

In syntactic text simplification, the structure of the grammar
is rewritten such that it transforms its constituents such as voices
and narration or long sentences into small understandable pieces
(Siddharthan, 2014). This approach is different from the lexical
approach (Shardlow, 2014b). In the lexical approach, complex
words are identified at first; then, their substitutes are generated.
After that, the step of word sense disambiguation is performed.
Finally, the substitutes are re-ranked, and a selection is performed
for the final synonym of the original word. This approach produces
the output with significant errors (Shardlow, 2014a).

Neural machine translation models can be modified to generate
a hybrid of syntactic and lexical text simplification. In Wubben
et al. (2012) and Li et al. (2018) statistical machine translation
model was used. Recently, neural machine translation has been
applied for text simplification (Nisioi et al., 2017). Further work
has shown that the level of complexity of the output can be
controlled (Agrawal and Carpuat, 2019; Marchisio et al., 2019;
Nishihara et al., 2019). Recent work on simplification has focused
on the improvement of datasets (Alva-Manchego et al., 2020a) and
evaluation measures (Alva-Manchego et al., 2019). In Macdonald
and Siddharthan (2016) simplification was used as a preprocessing
step prior to summarization of children’s stories. Simplification
was also used similarly more recently for clinical data summaries
generation (Acharya et al., 2019).

2.3.1 Sentence compression
Sentence compression eliminates repeated information from

a sentence while preserving key contents present in the original
sentence. The first attempt without using linguistic features for
sentence compression was made in 2015 by Katja et al. at Google
(Filippova et al., 2015). In this study, the authors proposed
an approach based on LSTM for token deletion, which led to
omitting the redundant information present in the sentence.
The authors tuned and evaluated their proposed LSTM-based
method against sentence compression dataset (Filippova andAltun,
2013). The authors found that the simple LSTM-based method
produces readable and more informative compression without
using any syntactic information. The authors furthermore reported
that syntactic information does not contribute to performance.
Later, Wang et al. (2017) proposed an extended LSTM-based
model which incorporates syntactic information of Part of speech
and dependency parsing in the form of embedding, and the
authors further imposed minimum and maximum sentence length
constrained over the compressed output. Sentence compression
methods perform well on short-length sentences (Kamigaito et al.,
2018). In recent work, sentence compression has been explored to
improve the capability of sentence compression methods for long
sentence lengths. The authors used attention-based weights and
dependency trees to capture syntactic information. The proposed
method is evaluated using token level F1 and Rouge scores (Lin and
Och, 2004) and reported that their proposed method outperforms
state-of-the-art methods for sentence compression task (Kamigaito
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et al., 2018). Sentence compression has also been studied in
an unsupervised manner (Zhao et al., 2018). In this study, a
reinforcement-based approach is used for sentence compression.
The authors used a language model as an evaluator; a series of
deletion and evaluation passes were executed consecutively, such
as first a deletion operation is performed, then an evaluation is
performed to assess the correctness of the resultant sentence. The
sentence compression task is studied to improve the grammar of
the compressed sentences (Kamigaito and Okumura, 2020). In this
study, the author enhanced the decoder part of the LSTM-based
model with extra information of the parent word and child word
from the dependency tree.

2.3.2 Sentence splitting
Sentence splitting is the task of breaking longer sentences into

shorter pieces so that each individual piece is a complete sentence;
the aim is to reduce the complexity of longer sentences; this comes
under text simplification. Sentence splitting can further be used in
other NLP tasks such as machine translation. Splitting can also help
second language learners to read a longer sentence in small pieces
(Narayan et al., 2017). Recently, Aharoni and Goldberg explored
that the performance of sentence splitting can be improved by
employing a copy mechanism; a copy mechanism is used in other
tasks such as abstractive text summarization (See et al., 2017). It
was further observed that a unique train-validation-test split is
required to validate the performance of sentence splitting (Aharoni
and Goldberg, 2018). Aharoni and Goldberg explored the dataset
for sentence splitting should have train-validation-test sets to be
unique and crafted carefully, they observed that in the previous
studies, the dataset splitting was not carefully carried out, they
further analyzed that validation and test sets contained more than
89% of unique simpler sentences from the train set, and this was
making the sequence-to-sequence models to memorize the simpler
sentences and thus leads to high-performance scores. Later, a new
corpus for the task of sentence splitting is built (Botha et al.,
2018), with this new corpus, machine learning models are able to
capture more information present in the corpus than before with
the previous benchmark byNarayan et al. (2017), and using this, the
models were trained with unique and disjointed train-validation-
test sets. The authors established a new state of the art with almost
double the previous results.

2.4 Evaluation metrics for text
simplification and summarization

To quantify the performance of any machine learning, deep
learning or NLP task, one or more metrics are used, such as
accuracy, precision, recall, and F1 measure. A good metric captures
all the critical aspects of a task it is designed to evaluate. For text
simplification, a widely used metric known as SARI (Xu et al.,
2016) is used, although some metrics such as BLEU are adopted
from other NLP tasks such as machine translation (Papineni et al.,
2002). For the evaluation of summarization systems, the ROUGE
metric (Lin and Hovy, 2003) is used widely; however, due to the
limitations of the existing ROUGE metric, it must be addressed

carefully (Schluter, 2017). Another evaluation method has been
proposed in Jia et al. (2023) which evaluates consistency and
faithfulness aspects. In the following subsections, we will discuss
some appropriate evaluation metrics.

2.4.1 BLEU
The best way to measure the performance of machine

translation tasks is human judgment, but human judgment requires
time and effort, which is a time-consuming process. To automate
this process, the BLEU metric was introduced (Papineni et al.,
2002). The advantages of using BLEU are that it is fast and easy
to compute, language-independent, and correlates with human
judgements. As BLEU work by matching and counting the n-grams
where n ∈ {1, 2, 3, 4} between reference text and candidate text
generated by the machine translation system. BLEU does not take
word order into account and uses the modified precision with
brevity penalty. For full mathematical detail, the reader is referred
to the work presented in Papineni et al. (2002). BLEU is also
used to measure the performance of many text generations tasks
such as abstractive text summarization, automatic image caption
generation, and question answering tasks.

2.4.2 ROUGE
ROUGE is a measure used for the evaluation of text

summarization systems, and ROUGE stands for Recall-Oriented
Understudy for Gisting Evaluation (Lin, 2004). Similar to BLEU
(Papineni et al., 2002), the ROUGE metric also measures
the overlap between system-generated summaries and the gold
standard reference summaries. One difference between ROUGE
and BLEU is that BLEU is precision-based where ROUGE is recall-
based. Similar to BLEU, ROUGE also used multiple references to
match with the generated summary; in case of multiple references,
ROUGE measure computes the pairwise score with each reference
and then take the maximum of all the pairs.

2.4.3 METEOR
METEOR is a metric used to evaluate the performance of

machine translation systems (Banerjee and Lavie, 2005), Meteor
is also a unigram matching-based metric, which finds the overlap
between the system-generated output summary and the reference
ground truth summary, similar to BLEU (Papineni et al., 2002) and
ROUGE (Lin, 2004). METEOR is both unigram precision-based
and unigram recall-based, similar to BLEU and Rouge. The authors’
enhanced capability is that METEOR accounts for the order of the
matched unigrams.

2.4.4 SARI
SARI is a text simplification metric (Xu et al., 2016), used

to measure performance of text simplification systems. Text
simplification systems are based on the three basic approaches: (1)
Simplification by splitting longer sentences into their constituent
counterparts, (2) Simplification by deletion of complex words
and reordering, (3) simplification by paraphrasing and replacing
complex words with their simple counterparts (Feng, 2008). To

Frontiers in Artificial Intelligence 04 frontiersin.org

https://doi.org/10.3389/frai.2024.1375419
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Zaman et al. 10.3389/frai.2024.1375419

capture the three types of operations discussed earlier, SARI
considers the addition of tokens, deletion of tokens, and retention
of tokens and aggregates the count of these three operations into
one final score. SARI compares the system-generated output with
both single or multiple references and the input source text.

2.4.5 SAMSA
SAMSA is a text simplification metric (Sulem et al., 2018),

used to evaluate text simplification systems. Unlike other metrics,
SAMSA is a reference-less evaluation metric that does not compare
the system-generated output with the ground truth references.
Unlike SARI (Xu et al., 2016) SAMSA considers the structural
aspects of the generated text. It finds scenes in a sentence and then
look for a single scene to be present in a single sentence and thus
have the mapping between the scenes present in the input and the
splits of the scenes in the output.

2.4.6 FKGL
Flesch Kincaid Grade Level (FKGL) is an evaluation metric

widely used to measure the readability scores and grade level of
the input text (Kincaid et al., 1975). The FKGL metric translates
the readability score into a U.S. school grade level, making it easier
to understand the reading difficulty of a given text. The formula to
compute FKGL score is given in Equation (1).

FKGL = 0.39×
Nwords

Nsentences
+ 11.8×

Nsyllables

Nwords
− 15.59 (1)

2.4.7 BERT SCORE
BERTScore is used to evaluate text summarization, machine

translation, and other text generation models. Unlike BLEU
(Papineni et al., 2002) and ROUGE (Lin, 2004), it computes
scores and evaluates model outputs even if there are no lexical
matching words but there are semantically matching words
in the gold reference text and the generated candidate text
(Zhang et al., 2019b). BERTScore uses contextual embedding to
compute semantic similarity between reference and generated
text. BERTScore is also word order invariant, unlike BLEU it
computes semantic similarity between generated text and the gold
standard reference without word order. BERTScore has shown high
correlation with human judgments.

2.4.8 CSS1
To measure the effectiveness of the hybrid model for text

summarization and simplification, a metric has been proposed in
Zaman et al. (2020). This metric measures both the summarization
and simplification and then takes the F1 measure of both to
compute the once single score, which can provide insights for
both the aspects (simplification and summarization) of the hybrid
models. CSS1 can be formulated using ROUGE1 and SARI score as
in Equation (2)

CSS1 = 2×
R1 × SARI

R1 + SARI
(2)

2.5 Resources for text simplification

Automated text simplification is transforming a complex text
into a simpler one that should be easy to understand. This task can
be handled in many ways, as discussed in Section 2.3. Different
kinds of resources are required to perform text simplification,
depending upon the type of simplification, such as lexical
(Shardlow, 2014a,b) simplification or structural simplification and
the method used such as sequence-to-sequence learning (Liu et al.,
2015; Chen and Bansal, 2018), machine translation. Considering
the machine-translation method for text simplification (Zhu et al.,
2010; Xu et al., 2016) requires a vast amount of parallel monolingual
corpus and a considerable number of parameters to be optimized
during training. So heavy computational resources are required
to accommodate such large corpora in memory alongside the
model parameters. For instance, working in the domain of text
simplification, one can build and train state-of-the-art models
only if rich computational resources are available. The availability
of such resources is a big problem that the text simplification
community is facing. Developing optimized resource algorithms
for text simplification are required to advance the domain’s further
state of the art. Below are some benchmark datasets used to train
text simplification models; further detail is given in subsections.

2.5.1 PWKP corpus/WikiSmall
In 2010, Zhu et al. collected a monolingual parallel corpus

containing 108k sentences and its simplified pairs, and this
dataset was harvested from around 65k Wikipedia articles and its
corresponding simple Wikipedia articles (Zhu et al., 2010). The
authors aligned the sentences in 1-to-1 and 1-to-many fashion. In
the later alignment, the authors used sentence splitting—the corpus
can be found at the link.1

2.5.2 Turk corpus/WikiLarge
Xu et al. (2016) explored a statistical machine translationmodel

for text simplification purposes; along with this, they introduced
a new metric for text simplification evaluation and a new dataset
named Turk corpus; they used some filtered data from PWKP
corpus (see section PWKP), along with this modified PWKP, they
used multiple 8 reference sentences of each original sentence, and
this was done through Amazon Mechanical Turk. There are 2,000
sentences for tuning and 350 sentences for testing; for training the
simplification models, most researchers use WikiLarge (Zhang and
Lapata, 2017), or WikiSmall dataset (see section 2.5.1).

2.5.3 ASSET corpus
Alva-Manchego et al. (2020a) prepared a new dataset for

text simplification task, which is based on Turk corpus (see
Section 2.5.2). The authors selected the same source sentences
with modified reference sentences. The idea behind maintaining
multiple references is that multiple paraphrase operations can
simplify. ASSET corpus contains both 1-to-1 and 1-to-many
alignments. Unlike Turk corpus, ASSET contains 10 references for

1 https://github.com/louismartin/dress-data/
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each source sentence. The tuning and test set size is the same as
Turk corpus that is 2,000 tuning examples and 350 test examples.
The ASSET dataset can be downloaded from the link.2

2.6 Resources for text summarization

Different kinds of resources are required to perform text
summarization, depending upon the approach and method
employed. Consider the two broad methods of text summarization,
Extractive and Abstractive; some Extractive summarization
methods only rank parts of the input text and then output the
filtered portion of the input text such as text rank (Mihalcea and
Tarau, 2004), and such approaches do not require many resources
as compared to the Deep Neural Network-based methods
such as Kinugawa and Tsuruoka (2017). Similarly, Abstractive
summarization methods such as See et al. (2017) and Yan et al.
(2020) are based on sequence-to-sequence learning which requires
millions of parameters to be tuned; in addition to a vast number of
parameters and computational resources, these methods required
a large corpus of parallel pairs of input long documents and
reference summaries. The requirement of such resources becomes
a bottleneck for the research communities. To further advance state
of the art in the domain, more advanced algorithms are required
that are resource optimized. In the next subsections, we discuss the
datasets available for summarization research.

2.6.1 Gigaword
In 2003, Graff et al. compiled a dataset named Gigaword (Graff

et al., 2003) that was mainly used for sentence summarization tasks
or generation of headlines tasks. The size of the source and target
summaries in terms of tokens is short; the statistics of the dataset
are as follows: there are 3.8M training pairs, 189k validation pairs,
and 1951 test pairs. The model trained and developed with this
dataset are primarily evaluated with ROUGE (1, 2, L) scores.

2.6.2 CNN-daily mail dataset
For text summarization research CNN-daily mail prepared by

Nallapati et al. (2016) is a large dataset containing 287,226 training
article pairs, 13,368 validation article pairs, and 11,490 test article
pairs. Researchers tune and validate their developed models with
CNN-daily mail dataset and report ROUGE-1, ROUGE-2, and
ROUGE-L scores. There are multiple versions available such as
the entity-anonymized version (Nallapati et al., 2016) and the non-
anonymized version (See et al., 2017). A pre-processed version (See
et al., 2017) of the dataset can be downloaded.3

2.6.3 X-Sum
Narayan et al. (2018) prepared a new dataset for the task of

pure abstractive summarization. This dataset is not suitable for
extractive methods. The authors collected news articles and their
corresponding one-line new summary from BBC website. The

2 https://github.com/facebookresearch/asset

3 https://github.com/abisee/cnn-dailymail

statistics of the dataset are as follows: 204,045 training article-pairs,
11,332 tuning article pairs, and 11,334 test article pairs. The source
document size is on average 430 tokens, and target summary size
is on average 23 tokens, which leads to extreme summarization;
hence, the name X-sum was given to this dataset. Models trained
and developed with this dataset are evaluated using ROUGE (1, 2,
L) scores. The dataset can be downloaded.4

2.6.4 Sentence compression Google dataset
In 2013, Google developed a dataset for the task of sentence

compression (Filippova and Altun, 2013), whichmay be considered
as summarization at the sentence level. The first version of this
dataset was released with 10k pairs; recently, Google released an
updated version of this dataset which contains 200k pairs. The
dataset can be downloaded from the link.5

2.7 Resources for text summarization and
simplification

Beside from the available resources for summarization alone
and simplification alone, in this section we discuss the availability of
corpus for the combined task of summarization and simplification.

2.7.1 PLOS and eLife datasets
Two datasets PLOS and eLife were introduced for the task

of summarization and simplification, and both datasets focus
on scientific documents from the biomedical domain and their
corresponding summaries in plain English. The datasets were
created by parsing XML articles in Python, the datasets are further
structured into sections such as abstracts and article text, and
article text is further formatted into subsections as per the headings
presented in the original articles (Goldsack et al., 2022)

3 Data and method

Hybrid text simplification and summarization models require
data in the form of a parallel corpus containing complex-simple
pairs. To create such a corpus manually, we need domain
knowledge and extensive time. We used the publicly available
dataset from Zaman et al. (2020), and this dataset consists
of 5,204 article and summary pairs. The corpus links full-text
scientific articles and their abstracts to simplified summaries taken
from EurekAlert.

3.1 Simplification aware text
summarization (SATS)

We have so far described our baseline models, taken from the
literature. Each of these models is designed for either simplification

4 https://github.com/EdinburghNLP/XSum

5 https://github.com/google-research-datasets/sentence-compression
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FIGURE 1

Proposed architecture of SATS model.

or summarization, except HTTS no one model is designed to
simultaneously complete both tasks. HTSS is the only model that
is a hybrid of summarization and simplification. To address the
limitations of HTSS such as general language errors and grammar
issues, we propose an adaptation to the ProphetNet architecture,
which allows a summarization model to prioritize simple terms
during generation. First, we need to understand what makes a
word complex.While significant work has been done on automated
prediction of lexical complexity (Shardlow et al., 2022), it is a well-
established fact in the literature that lexical frequency is a strong
indicator of how difficult a reader will find a word to understand
(Paetzold and Specia, 2016; Martin et al., 2020a; North et al., 2023).
As such, we take a corpus of 13,588,391 words, each associated with
a frequency value which was derived as the result of counting word
frequencies from over 1 trillion words of English web-text (Brants,
2006).

In our proposed model which is depicted in Figure 1,
lookup-difficulty module is the contribution that we add to
the summarization model to enhance its capability for the task
of simplification. This module is responsible for guiding the
generation of the underlying transformer model and ensuring that
the generated output summary is simple to read by contributing
values of difficulty scores to the loss function. The loss function is
further used to update the parameters of the entire network.

We use this data and reformulate this idea into difficulty scores
as in Equation (3):

scorelog =
1

log(wi)
(3)

Here, scorelog is the intermediate score which is further
normalized between 0 and 1 as shown in Equation (4):

scoredifficulty =
scorelog −min(scorelog)

max(scorelog)−min(scorelog)
(4)

Here scoredifficulty is the final difficulty score that we use for
computing simplification. This score is in the range 0–1, and
scales with the log of the frequency to avoid very common words
overly influencing the simplification. We pre-compute scorelog ,
and scoredifficulty for every word in our word frequency dataset
and create a lookup table, which can be accessed during the
generation phase.

We reformulate the difficulty score as a loss term in the
following manner, relying on the lookup table to identify the
difficulty score of the given token as demonstrated in Equation (5).

Lsimp =
1

T

T
∑

i=1

lookupscoredifficulty (wi) (5)

In Equation (5), T is the size of the predictions output
of ProphetNet. We updated the objective function by adding
simplification loss from Equation (5), thus, the updated objective
can be written as in shown in Equation (6).

L = −α0 · (
T

∑

t=1

log Pθ(yt|y<t , x))

︸ ︷︷ ︸

LMloss

−

m−1
∑

j=1

αt · (

T−j
∑

t=1

log Pθ(yt+j|y<t , x))

︸ ︷︷ ︸

Future n-gramloss

−λ · Lsimp
︸ ︷︷ ︸

simplification loss

(6)

In Equation (6), Lsimp is the simplification loss and λ is
a hyperparameter used to control the degree of the effect of
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simplification loss as compared to the overall loss. Note that we
tuned lambda in our experiments using the validation set and set
it to 0.8. An example of the calculation of our simplification loss is
shown in Table 2.

4 Results

For our experiments, we designed a computational
environment using Python version 3.7 as a scripting language and
PyTorch as a deep learning framework; in our experiments, we
leveraged two datasets: (1) CNN-Daily mail specialized for text
summarization and (2) Eureka Alert dataset specialized for hybrid
text summarization and text simplification. For the evaluation of
our proposed SATS model and comparison with baseline models,
we used ROUGE as an automatic metric for text summarization,
SARI and FKGL as an automatic metric for text simplification,
BERTScore for semantic similarity and overall goodness of the
generated output, and CSS as an automatic metric for combined
text summarization and text simplification.

To generate the automatic evaluation scores for the baseline
systems against the datasets that we used in our experiments,
we retrained the implementation of three baseline systems and
applied these to the Eureka dataset specialized for summarization
and simplification. The first, HTSS, is a state-of-the-art joint
simplification-summarization model. It is a hybrid model that
implements a binary simplification loss to the pointer-generator
architecture. The second is ACCESS, which provides controllable
text simplification through a sequence-to-sequence architecture.
The third is MUSS. Finally, we have implemented ProphetNet as
described above and included the results with our adjusted loss
function. The results are in Tables 3, 4.

4.1 Baseline models

To compare and validate our method, some baseline methods
are required, since our method is a hybrid of simplification and
summarization, so we used baseline methods for simplification,
summarization, and hybrid, for simplification we used two models
ACCESS and MUSS, and we ran their code to reproduce the
results, and for text summarization we ran ProphetNet model and
reproduce the results, whereas, for hybrid model comparison we
used HTSS. Details of each baseline method are given below.

4.1.1 ACCESS
For text simplification, we choose ACCESS (Martin et al.,

2020a) as a baseline. ACCESS is a text simplification model that
uses extra control tokens to control the generated simplified text.
ACCESS uses a sequence-to-sequence architecture which is based
on the transformer model (Vaswani et al., 2017); furthermore,
ACCESS is based on BART (Lewis et al., 2020).

4.1.2 MUSS
MUSS (Martin et al., 2020b) is an unsupervised multilingual

text simplification model that is based on ACCESS (Martin et al.,

TABLE 2 Sample of words and their frequencies along with log score and

simplification loss.

Vocab
Index

Word Frequency scorelog Lsimp

1 Where 282,489,721 0.80212354 0.05503001

2 Business 280,687,568 0.801758097 0.055149779

3 Must 269,659,445 0.799469364 0.055901677

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

5,725 Barometers 59,714 0.318946422 0.335138044

5,726 Scribing 59,712 0.318944509 0.335140006

5,727 Splattering 57,154 0.31644443 0.337714815

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

77,530 Antrum 37,668 0.292636921 0.363306085

77,531 Kudu 37,640 0.29259446 0.363353536

77,532 Victimizing 6,857 0.195363413 0.492969086

2020a) and BART (Lewis et al., 2020), from ACCESS it adapts the
capability of controllable generation, and from BART, it adapts the
sequence-to-sequence multilingual capability. MUSS uses mined
sequences and paraphrasing to build the training dataset. There are
two variations of MUSS, one is trained with mined sequences only.
There is another version of MUSS which is supervised, this version
is available for English only, and the supervised version uses the
WikiLarge parallel corpus for training. We used the parallel version
as a baseline for our study.

4.1.3 HTSS
HTSS (Zaman et al., 2020) is a hybrid model for text

simplification and text summarization. HTSS is based on the
Pointer Generator model (See et al., 2017). We used HTSS
implementation as it is without modification. To the best of our
knowledge, HTSS is the only hybrid method for the combined
task of summarization and simplification; thus, we consider it as
a baseline model.

4.1.4 ProphetNet
ProphetNet introduces an innovative pre-training model for

sequence-to-sequence tasks, incorporating a unique self-supervised
objective termed future n-gram prediction along with a newly
proposed n-stream self-attention mechanism. In contrast to
traditional sequence-to-sequence models that focus on one-
step ahead prediction, ProphetNet optimizes for n-step ahead
prediction. This entails predicting the next n tokens simultaneously
based on the context tokens at each time step. This distinctive
approach explicitly encourages the model to anticipate future
tokens, thereby addressing concerns related to overfitting on
strong local correlations. The model underwent pre-training using
both a base-scale dataset (16GB) and an extensive large-scale
dataset (160GB). Then, the model was fine-tuned for downstream
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TABLE 3 Compare SATS (proposed) with HTSS, ACCESS, MUSS, and ProphetNet using the Eureka Dataset.

Model Type BERTscore FKGL ROUGE1 ROUGE2 ROUGEL SARI CSS1

ACCESS (Martin et al., 2020a) Simplification 82.34 7.52 9.641 1.177 7.893 38.3834 15.411

MUSS (Martin et al., 2020b) Simplification 84.15 7.34 22.714 7.425 19.646 32.093204 26.60106

ProphetNet (Qi et al., 2020) Summarization 83.42 7.25 33.414 9.443 18.962 40.44 36.5987

HTSS (Zaman et al., 2020) Hybrid 81.73 8.42 21.938 03.21 17.171 37.650 27.7225

SATS Hybrid 83.38 7.35 34.24 10.15 20.21 40.83 37.24

The bold values indicate the system with the highest performing score.

TABLE 4 Compare SATS with HTSS, ACCESS, MUSS, and ProphetNet using CNN-Daily Mail Dataset.

Model Type ROUGE1 ROUGE2 ROUGEL SARI CSS1

ACCESS (Martin et al., 2020a) Simplification 15.557 2.787 11.668 34.3696 21.481

MUSS (Martin et al., 2020b) Simplification 22.933 9.575 15.334 36.501 28.165

ProphetNet (Qi et al., 2020) Summarization 44.36 21.262 30.723 42.033 43.167

HTSS (Zaman et al., 2020) Hybrid 37.1011 15.91226 32.522 35.420429 36.24128

SATS Hybrid 44.26 21.48 30.93 43.40 43.82

The bold values indicate the system with the highest performing score.

tasks such as text summarization on CNN/Daily-Mail dataset and
question answering on SQuAD 1.1 dataset.

4.2 Automatic evaluation

For the automatic evaluation of our proposed model and
the baseline models, we used the ROUGE score as a metric for
summarization SARI as a metric for simplification and CSS as a
metric for combined summarization and simplification.

The results in terms of ROUGE scores SARI and CSS
demonstrate that our newly proposed model: Simplification Aware
Text summarization (SATS) significantly (p < 0.001 according to
a paired t-test), outperforms ProphetNet on all metrics, although
the gains in performance are reasonably small, with the majority of
the improvement over other systems coming from the ProphetNet
architecture itself. Our results demonstrate that ACCESS performs
poorly on the summarization task showing that a simplification
system alone is insufficient. ProphetNet gains a better SARI score
than ACCESS (Martin et al., 2020a) and MUSS (Martin et al.,
2020b), despite not being tuned for simplification. In our tuning,
λ was set to 0.8, indicating its usefulness. Our model is better
than all other models in terms of the Combined Simplification
and Summarization metric (CSS1) score, which gives the harmonic
mean of ROUGE1 and SARI, giving a new state of the art for the
joint simplification and summarization task with our model.

We demonstrate that SATS outperforms ProphetNet and
ACCESS on both a simplification dataset (Eureka) and a
summarization dataset (CNN-Daily Mail). This demonstrates that
the system we have developed is effective for the joint task of
Simplification Aware Text Summarization that we set out to
achieve.We also compared to the HTSS system, which is the former
state of the art in terms of the CSS-1 score on the Eureka dataset,
and we demonstrate that our new model outperforms HTSS not
only on the Eureka Dataset but also on the CNN-DailyMail dataset.

SATS is an adaptable architecture that can be fine-tuned for new
datasets, and we envision that the results we have shown on the

datasets we selected will be transferable to other datasets with the
appropriate training being first undertaken. We have documented
the model development and training process throughout our
study to enable future researchers to replicate our results where
needed. We also release our code and model checkpoints for future
researchers to work with.

Further to the analysis that we have presented in Tables 3, 4, we
also present examples of the best and worst summaries provided
by our system (SATS) in Tables 5, 6. It is clear that when the
system is performing well, the summaries are of a high quality and
reflect the semantic content of the references, while not directly
corresponding to the lexical and syntactic choices made by the
original authors. The poor summaries are typically single lines that
contain technical content. It is possible that this is emblematic of
the model not being able to provide summaries for such content,
which has led to a poor final output.

4.3 Human evaluation

The quality of machine-generated summaries can be judged
by automatic means such as ROUGE scores. These automatic
metrics have their own limitations, such as the ROUGE metric
favors short summaries and sometimes scores higher than expected
in cases of extractive summarization. In the case of abstractive
summarization, ROUGE score may be low for semantically
identical summaries with high lexical differences. Therefore, we
evaluated the summaries generated by SATS, and ProphetNet
using a group of seven PhD students and one Masters student,
all studying in computer science. We randomly selected 100
summaries from our test set. We then pose five questions about the
quality of each summary following the study of Fabbri et al. (2021).
Detail about these 5 questions is presented in Table 7, and we asked
each question on a LIKERT scale from 1 to 5 where 5 means very
good and 1 means very low. We carefully analyze responses from
eight respondents and box plot responses from eight respondents
and present it in Figure 2, and the mean in the box plot for each
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TABLE 5 Examples of good summaries generated by SATS.

S. No Reference Generated

1 “Women in Sub-Saharan Africa who use modern contraceptives are more
likely to be tested for HIV than those who do not according to a study
published April 25 2016 in the open-access journal Plos One by Katherine
Center from the University of Arizona and colleagues. HIV/AIDS remains a
major public health challenge for women in Sub-saharan Africa and medical
appointments for use of modern contraceptives could provide an
opportunity to offer confidential HIV testing”

“A new study published in Plos medicine finds that women who go to the
doctor for contraception are more likely to be tested for HIV than those
who use traditional methods of contraception according to a study
published April 25 2016 in the open-access journal Plos One by
Marie-Louise Derez from the University of Oxford UK and colleagues.
HIV/AIDS is a major public health problem in sub-saharan Africa and the
world health organization”

2 “A study published today in the journal Plos Medicine has identified the five
genetic variants associated with higher levels of the branched-chain amino
acids isoleucine leucine and valine. the researchers also found that these
genetic variants were associated with an increased risk of type 2 diabetes.
The researchers led by the medical research council (MRC) epidemiology
unit at the University of Cambridge used large-scale genetic data together
with detailed measurements of the branched-chain amino acids and”

“A study led by the max planck institute for the science of human genetics
(LMU) in collaboration with colleagues in Germany and the united states
has found that higher levels of the branched-chain amino acids isoleucine
leucine and valine are associated with a higher risk of type 2 diabetes. The
study was published in Plos Genetics. High levels of these amino acids have
been linked to increased risk of diabetes in people”

3 “Polar bears, use of land during substantial summer sea ice loss in the
Chukchi Sea increased by 30 days according to a study published November
18 2015 in the open-access journal Plos One by Karyn rode from the U.S.
Geological Survey Alaska and colleagues. recent observations suggest that
polar bears increasingly use land habitats where they have minimal access to
their preferred prey likely in response to loss of their sea ice habitat
associated with climatic warming. The authors of this study used location
data”

“Polar bears are increasingly using land habitats in some parts of their range
where they have minimal access to their preferred prey according to new
research published in the open-access journal Plos one. Polar bears in the
Chukchi Sea in Russia have increasingly used land habitats during the
summer and in the winter according to a study published November 18
2015 in the peer-reviewed journal Plos One by Alexander Kravchenko from
the Russian academy of sciences and colleagues in the summer sea-ice loss”

TABLE 6 Examples of bad summaries generated by SATS.

S. No Reference Generated

1 “Massachusetts general hospital (MGH) investigators may have uncovered a novel mechanism
behind the ability of the diabetes drug Metformin to inhibit the progression of pancreatic
cancer. In their report that has been published in the open access journal Plos One the research
team describes finding that Metformin decreases the inflammation and fibrosis characteristic of
the most common form of pancreatic cancer. Their findings in cellular and animal models and
in patient tumor samples also indicate that this beneficial effect may be”

“Pancreatic ductal adenocarcinoma (PDAC) is a highly
desmoplastic tumor with a dismal prognosis”

2 “Studies find that female meerkats can produce up to twice as much testosterone as their male
counterparts. Their unusual hormone levels fuel their bullying behavior but at a cost photo
courtesy of Charli Davies Duke University. Testosterone. It’s often lauded as the hormone that
makes males bigger bolder stronger. Now a pair of Duke University studies has identified one
group of animals the meerkats of the southern tip of Africa in which females can produce>

<this is a female meerkat (Suricata Suricatta)”

3 “Taking human immune diversity into account increases the clinical relevance of
immunological research. La Jolla institute for allergy and immunology La Jolla CA—mouse
models have advanced our understanding of immune function and disease in many ways but
they have failed to account for the natural diversity in human immune responses. As a result
insights gained in the lab may be lost in translation. In their latest study researchers at La Jolla
institute for allergy”

"This is a hybrid mouse diversity panel (HMDP) of 83
inbred strains of lipopolysaccharide (LPS)”

of our evaluation questions shows a positive ranking overall across
100 selected summaries. To investigate statistical significance, We
further perform a Friedman test (Sawilowsky and Fahoome, 2005).
We observed that statistic = 15.43 and p = 0.031, to interpret
this P-value less than 0.05 means that the null hypothesis which
states that the means of our observation are the same, can
be rejected.

To further analyze the responses, we planned to compute inter-
rater agreement using Cohen kappa score (Cohen, 1960; Artstein
and Poesio, 2008); using this, we calculate the Cohen Kappa score
for each question of one responded to each question of the rest
of the n − 1 responded and then average across five questions for
each respondent; thus, we obtain an average score of five questions
for each responded. Finally, we compute and present this analysis
in Figure 3 where all possible agreements between the rater can
be observed.

We investigated the simplification and summarization aspect
simultaneously. In our human evaluation responses, we have a
separate question for evaluating the easiness of our generated
summaries. We analyzed the responses to question 5 and computed
the Cohen Kappa score between the raters and presented our
analysis in Figure 4. In Figure 4, we observe the majority of the
raters show significant agreement that the generated summaries are
simple and easy to understand.

5 Discussion

During our experiments and evaluation, we explored and found

that summarization models perform better than the simplification

models on the CNN-daily mail dataset. One of the possible reasons
could be the structure and characteristics of the summarization
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A

B

FIGURE 2

Box plot of five questions responses for 100 summaries. (A) SATS. (B) ProphetNet.

A B

FIGURE 3

Overall summarization and simplification Interrater agreement: Cohen Kappa score between respondents. (A) SATS. (B) ProphetNet.

dataset which is designed for the summarization task only. We
also observed that summarization models perform better than
the simplification model on the Eureka dataset. This is due to

the easy word replacement of the simplification model which
leads to generating different phrases as compared to the phrases
present in the gold standard and thus leads to low scores as
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TABLE 7 Evaluation questions.

S. No Question Explanation

Q1: Coherence How would you rate the Coherency of the
Generated summary? On a scale from 1 to 5

The summary should be well-structured and well-organized. The summary
should not just be a heap of related information, but should build from sentence
to sentence to a coherent body of information about a topic; all the sentences
should be well connected and have an overall theme or topic

Q2: Consistency How would you rate the Consistency of the
Generated summary? On a scale from 1 to 5

The factual alignment between the summary and the summarized source. A
factually consistent summary contains only statements that are entailed in the
source document. penalize summaries that contain hallucinated (non-existent)
facts. A consistent summary should contain all the facts and the correct
information.

Q3: Fluency and Grammatical How would you rate the fluency and grammar of
the Generated summary? On a scale from 1 to 5

The quality of individual sentences. Sentences in the summary should have no
formatting problems, capitalization errors, or ungrammatical sentences (e.g.,
fragments, missing components) that make the text difficult to read. A fluent and
grammatically correct summary should be easy to follow and have a natural flow
in its sentences.

Q4: Relevance with ground truth Is the generated summary Relevant to the ground
truth summary? On a scale from 1 to 5

The generated Summary by the model is easy to understand for non-native
speakers. And is relevant to the gold standard summary provided. the
information and key idea presented in the summary should match the key idea of
the gold standard summary.

Q5: Simplicity Is the generated summary simple and easy to
understand? On a scale from 1 to 5

Selection of important content from the source. The summary should include
only important information from the source document. Penalize summaries that
contain redundancies and excess information. the generated summary should be
as easy to understand for a level of high school students.

A B

FIGURE 4

Interratter agreement: Cohen Kappa score for simplification between respondents. (A) SATS. (B) ProphetNet.

compared to the summarization task only. Our proposed SATS
models improves the state-of-the-art HTSS model on the Eureka
dataset and CNN-Daily Mail dataset. The improvement of the
SATS model over ProphetNet is marginally low, this implies
that adding a simplification module hurts the summarization
capability of the model to some extent, the fact behind this
is that summarization and simplification tasks often contradict
each other, and such summarization aims at reducing the size of
text and compressing while simplification aims at explaining and
expanding for easiness in understanding. The CSS scores show
overall improvements. In addition to this, the Rouge-L scores of
the proposed SATS model are low on CNN-daily mail dataset
as compared to prophetNet model due to the breaking of long
phrases into simpler structures, and thus, long pieces could not
match the gold set. Finally, human annotators found that SATS

model produces a more simplified summary as compared to the
ProphetNet model.

6 Concluding remarks

6.1 Limitations

During our experiments and evaluation, we observed that our
proposed SATS model has some limitations such as it is unable to
understand and interpret mathematical formulas presented in the
given source document. Besides from this, the proposed model is
also unable to interpret and incorporate information presented in
the form of figures. Processing long input text is also an issue and
needs to be addressed.
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6.2 Future work

Efforts were made to propose a model that can combine
the task of summarization with simplification and improve the
previously established state of the art for the combined task,
but the field of summarization and especially simplification
requires more attention to address the limitation discussed in
Section 6.1.

6.3 Conclusion

Our study has explored a new method of adapting ProphetNet
or other loss-based sequence-to-sequence generation methods
to produce simplified summaries of scholarly documents.
We evaluated our summaries using automatic metrics
and human judgments, and we found that our generated
summaries are up to the mark. We have demonstrated that
this leads to a significant improvement in the advancement
of research in scientific communications. Our study shows
that hybrid simplification and summarization are possible and
that models can produce high-fidelity simplified summaries
compared to reference texts. Future work incorporating
larger model architectures and advances in simplification
and summarization will doubtlessly lead to improvements on
this helpful task in future - under the umbrella of science
communication, that is, making science understandable
for everyone.
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