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Abstract: The spread of misinformation in football transfer news has become a growing concern.
To address this challenge, this study introduces a novel approach by employing ensemble learning
techniques to identify key factors for predicting such misinformation. The performance of three
ensemble learning models, namely Random Forest, AdaBoost, and XGBoost, was analyzed on a
dataset of transfer rumours. Natural language processing (NLP) techniques were employed to extract
structured data from the text, and the veracity of each rumor was verified using factual transfer
data. The study also investigated the relationships between specific features and rumor veracity. Key
predictive features such as a player’s market value, age, and timing of the transfer window were
identified. The Random Forest model outperformed the other two models, achieving a cross-validated
accuracy of 95.54%. The top features identified by the model were a player’s market value, time
to the start/end of the transfer window, and age. The study revealed weak negative relationships
between a player’s age, time to the start/end of the transfer window, and rumor veracity, suggesting
that for older players and times further from the transfer window, rumors are slightly less likely to
be true. In contrast, a player’s market value did not have a statistically significant relationship with
rumor veracity. This study contributes to the existing knowledge of misinformation detection and
ensemble learning techniques. Despite some limitations, this study has significant implications for
media agencies, football clubs, and fans. By discerning the credibility of transfer news, stakeholders
can make informed decisions, reduce the spread of misinformation, and foster a more transparent
transfer market.

Keywords: football transfer news; machine learning; prediction; random forest; AdaBoost; XGBoost;
natural language processing

1. Introduction

The landscape of interpretation across various sectors—ranging from e-commerce
and law to medicine and media—has been revolutionized by the use of data analytics
and artificial intelligence, both of which offer unforeseen access to extensive datasets and
innovative techniques for pattern analysis [1]. The problem of misinformation, which is
fake or misleading information that spreads unintentionally [2], has gained significant
attention in recent years due to its potential to impact public opinion, political decisions, and
public health [3]. It is essential to clarify that in the context of this study, “misinformation”
refers to incorrect or misleading information about football transfers, whether shared
unintentionally or as speculative content. This includes a wide range of information, from
rumors and hypothetical statements about potential transfers to news about deals that were
under negotiation but did not conclude for various reasons. In the traditional sense, not all
incorrect claims may be deliberate misinformation or “fake news”, as some may be based
on genuine speculation or incomplete information available at the time.
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In a report by the University of Baltimore and CHEQ, a cybersecurity firm, it was
estimated that the impacts of misinformation cost USD 78 billion to the global economy.
Thus, there is a large economic incentive to study this issue [4]. An industry that contributes
to that cost is the USD 47 billion revenue-generating football industry and, more specifically,
the greatest competition in terms of revenue, the English Premier League (EPL) [5]. In
the EPL, transfer news, or news about the sale of one player to another club, offers the
best chance for misinformation to occur, as there are many stakeholders involved with
different agendas [6]. This news is generated daily [7], and substantial amounts of money
are involved in transfers; for example, people spent GBP 2.8 billion on transfers over
the 2022/23 season [8]. The news can create unrealistic expectations for fans and clubs,
affecting the value of players and clubs and decreasing trust in media organizations [9].
In addition, although the EPL is a private entity, it can be argued that it is in the public
interest to reduce misinformation in the EPL, as it contributes a significant amount to the
UK economy [10] through the number of viewers it attracts; for example, Reuters found
that it reaches 800 million homes in 188 countries [11].

Machine learning (ML) can be used to combat the effects of misinformation on the EPL.
ML is a subset of artificial intelligence (AI) that enables computers to adjust their algorithms
and predict outcomes without the need for explicitly programmed instructions [12]. A
study by Deloitte in 2020 [13] revealed that 67% of companies are currently using ML to
increase productivity, and Accenture reported that productivity is expected to increase by
40% due to AI by 2035 [14]. The value of ML is being recognized, and it is a great tool for
solving this problem due to its ability to analyze vast amounts of data, detect patterns, and
make predictions with a high degree of accuracy. More specifically, ML can be used to
assess the likelihood of a news report being identified as misinformation and to highlight
the factors contributing to it.

By applying ML techniques to EPL transfer news, it is possible to identify and filter
out false or misleading information, ensuring that only accurate news is disseminated to
the public. This can help to reduce the economic impact of misinformation on the football
industry and restore trust in media organizations [15]. Furthermore, the application of
ML in the EPL can serve as a valuable case study for other industries struggling with the
problem of misinformation. In this paper, the potential of ML in combating misinformation
in the EPL is explored, and a framework for its implementation is proposed.

The primary aim of this study is to identify key factors for predicting misinformation
in football transfer news using ensemble learning techniques. To achieve this aim, the study
has identified the following research objectives:

• The literature on misinformation detection and ML algorithms in the context of football
transfer news is reviewed to identify gaps and limitations.

• A large dataset of football transfer news was collected and preprocessed using natural
language processing techniques, and the veracity of each report was verified.

• Suitable ensemble learning methods for detecting misinformation in football transfer
news are investigated and selected, considering performance and interpretability.

• The performances of the selected ML algorithms are trained, evaluated, and compared,
identifying strengths, weaknesses, and opportunities for improvement.

• This study provides recommendations for future research and the implementation of
ML in football and other industries.

This study makes several novel contributions to the field of misinformation detection
in football transfer news as follows:

• Factor Analysis for False News:

✓ Identification and understanding of the key factors prevalent in false trans-
fer news.

✓ The potential to guide journalists in publishing more reliable and authentic
transfer news.

• Decision-making Tool for Clubs:
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✓ Informed decisions regarding player acquisitions and sales can be made.
✓ Managing the expectations of fans and media more effectively.

• Benchmarking ML algorithms:

✓ Comprehensive analysis of different machine learning algorithms for misinfor-
mation detection.

✓ This study provides a foundation for future research aiming to detect misinfor-
mation in broader contexts beyond football transfer news.

The remainder of this paper is organized as follows. After this introduction, Section 2
offers an extensive examination of the current body of literature concerning the detection
of misinformation and the utilization of machine learning algorithms in the field of sports.
Section 3 outlines the research methodology, encompassing data gathering, data prepro-
cessing, and the various machine learning algorithms employed in the study. Section 4
showcases the outcomes generated by these machine learning algorithms and engages
in a discourse about these discoveries. Ultimately, in Section 5, the paper is concluded,
summarizing the principal findings and presenting suggestions for future research.

2. Recent Advancements

Efforts to address misinformation using machine learning have surged due to the rise
of social media [16]. This review focuses on key methodologies, particularly ensemble
learning, relevant to detecting misinformation in football transfer news.

2.1. ML Algorithms for Detecting Misinformation

Research by Alghamdi et al. [17] and Chen et al. [18] highlights the increasing efficacy
of deep learning techniques in misinformation detection, as they compare classical ML
algorithms such as logistic regression, decision trees, and Naïve Bayes with more advanced
techniques such as convolutional neural networks (CNNs), bidirectional long short-term
memory (Bi-LSTM), and bidirectional gated recurrent units (Bi-GRU). Additionally, this
study evaluates two deep learning transformer-based models, BERTbase and RoBERTabase.
The results reveal that deep learning techniques, specifically BERTbase, outperform other
models across all four datasets, suggesting that employing advanced deep learning models
could yield better performance in detecting misinformation [17]. Chen et al. [18] reported
an accuracy of 99% in detecting fake statements in long-sentence English texts using deep
learning methods, emphasizing their applicability across languages. These findings under-
score the potential of employing advanced machine learning models in misinformation
detection, especially given the rapid propagation of fake news on platforms such as Twitter,
as shown by Liu et al. [19].

2.2. Ensemble Learning for Predicting Misinformation

Ensemble learning, a machine learning method that combines several algorithms to
produce more accurate predictions than any single model, has shown increasing promi-
nence in misinformation detection. Hansrajh et al. [20] created a blended model using
various machine learning algorithms and found it to be more effective than classical ap-
proaches in predicting the veracity of news reports. Similarly, Singh et al. [21] demonstrated
that boosting ensemble classifiers such as AdaBoost and XGBoost significantly enhanced
performance metrics such as accuracy and F1-score. Ensemble learning was used to greatly
affect other industries when Sahil et al. [22] used it to develop a credit card fraud detection
model. Models such as Logistic Regression, AdaBoost, Random Forest, bagging, etc., were
used to create a model that had 99% accuracy, outperforming all of its base models. These
studies underline the contribution of ensemble techniques in misinformation detection
and their potential to improve upon classical machine learning methods. However, it is
important to note that the effectiveness of these ensemble methods may vary based on
dataset selection and algorithmic parameters, indicating a need for further research to
validate their general applicability.
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2.3. Important Factors in Misinformation Detection

Feature selection has emerged as a crucial element in the optimization of machine
learning algorithms for the identification of misinformation. Zhao et al. [23] demonstrated
an 85% accuracy rate in health misinformation detection by focusing on behavioral features,
which describe an individual’s actions and interactions with data, e.g., a feature in the
report is the number of messages a user sends on a social network. Buzea et al. [24]
emphasized the enhancement of algorithmic performance through the inclusion of various
features such as sentiment and irony. Vosoughi et al. [25] explored how emotional factors
and the novelty of information play a role in the dissemination of false news. Collectively,
these studies indicate that the incorporation of a range of features and an understanding
of human behavior can improve the accuracy of misinformation detection. However, it is
worth mentioning that these findings may be subject to contextual variables, suggesting
the need for further exploratory research.

2.4. Natural Language Processing (NLP) for Structuring Data

Advancements in NLP, notably the use of large language models such as GPT-3, have
revolutionized the structuring of unstructured data for misinformation analysis. Dunn
et al. demonstrated that complex scientific information could be extracted from GPT-3,
albeit cautioning about the risks of data ‘hallucination’ [26]. Agrawal et al. [27] showcased
GPT-3’s effectiveness in clinical information extraction, outperforming existing baselines
even without domain-specific training. These studies indicate that NLP technologies offer
innovative ways to enhance data structuring in misinformation detection, although their
reliability may require further validation.

2.5. Predictions in the Sports Industry

Machine learning and NLP have found diverse applications in sports analytics, par-
ticularly in predicting player transfers and assessing performance. Kim et al. employed
traditional performance metrics such as goals and assists in predicting transfer fees in the
EPL [28]. Dimov introduced a rule-based framework designed for human use aimed at
identifying different categories of sports misinformation [29]. Cwiklinski et al. [30] utilized
ensemble methods such as Random Forest, Naïve Bayes, and AdaBoost for player transfer
predictions. Silva employed text analysis on scouting reports, demonstrating the power of
fusing text-based and traditional data in predicting NBA player performance [31]. These
studies signify a shift toward data-driven decision-making in sports, albeit the need for
rigorous data validation remains.

2.6. Critical Discussion of the Literature

While existing studies have made significant strides in using machine learning tech-
niques, particularly deep learning and ensemble methods, for misinformation detection,
their applicability to the domain of football transfer news remains underexplored [17,18].
Moreover, the current literature focuses on a broad range of features and human behavior
patterns for misinformation detection but lacks a specialized focus on the sports indus-
try [25]. NLP technologies such as large language models (LLMs) have shown promise in
data structuring but require further validation for their reliability in specific contexts such
as sports [26,27].

The research gap lies in the need for a tailored approach that combines advanced
machine learning techniques, feature selection, and NLP technologies for detecting misin-
formation, specifically in football transfer news. Addressing this gap will contribute to the
development of more effective, industry-specific misinformation detection strategies.

3. Research Methodology

In this research, we explore the factors driving football transfer news misinformation
and the efficacy of ensemble learning in predicting it. The research objectives involve
identifying key misinformation factors and evaluating the performance of an ensemble
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learning model. A literature review revealed linguistic-, sentiment-, user behavioral-, and
topic-related factors [24,25] as well as the potential of ensemble learning for predicting
misinformation and the growing use of LLMs for data preparation [26]; therefore, this
study aimed to use similar methods. This study’s significance lies in facilitating informed
decisions for media, clubs, and fans and curbing false information. The mixed-methods
approach, blending quantitative and qualitative data, is exploited to provide comprehen-
sive, robust analysis, deciphering the factors of football transfer news misinformation and
generating reliable predictive models.

3.1. Research Design

The research design for this study adopts an innovative exploratory sequential mixed-
methods approach to investigate the factors driving football transfer news misinformation
and evaluate the efficacy of ensemble learning techniques in predicting it. This design
facilitates a comprehensive understanding of the research problem by combining qualita-
tive insights and quantitative data analysis to identify misinformation factors and assess
ensemble learning model performance.

Opting solely for a qualitative or quantitative approach would limit the study’s scope,
as each method provides unique insights. Qualitative approaches uncover themes and
patterns through unstructured data analysis [32,33], while quantitative approaches measure
and generalize relationships among variables using statistical methods [34]. By integrating
both methods, the study captures a richer understanding of the phenomenon.

In the first phase, a qualitative approach is employed to analyze football transfer
news articles from sources such as the BBC football gossip column and transfermarkt.com.
An LLM is used to extract structured information from unstructured text data, such as
player names and clubs mentioned. However, instead of solely relying on an LLM to reveal
common themes and patterns related to misinformation, this study leverages the football
knowledge of researchers to select factors that might have an impact on the predictability
of misinformation in transfer news. The chosen factors include the following:

• Age—the player’s age in years.
• Time to the start/end of the transfer window—the number of days until the transfer

window starts or if it is in the middle of a transfer window, how many days until
the end.

• Market value—the player’s market value in millions.
• Source—the news source in which the rumor was initiated.
• Position—the player’s position.
• Nationality—the player’s nationality.
• Clubs mentioned—the football clubs which are mentioned in the rumor.

Adopting this approach ensures that the research is based on domain-specific knowl-
edge, which improves the quality and relevance of the selected factors. It was also too
costly to use the GPT-3 model to assess all of the data and to suggest relevant features,
which was the original plan.

The second phase adopts a quantitative approach, applying machine learning algo-
rithms to predict misinformation in football transfer news. The dataset from the qualitative
phase is used for training and testing various ML algorithms, with an ensemble learning
approach implemented to enhance the prediction performance. This phase emphasizes mea-
suring relationships between variables and generalizing results using statistical methods.
The entire pipeline for the data can be seen at a high level in Figure 1.

To ensure data reliability and model robustness, k-fold cross-validation is utilized,
partitioning the dataset into k subsets and training the model on k-1 subsets while testing it
on the remaining subset. Cycling through each of the k subsets to act as the test set exactly
once, the process is repeated k times, thereby providing an impartial assessment of how
the model is likely to perform on future data [35].
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The exploratory sequential mixed-methods design enables a holistic analysis of foot-
ball transfer news misinformation, supporting key factor identification and the effectiveness
of ensemble learning techniques. By incorporating both qualitative and quantitative ap-
proaches, this study contributes to a more robust understanding of misinformation in
football transfer news, informing future efforts to mitigate its spread.

3.2. Data Collection and Preprocessing
3.2.1. Data Collection

The data collection for this study primarily relies on secondary data sources to analyze
the presence of misinformation in football transfer news articles. Secondary data are
data previously collected by others for purposes other than one’s research, as opposed to
primary data, which are collected directly by the researcher for their specific study [36].
Three secondary sources of data are used, the BBC gossip column, transfermarkt.com (a
reliable source for factual football transfer data, scores, statistics, and fixtures (available
online at https://www.transfermarkt.com/, accessed on 23 May 2023) and API-Football (a
restful API for football data, available online at https://www.api-football.com/, accessed
on 23 May 2023), which provide a rich dataset of football transfer news and factual transfer
data. It is preferable to use secondary data in this study because the research question
is aimed at studying misinformation in news reports, and it may take too long to gather
factual transfer data without using a secondary data source, as there were 686 transfers in
the EPL in the relevant season [37].

Step 1: Data Collection from the BBC Gossip Column

The BBC gossip column serves as an aggregator of football transfer news from various
news outlets, presenting a daily summary of the latest rumors and gossip related to player
transfers [38,39]. This study focused on the 2021/22 season, during which 304 days of
gossip columns were extracted from 1 February 2021 to 31 January 2022. These data cover
3 transfer windows over a whole year, producing 5982 lines of football transfer news. A
football transfer window refers to a period during which football clubs are allowed to
transfer players between clubs [40].

A Python script is used to scrape the BBC gossip column, and the results are stored
in a CSV file. Each line in the CSV represents a separate news report from the BBC
gossip columns.

Step 2: Data Structuring Using GPT-3

Subsequently, the GPT-3 language model is used to structure the data in the CSV,
extracting features such as player names and football clubs [38]. The additional factors
suggested by the study, such as the player’s age and nationality, are extracted from the
API-Football dataset and the transfermarkt.com dataset.

Step 3: Data Verification with Transfermarkt and API-Football

https://www.transfermarkt.com/
https://www.api-football.com/
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With the data structured, the study verifies whether each transfer actually occurred by
referring to transfermarkt.com, a reliable source for factual football transfer data [39]. Data
wrangling techniques are employed to match the dataset from transfermarkt.com with
the structured BBC gossip column data using factors such as player names and football
clubs [37]. The study scrapes transfermarkt.com and uses the API from API-Football to
retrieve EPL football squads, which covers relevant transfer windows.

Step 4: Labeling Data as True or False

By comparing the data from the two sources, the study labels each news report as true
or false using an automated matching process indicating misinformation in football transfer
news articles. This process is crucial for training and evaluating the machine learning
algorithms used later in the research.

3.2.2. Data Preprocessing

The dataset from the BBC gossip column underwent a series of preprocessing steps
to ensure its suitability for subsequent analysis. These steps are collectively illustrated
in Figure 2. The BBC gossip column contains numerous stories not only about football
players but also about managers. To address this issue, the data are cleansed by cross-
referencing the football squad datasets used in this study to verify the presence of the
mentioned individuals. If they are not found within the datasets, the corresponding news
items are discarded.
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Furthermore, certain news items may mention only one club, making it difficult to
determine the nature of the news, as it could involve rumors about a player’s contract with
their current club. To handle such cases, this study implements a rule to discard rumors
from the dataset if only one club is mentioned. By implementing these steps, the risk of
false positives and negatives is reduced. False positives occur when something is marked
as present but not present, while false negatives occur when something is marked as absent
but is actually present [41].

Dealing with missing or null values in a dataset is a crucial aspect of data preprocessing
known as missing value handling. In the dataset, missing values may arise due to the
unavailability of data such as market value, nationality, position, and age from factual
sources such as transfermarket.com and API-Football. Additionally, missing data may
occur if the player’s name is not found in the transfermarkt.com data, rendering the veracity
column empty for the corresponding data row.

If factual data are unavailable, this study endeavors to retrieve data from the raw text
of rumors using pattern matching and NLP methods like Named Entity Recognition (NER),
which extracts entities from text such as people, locations, and organizations [42]. In the
event of persistent missing data, the model employs mean imputation, where the mean of
each column is used to replace the missing values. Mean imputation may introduce bias
in the results [43], but the technique is still chosen since the maximum amount of missing
data in this study is 21%, and research shows that unbiased results can still be obtained
even for up to 90% missing data [44]. Therefore, mean imputation is a worthwhile selection
due to its simplicity and ease of implementation.

After the data are preprocessed, the data are reduced from 5982 to 2480 news units for
use in model training and feature analysis. It must be noted that there may be multiple
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news units for a line of football transfer news because it may contain multiple rumors; for
example, it might be mentioned that a club is trying to buy 2 players. Once the data are
labeled true or false, we are left with 542 (21.77%) true rumors versus 1948 (78.23%) false
rumors, which presents an obvious class imbalance.

3.2.3. Using GPT-3 for Data Structuring

In this study, the feature extraction process leverages the advanced capabilities of
the large language model (LLM) GPT-3 to transform textual data into structured data
for machine learning models [45]. Developed by OpenAI, GPT-3 is a cutting-edge LLM
with 175 billion parameters, enabling it to learn intricate language patterns, context, and
semantic relationships [45]. As an autoregressive model, it predicts the next word in a
sequence by considering previous words, resulting in coherent and context-aware text
generation [45].

GPT-3 has been successfully applied to various applications, such as translation,
summarization, and question answering [45]. Although recent advancements include
InstructGPT, GPT-3 remains the better choice for feature extraction in this study’s context
according to Agrawal [27].

To use GPT-3 for feature extraction and data structuring in this study, the raw text
data from the BBC gossip column dataset are fed into GPT-3 as input. Using GPT-3 for
this purpose is a form of transfer learning [46]. In this case, a model has been trained on
vast amounts of data, and the study is used to enhance feature extraction related to the
specific study of football transfer news. This not only speeds up the feature extraction
process but also improves the accuracy with which these features are identified, which is
critical for subsequent misinformation analysis. This is specifically a form of feature-based
transfer learning.

Proper input formatting is crucial for maximizing the effectiveness of an LLM. GPT-3
processes the input data, identifying relevant information and features within the text, such
as player names and team names. The data are then structured into a format suitable for
machine learning models. These structured data are produced by GPT-3 and can be used
to match factual datasets and as input for machine learning models assessing the veracity
of football transfer news. The feature extraction process used in this study is visually
summarized in Figure 3.
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The authors in [21] removed stopwords such as ‘I’, ‘me’, ‘we’, and others, which do
not add significant semantic meaning and can normally be removed to streamline the data
processing steps. However, due to the use of GPT-3 in this study, stopwords are left alone
because they provide context for the LLM, making it more effective at organizing the data.

3.3. Data Analysis

The data analysis section of the research methodology details the methods and tech-
niques employed to answer the research question and meet the objectives. The data analysis
process involves developing and evaluating ensemble learning models for predicting mis-
information in football transfer news.
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3.3.1. Model Development

Ensemble learning techniques, including Random Forest, AdaBoost, and XGBoost, are
employed to develop a model for predicting misinformation in football transfer news. These
techniques were chosen based on their proven effectiveness in the literature review and
their ability to improve prediction performance by combining multiple base models [21].
These methods can be categorized into two main approaches: bagging and boosting.

Bagging involves constructing multiple decision trees and aggregating their pre-
dictions to reduce variance and improve overall performance [21]. The Random Forest
algorithm is an example of this technique.

Given a training sample Dn = ((X1, Y1), ..., (Xn, Yn)), the Random Forest predictor
comprises a collection of M randomized regression trees. Each tree provides a prediction
mn(x; θn, Dn), where θ1,. . .,θm are independent random variables [47]. These variables are
utilized for resampling the training dataset and selecting successive directions for node
splitting. The forest estimate is given by Equation (1).

m∞,n(x) = Eθ [mn(x; θ, Dn)] (1)

Boosting iteratively adjusts the weights of misclassified instances and combines weak
learners to produce a strong classifier [21]. AdaBoost and XGBoost are examples of boosting
techniques and have proven successful in predicting misinformation [21].

In AdaBoost, the final prediction F(x) is a weighted sum of the weak learners fi(x) [48],
as shown in Formula 3.2, where αi is the weight assigned to the ith weak learner based on
its error rate.

F(x) =
T

∑
i=1

ai fi(x) (2)

In XGBoost, the algorithm optimizes an objective function Obj by combining a loss
term l(yi, f(xi)), which minimizes prediction errors, and a regularization term Ω(f ) to avoid
model complexity and overfitting. Together, these form a strong classifier by effectively
aggregating multiple weak learners [49]. This is represented by Equation (3).

Obj =
T

∑
i=1

l(yi, f (xi)) + Ω( f ) (3)

In addition to the ensemble learning methods mentioned earlier, randomness is widely
applied in research to create variation and avoid overfitting. For instance, during the
model development phase, a randomness parameter is utilized for model initialization,
ensuring consistent random number sequences for reproducible results [50]. Randomness
is also employed in cross-validation and preprocessing. In the data preprocessing phase,
randomness is used to shuffle the training examples’ order, reducing potential bias from
their arrangement.

3.3.2. Model Evaluation

The ensemble learning model’s performance is evaluated by employing a range of
assessment criteria, including accuracy, precision, recall, and the F1-score. In the subsequent
equations, TP signifies the count of correctly identified positive instances, TN stands
for the count of correctly identified negative instances, FP corresponds to the count of
incorrectly identified positive instances, and FN denotes the count of incorrectly identified
negative instances.

Accuracy: The ratio of accurately classified instances to total instances, which offers a
broad gauge of the model’s effectiveness, is computed using Equation (4).

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(4)
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Precision: The precision ratio of true positive instances to the sum of true positive
and false positive instances indicates the model’s capacity to precisely identify pertinent
instances. It is calculated using Equation (5).

Precision =
TP

(TP + FP)
(5)

Recall: The ratio of true positive instances to the sum of true positive and false negative
instances illustrating the model’s ability to detect all pertinent instances. It is calculated
using Equation (6).

Recall =
TP

(TP + FN)
(6)

F1-score: The harmonic mean of precision and recall offers a well-balanced assessment
of the model’s performance, which is particularly valuable when handling imbalanced
datasets. It is calculated using Equation (7).

F1Score = 2 × (Precision × Recall)
(Precision + Recall)

(7)

As previously mentioned, cross-validation ensures the model’s reliability and gen-
eralizability. After cross-validation, the study calculates a cross-validated accuracy score,
offering a more dependable and unbiased performance estimate than a single test–train
process’s accuracy score.

3.4. Implementation Details

This study implemented a comprehensive methodology to collect, process, and analyze
data related to football transfer rumors. The implementation details for each stage of the
research were seamlessly integrated to ensure a coherent workflow. The source code
and additional resources for this study can be found on GitHub at BBC Gossip Column
Predictor, showing how the methodologies were applied practically.

Python was used for data collection, processing, and analysis in this study. As a
versatile language, Python can handle various tasks, including scientific and numeric
computing. It also offers numerous libraries, some of which were used in this research and
are discussed further.

This research collected data from various sources using APIs and web scraping tech-
niques. Google’s custom search (JSON) API was used to search for relevant articles, and
API-Football was used to gather player and team information. Additionally, the Beauti-
ful Soup library was employed to scrape data from websites such as Transfermarkt and
BBC Sport.

This study used OpenAI’s GPT-3 to extract and structure relevant data from the
raw text, focusing on identifying player names and clubs mentioned while excluding
international teams and football managers. GPT-3 was prompted to generate a structured
JSON response, which was parsed and incorporated into a new CSV file containing the
processed information.

For data manipulation and cleaning, this research employed the Pandas library. It
leveraged the Python library, theFuzz, for approximate string matching, which uses the
Levenshtein distance algorithm that calculates the differences between sequences [32]. The
NER Locationtagger library was used for extracting locations from the raw text, which
helped assign a nationality to a player if it could not be found in other datasets. If the
age and position of the player were not available in other datasets, regex was employed
to extract this information from the raw text. The market value of a player was extracted
from the datasets and cleaned by converting it to a numerical value and removing currency
symbols and units.

To further enrich the feature set and capture any emotional nuances from the transfer
rumors, sentiment analysis was incorporated using the sentiment module in the NLTK
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library (for sentiment analysis, this study utilizes the NLTK library, a leading platform for
building Python programs to work with human language data, https://www.nltk.org/,
accessed on 25 May 2023). This involved calculating sentiment scores for each of the
text extracts to quantify the emotional tone, ranging from −1 (most negative) to 1 (most
positive). These scores help us to understand how sentiment influences the veracity of
rumors, as shown in previous studies [24,25].

Another critical preprocessing step involved converting the ‘clubs_mentioned’ column
into a list of clubs and mapping them to the corresponding Transfermarkt club names.
One-hot encoding was applied to categorical columns such as ‘clubs_mentioned’, ‘nation-
ality’, ‘position’, and ‘source’. These encoded columns were then concatenated with the
original data.

To analyze the cleaned and structured data, this research used the Scikit-learn library,
a commonly used ML Python library for predictive data analytics. Machine learning
algorithms, such as RandomForestClassifier, AdaBoostClassifier, and XGBoostClassifier,
were applied to predict the veracity of the transfer rumors.

To ensure a thorough evaluation, a 5-fold cross-validation approach was employed.
By dividing the data into 5 equal parts, each fold was used as a testing set once, while
the remaining folds were used as the training set to assess the model’s performance using
accuracy scores and classification reports. Furthermore, random oversampling was used
to maintain the class distribution across folds, ensuring a more reliable evaluation. This
method involved artificially increasing the number of instances in the smaller group by
duplicating them, thus equalizing the class distribution before training. Finally, the most
important features that contributed to the model’s predictions were identified, providing
insights into the factors that played a significant role in the veracity of transfer rumors.

In addition to the aforementioned methodologies, various visualization techniques and
statistical analysis methods were utilized to present and interpret the results of the machine
learning models. Boxplots and bar charts were generated to illustrate the distribution of
classes (true and false) across the features, providing a clear visual representation of the
data. Confusion matrices and classification reports were used to assess the performance
of each model, providing insights into the accuracy and precision of the predictions. To
delve deeper into the relationships between variables, point-biserial correlation coefficients
were calculated to measure the strength and direction of associations between continuous
variables and veracity.

This study provided an accessible and interactive way for users to run and engage with
the research pipeline. By executing the pipeline.py script, users can navigate through the
pipeline’s different stages, such as data collection, structuring, preprocessing, wrangling,
model training and evaluation, and visualization and analysis. Users had the option to run
all steps, run steps interactively, or run a single step, offering flexibility in how they inter-
acted with the research. This approach enabled users to better understand the research’s
inner workings and gain insights into the factors influencing football transfer rumors’
veracity. Figure 4 displays an example of the interactive tool used to run the pipeline.

https://www.nltk.org/
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4. Results and Analysis

This study aimed to evaluate the performance of three ensemble learning models,
namely, Random Forest, AdaBoost, and XGBoost, in predicting the veracity of football
transfer rumors. Furthermore, the relationships between specific features and rumor
veracity were investigated. The results are based on the cross-validated accuracy, accuracy
of the test set, precision, recall, and F1-score for each model. The relationships between a
player’s age, time to the start/end of the transfer window, and market value and veracity
were examined using correlation coefficients and p values, while categorical variables such
as nationality, position, and source were analyzed based on their proportion of true rumors.

4.1. Model Performance

The Random Forest model achieved a cross-validated accuracy of 86.89% and a test
set accuracy of 86.59%. It showed high precision and recall for class 0 (false rumors) and
moderate precision and recall for class 1 (true rumors). The results indicate that the model
effectively predicted false rumors and had a reasonable success rate in identifying true
rumors, although it struggled to recognize all of them. The results in general indicate
that while the model can be very effective in filtering misinformation, it is still limited in
identifying true rumors even if it has the best performance (considering precision, recall,
and F1-score) of all three models for class 1. The results for all the examined ML models
are shown in Figures 4 and 5.

AdaBoost had a cross-validated accuracy of 80.04% and a test set accuracy of 76.81%.
The model’s performance for class 0 was reasonable, but it had more false positives than
the Random Forest model did. For class 1, the model’s precision and recall were lower than
Random Forest’s, indicating difficulty in identifying true rumors and a greater number
of both false positives and false negatives. The model’s low F1-score suggests that it has
difficulty accurately identifying true rumors, which may result in genuine transfer-related
information being overlooked. This could lead to a failure to take appropriate action on
actual transfers if they are not correctly identified. XGBoost achieved a cross-validated
accuracy of 84.81% and a test set accuracy of 83.57%. The model’s performance in predicting
false rumors was close to that of the Random Forest model, but it had more false positives
for true rumors. This suggests that the model identified a fair number of true rumors
but encountered challenges similar to those faced by the Random Forest model. This
observation is supported by the model’s marginally lower F1-score of 0.6 compared to the
Random Forest’s score of 0.65. This discrepancy may present challenges, particularly in
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studies where accurately identifying the correct number of true rumors is crucial. Among
the three models, Random Forest exhibited the highest overall performance, with both
the highest cross-validated and test set accuracies, and although all the models produced
mediocre results for true predictions, Random Forest still performed the best. This was in
contrast to the findings of Singh, who suggested that AdaBoost and XGBoost were superior
in detecting misinformation but for different contexts [21].
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The classification reports for the three models seemed to suggest that there could be
an imbalance in the dataset due to lower precision, recall, and F1-scores in class 1 for all
three models. This could only be confirmed by further analysis of the dataset by analyzing
the class distribution. The class distribution confirmed that there was an imbalance, with
approximately 80% of class 0 and 20% of class 1 instances, as shown in Figure 6.
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After confirming the class imbalance, this study balanced the dataset using Random
Oversampling (ROS). ROS duplicates existing minority class samples; in this case, class
1. After applying ROS, the models showed notable improvement in the minority class
(class 1) performance. For instance, the Random Forest model’s class 1 recall increased
from 0.5345 to 0.6250, and the F1-score increased from 0.6509 to 0.6824, while the precision
slightly decreased from 0.8322 to 0.7513. However, the test set accuracy slightly decreased
for the Random Forest and XGBoost models and significantly decreased for the AdaBoost
model, which could suggest potential overfitting or that ROS might not be the most
suitable choice. However, Random Forest predicted the correct results 95.54% of the time,
suggesting that the model was very effective overall after correcting imbalances. The effects
of oversampling the data on all the models are shown in Figures 7 and 8.
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4.2. Important Features and Relationships

This study analyzed a total of 487 features to gain further insights into the factors
that influence the veracity of football transfer rumors. The feature importance scores
were calculated based on how much each feature contributed to improving the model’s
performance. A higher value suggests that the feature has a stronger impact on the model’s
predictions. As the RF model produced the best results from the evaluation, it was the only
model used to obtain the most important features.

The main features were determined by our best-performing model, Random Forest.
The Random Forest model suggested that market value, time to the start/end of the
transfer window, and a player’s age were the most important factors, with importance
scores of 8.54%, 8.52%, and 7.61%, respectively. The significance of these features can be
seen in Figure 9. To assess the strength of the relationship between the features and rumor
veracity, the research calculated the correlation coefficient, specifically the point-biserial
correlation. To determine whether these correlations were statistically significant, p values
were calculated to measure the probability of this being the case.
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For a player’s age and time to start/end of a transfer window, both variables exhibited
weak negative associations with rumor veracity (correlations of −0.0832 and −0.0917,
respectively), and p values less than 0.05 indicated statistically significant relationships.
This implies that as the age of a player increases and as the time to the transfer window
increases, the likelihood of the rumor being true decreases slightly. The boxplots for age
and time to start/end of a transfer window, time_to_transfer_window, (Figures 10 and 11)
show lower mean values for true rumors than for false rumors, supporting the weak
negative relationships.

Regarding market value, the correlation of 0.0096 reveals a weak positive association
with rumor veracity. Nevertheless, the p value exceeded 0.05, implying that there was no
statistically significant relationship between the two variables. This suggests that a player’s
market value does not considerably impact the accuracy of transfer rumors. The boxplot
for market value (Figure 12) displays comparable mean market values for both true and
false rumors, signifying that market value does not play a crucial role in determining the
authenticity of a rumor.

An essential critique of machine learning (ML) is its depiction as a black box, wherein
we can obtain effective models without comprehending their inner workings. Addressing
this challenge, the utilization of the SHapley Additive exPlanation (SHAP) [51] signifies a
significant stride in ML model interpretation. The cutting-edge Python library is commonly
integrated into the feature engineering phase of ML projects. This facilitates an in-depth
understanding of the outcomes produced by ML models [52]. SHAP value analysis was
conducted to interpret the Random Forest model’s use of features in predicting the veracity
of football transfer rumors. SHAP is a method used in machine learning for understanding
the impact of each feature on the model’s predictions. Calculating SHAP values precisely
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presents challenges. Nonetheless, through amalgamating insights from existing additive
feature attribution methods, we can estimate them [51]. Given the extensive total of
487 features, attempting to visualize each feature would prove impractical. Thus, we
selected the seven most crucial features for examination. Additionally, the presence of
categorical features further complicates their interpretation within SHAP value diagrams,
limiting the insights they can provide. Consequently, our focus on these selected features
for further analysis is in line with our initial findings and offers the most meaningful
approach. Through scatter plots, we uncover how specific features influence the predictions
of our model.
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The Y-axis depicts feature names arranged in descending order of importance, with
the most significant features positioned at the top. On the X-axis, the SHAP value illustrates
the extent of the change in log odds. Each point’s color on the graph corresponds to the
respective feature value, with red indicating high values and blue indicating low values.
Every point represents a row of data from the original dataset.

As seen in Figure 13, for false rumors, when the SHAP value of a feature “Market
Value” is +0.3 for a prediction, it means that, on average, an increase in market value
tends to increase the model’s prediction by 0.3 units. Notably, our results underscore the
significant impact of “Position,” “Market Value,” “Nationality,” and “Age” in determining
the presence of false rumors.
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model’s prediction by 0.2 units. Notably, Figure 14 reveals a shift in the positions of the
features. Nevertheless, three previously mentioned features remain paramount: “Market
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Value,” “Age,” and “Position.” Additionally, “Time to Transfer Window” emerges as a
noteworthy feature in the predictions. Both age and time to transfer exhibit significant
variability in their SHAP values across the axis, underscoring their nuanced impact on
rumor veracity, which may be influenced by other factors. This variability implies that
neither factor in isolation consistently determines the truthfulness of a rumor, as depicted
in Figures 13 and 14.
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Conversely, the market value of players exhibits a more uniform influence on predict-
ing rumors as true, as evidenced by positive SHAP values. This consistency reinforces our
findings that proximity to the transfer window enhances the accuracy of rumors. These
scatter plots provide more evidence in support of the explanations laid out earlier in this
section (see Figure 9).

Notably, when sentiment scores are added to the feature set, the feature becomes a
significant predictor in the Random Forest model, with an importance score of 5.14%, but it
is still behind the three top aforementioned predictors. It marginally enhanced the cross-
validated accuracy, elevating it to 95.59% from the previously recorded 95.54%. There is a
slight improvement in the precision and recall of true rumors (class 1), while the model’s
initial weak performance on false rumors persists. These adjustments signify a noteworthy,
albeit subtle, advancement in identifying true rumors.

For categorical variables such as nationality, position, and source, the research calcu-
lated the proportion of true rumors for each category to identify any potential relationships
with rumor veracity. To ensure a robust analysis, the study only considered categories with
a rumor count greater than ten. This threshold was chosen to avoid drawing conclusions
from categories with a small sample size, which could lead to unreliable or misleading
results due to the influence of outliers or random variations.

A breakdown of the proportions of true rumors across categorical data is shown in
Figures 15–17. A striking contrast emerges between French players, who lead the pack with
32.66% true rumors, and their counterparts from Côte d’Ivoire, who trail at a mere 4.35%.
Surprisingly, despite the majority of news sources being UK-based, English players only
had a 12.56% chance of a rumor being accurate.
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When considering positions, defenders topped the charts with 28.25% true rumors,
while midfielders lagged behind at 15.07%. Among news sources, www.chroniclelive.co.uk
outperformed the others with a 41.18% rate of true rumors, whereas www.fichajes.net
languished at the bottom with 4.17%. Intriguingly, Twitter, often blamed for propagating
misinformation, registered a relatively high percentage of true rumors, contradicting
some research findings [2,25]. These insights underscore the substantial impact that source
credibility has on rumor accuracy, with some sources proving more dependable than others.

This study evaluated the performance of three ensemble learning models—Random
Forest, AdaBoost, and XGBoost—in predicting the veracity of football transfer rumors.
Among these models, Random Forest demonstrated the highest overall performance.
Furthermore, the analysis revealed that age, transfer window timeline, and market value
were among the most important features for predicting rumor veracity. A player’s age and
transfer window timeline showed weak but statistically significant negative relationships

www.chroniclelive.co.uk
www.fichajes.net
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with rumor veracity, while a player’s market value did not have a significant influence. In
the case of categorical variables such as nationality, position, and source, this study found
varying proportions of true rumors across different categories, indicating that specific
variables could influence the probability of a rumor being true.
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4.3. Discussion
4.3.1. Strengths

In alignment with existing research, especially the studies by Hansrajh et al. [20]
and Singh et al. [21], the use of ensemble learning techniques in this study exhibited
robust capabilities for detecting misinformation. In particular, the use of Random Forest
as a top-performing model not only adds a new dimension to the ensemble learning
discussion but also provides actionable insights. This approach is particularly beneficial in
the misinformation industry, where insights into factors can enhance technology and policy
changes [3,4]. However, the absence of deep learning exploration leaves open questions,
particularly given the high performance of such techniques, as shown in [17,18].

A noteworthy divergence occurs in feature selection. Unlike prevalent research that
focuses on behavioral or textual features [23,24], the significance of factors such as a player’s
age and time to the start/end of the transfer window emerged. These novel features not only
create the ability for more nuanced models but also hold real-world significance by enabling
stakeholders such as news agencies to develop misinformation detection algorithms that
can utilize this context. The integration of natural language processing for data structuring
extends the body of work that emphasizes the role of NLP in misinformation detection,
resonating with studies by Dunn et al. [26] and Agrawal et al. [27].

4.3.2. Limitations

The analysis is limited to football transfer news articles from the BBC gossip column.
These sources may not be representative of all football transfer news sources. However, the
BBC gossip column is a collection of news articles from across the press, so there should be a
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diverse set of articles; however, there will not be every article about transfers in the relevant
EPL seasons, so this might not present the full image of what factors affect misinformation
in the EPL.

The study is restricted to transfer windows in the years between 2021 and 2023 in
the EPL, and the results may not be applicable to other leagues or transfer windows. The
sample size could be larger to create more robust conclusions. In addition, the lack of focus
on other leagues may mean that the study might not apply to other leagues with different
transfer dynamics and media landscapes. Although the focus is on three transfer windows,
the researchers believe that they do provide high relevance to the interpretation of the
results by potential stakeholders, as they will have less concern about how media news
reporting will change.

Another limitation is related to the differences in club names across various datasets,
such as “Man Utd” vs. “Manchester United.” This issue is addressed by using the library
“theFuzz” to calculate similarity scores between club names. The study sets a threshold of
75 for determining whether the club names are similar enough. Club names with similarity
scores between 50 and 75 were manually checked and aligned based on the researcher’s
football knowledge. However, this approach may still result in some discrepancies in
the data.

Although the GPT-3 LLM is a powerful tool for data preparation and feature extraction,
it is not infallible. It may cause misinterpretation, mislabeled features, or even hallucina-
tions [26], leading to inaccurate data processing and poor model performance. This risk
is mitigated by checking the structured data from GPT-3 against the factual data from the
transfermarkt.com and the API-Football datasets.

4.3.3. Future Research Directions

To address some limitations, future work could focus on improving model perfor-
mance by refining feature selection using the most important features suggested by this
study, exploring more advanced ML algorithms, or incorporating additional data sources,
as suggested by the literature [17,18,21], e.g., from different football leagues or more histor-
ical data. Moreover, the findings from this study can be applied to other domains beyond
football, such as politics, finance, or healthcare, where misinformation detection is critical.
In addition, other types of features, such as linguistic features, have been used to predict
misinformation [23], and in future studies, these features could be included in this same
context to determine whether there are improvements in these results.

5. Conclusions

Informed by the literature review, which highlighted the potential advantages of
ensemble learning models in detecting misinformation [20,21] and the importance of NLP
techniques in structuring data [26,27], this study investigated three ensemble learning
models (Random Forest, AdaBoost, and XGBoost) and identified key factors that influence
the veracity of football transfer rumors.

Our findings resonate with the literature on ensemble learning and NLP methods.
A player’s age and time to the start/end of the transfer window showed weak negative
relationships with rumor veracity, indicating that for older players and times further from
the transfer window, rumors are slightly less likely to be true. These relationships might be
explained by the fact that older players tend to have fewer potential transfers remaining in
their careers and that rumors closer to the transfer window might be more accurate due to
the immediacy of the event. The findings of this study align with those of previous studies
that demonstrated the importance of diverse features in predicting misinformation [23–25].
In contrast, a player’s market value did not have a statistically significant relationship with
rumor veracity, suggesting that other factors may overshadow its effect on rumor veracity,
as observed in studies focused on predicting sports transfers [28,30].
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Despite the promising results, the study can be expanded using other sport media
datasets or news in different countries and languages to improve the applicability of our
ensemble learning approach.

By building upon the insights from the literature review and the findings of this
study, researchers can develop new combined approaches for detecting and predicting
misinformation in various contexts by employing advanced randomized learner models
(e.g., stochastic configuration networks) with ensemble learning.
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