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Abstract
Background: There is inter-individual variability in the influence of different 
components (e.g. nociception and expectations) on pain perception. Identifying 
the individual effect of these components could serve for patient stratification, 
but only if these influences are stable in time.
Methods: In this study, 30 healthy participants underwent a cognitive pain par-
adigm in which they rated pain after viewing a probabilistic cue informing of 
forthcoming pain intensity and then receiving electrical stimulation. The trial in-
formation was then used in a Bayesian probability model to compute the relative 
weight each participant put on stimulation, cue, cue uncertainty and trait-like 
bias. The same procedure was repeated 2 weeks later. Relative and absolute test–
retest reliability of all measures was assessed.
Results: Intraclass correlation results showed good reliability for the effect of the 
stimulation (0.83), the effect of the cue (0.75) and the trait-like bias (0.75 and 0.75), 
and a moderate reliability for the effect of the cue uncertainty (0.55). Absolute reli-
ability measures also supported the temporal stability of the results and indicated 
that a change in parameters corresponding to a difference in pain ratings ranging 
between 0.47 and 1.45 (depending on the parameters) would be needed to consider 
differences in outcomes significant. The comparison of these measures with the 
closest clinical data we possess supports the reliability of our results.
Conclusions: These findings support the hypothesis that inter-individual differ-
ences in the weight placed on different pain factors are stable in time and could 
therefore be a possible target for patient stratification.
Significance: Our results demonstrate the temporal stability of the weight healthy 
individuals place on the different factors leading to the pain response. These find-
ings give validity to the idea of using Bayesian estimations of the influence of dif-
ferent factors on pain as a way to stratify patients for treatment personalization.
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1  |  INTRODUCTION

Pain perception is affected by multiple sensory and psy-
chological components (Williams & Craig, 2016). Evidence 
shows that there is inter-individual variability in the influ-
ence of these different components, such as nociceptive 
focus, affecting pain perception. For instance, participants 
with higher levels of mindfulness have shown lower levels 
of perceptual biases induced by intensity informative cues 
(Lim et al., 2020).

In clinical settings, patients' symptoms have also 
been proposed to be a combination of the influence of 
nociception, expectations and the relative precision/
weight of these components (Van den Bergh et al., 2017). 
Consequently, both the experimental and clinical litera-
ture suggest a potential clinical use for identifying the 
weight of each component on pain perception. For exam-
ple, this approach could be used for patient stratification 
to inform individualized therapies, in which treatments 
could be selected based on the specific factors driving 
the pain response of each patient. Patient stratification is 
particularly relevant in chronic pain due to low treatment 
success and high variability in responses, both in phar-
macological (Moore et al., 2013) and psychological ther-
apies (e.g. mindfulness or cognitive behavioural therapy) 
(Cherkin et al., 2016; Morley, 2011; Sturgeon, 2014).

One possible approach to quantify the relative weights 
placed on the factors affecting an individual's pain percep-
tion is the use of Bayesian modelling (Knill & Pouget, 2004), 
which allows for the computation of the weight placed on 
each factor and the associated probability distributions. 
Recently, Hoskin et al.  (2019) proposed an experimental 
paradigm with associated models that showed promise 
at identifying the effect of stimulation, cues and trait-like 
bias in the pain ratings of each participant.

The use of Bayesian modelling to quantify the influ-
ences on pain at the individual level, although promising, 
is only likely to be clinically valuable for treatment strat-
ification if the estimated weight placed on each factor is 
relatively stable over time. Pain perception is influenced 
by both enduring psychological factors, such as person-
ality and pain catastrophizing (Pulvers & Hood,  2013), 
and state factors, such as mood (Graham-Engeland 
et al., 2016; Letzen & Robinson, 2017). Furthermore, the 
test–retest reliability of current pain-related measures 
(e.g. Quantitative Sensory Testing or pain rating scales) 
ranges from poor to excellent (Alghadir et al., 2018; Jurth 
et al., 2014; Nothnagel et al., 2017), indicating that not all 
are stable, which further motivates the need to test reli-
ability of new pain-related measures.

This study aimed to test the reliability of the weight 
placed on sensory input, expectations and trait-like bias. 
To do so, we used a cued pain experimental paradigm 

(Hoskin et  al.,  2019) associated with a Bayesian model 
that computed the weight placed on each of the three 
factors. Participants completed the paradigm twice with 
a 2-week interval between visits (Streiner et al., 2015). The 
test–retest reliability of the weight parameters obtained 
per participant was then calculated.

2  |  MATERIALS AND METHODS

2.1 | Participants

We recruited 30 healthy participants (13 females and 17 
males). A power analysis showed that for a conserva-
tive estimation of minimum acceptable reliability of 0.5 
(threshold of moderate reliability), power of 0.8 and sig-
nificance of 0.05, the necessary sample size would be 28 
participants. Four participants were excluded from the 
final analysis: two due to failure to attend the second ses-
sion; a third because in the second session, they performed 
the psychophysics procedure and practice trials similarly 
to others, but then rated every stimulus as 0, likely due 
to equipment malfunction; and a fourth for failing our 
accuracy criterion (see procedure). Our final sample con-
sisted of 26 participants (12 females, mean age 33.65 and 
SD 9.91). Participants did not present substantial psychi-
atric history (including depression and anxiety) and were 
not under prescription medications that might influence 
their brain functioning (e.g. antidepressants, antipsychot-
ics and analgesics for chronic pain). Furthermore, they 
did not have a history of drug or alcohol abuse, and/or a 
history of chronic pain, and they were not taking analge-
sic medication for acute pain or inflammation. Volunteers 
were reimbursed at a rate of £10 per hour. The study re-
ceived ethical approval by the University of Manchester 
University Research Ethics Committee 2 (UREC 2) and all 
participants gave written informed consent.

2.2 | Experimental procedure

Electrical stimulation was delivered through a built-in 
house electrical stimulator (Medical Physics department, 
Salford Royal Hospital) that was connected to the partici-
pant by a ring electrode placed on the dorsal side of the 
non-dominant hand. In order to improve skin conduct-
ance and ensure homogeneous stimulation between par-
ticipants, prior to the experiment, the skin was prepared 
with the use of Nuprep Skin Preparation Gel and Ten20 
Conductive Paste.

Participants first completed a psychophysics procedure 
in which they were asked to rate increasing levels of elec-
trical stimulation on a scale of 0 to 10, with anchors at 3 
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(pain threshold) and 7 (highest tolerable pain to be repeat-
edly presented). The stimuli had a duration of 2 ms, and 
from one stimulation to the next intensity was increased 
by 1.25 mA. The psychophysics procedure was repeated 
twice to control for habituation effects. The stimulations 
associated with ratings from 3 to 7 in the second run were 
used for the cognitive task paradigm. This is concordant 
with the procedure followed by previous research (Hoskin 
et al., 2019). The cognitive paradigm was presented with 
the use of Psychtoolbox in MATLAB v2020a.

A trial summary can be found in Figure 1. Each trial 
started with the presentation of a fixation cross for 250 ms. 
Afterwards, the trial continued with a choice task be-
tween a target cue (cue that participants were instructed 
to choose) and a lure cue. The goal of the choice task was 
to ensure participants' attention. Both cues (target and 
lure) were composed of two (spade suit) playing cards 
with different combinations of values ranging from 3 to 7. 
For example, the target may be composed of the cards de-
picting a ‘4’ and a ‘5’, and the lure the cards ‘7’ and ‘5’. The 
number on the cards corresponded to the levels the partic-
ipant rated in the psychophysics procedure. When the two 
cards within one cue (target or lure) depicted the same 
number, there was a 100% chance of getting a stimulation 

previously rated as the value represented in the cards. If 
the cue was composed of two different cards, there was 
a 50% chance of receiving either stimulation level. In the 
example, if the participant chose the target cue, they had 
50% chance of getting the stimulation corresponding to 4 
and 50% chance of getting the stimulation corresponding 
to 5. We composed the target and lure combinations so 
that the target cue would always be the preferred choice, 
in the sense that it minimized chance of high pain. This 
way, the lure cue was always composed of one card that 
depicted the same value as one of the target cards, and 
another card that depicted a higher value than the other 
card in the target cue. Consequently, choosing the lure cue 
would lead to either the same level of pain as the target 
or higher pain, making this the target cue the one with 
a potential gain. Participants were trained to choose the 
target cue. The instructions of the task explicitly explained 
the difference between target and lure and informed them 
that the goal was to pick the target. Furthermore, feedback 
was provided on their choice through six practice trials 
completed before the experiment.

Sixteen conditions were presented, each one represent-
ing a combination of target cue and associated stimula-
tion. In Table 1, a description of all the conditions can be 

F I G U R E  1  Trial Structure. 1-Participants see a fixation cross; 2-Participants are presented with two cues: target (left) and lure (right). In 
the example, the target cue represents a 50% probability of getting pain 4 and a 50% probability of getting pain 7. The lure represents a 50% 
probability of getting pain 5 and a 50% probability of getting pain 7. The target cue is always preferable to the lure cue and participants are 
instructed to select that one; 3-The selected cue is presented on the screen; 4-Stimulation is delivered (in this case it will be stimulation of 
either 4 or 7); and 5-Participants are requested to rate the pain.
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found. Each condition was presented five times through 
the experiment, resulting in 80 trials. The order of ap-
pearance of the target cues was randomized as well as the 
choice of the potential associated lure cues at each trial. 
The location of the target and lure cues on the screen (left 
or right) was also randomized.

After cue selection, the chosen pair of cards was dis-
played in the centre of the screen for 2 s. Then, an electric 
stimulation associated with one of the depicted card values 
was delivered. Each card on the target cue had a 50% chance 
of representing the stimulation that would be delivered.

Five-hundred millisecond after the delivery of the stim-
ulation, a 0 to 100 visual analogue scale was displayed. On 
each trial the starting position of the cursor on the scale 
was randomized to control for motor habituation effects. 
Participants were asked to click on this scale using the 
mouse to indicate the level of pain they had experienced. 
An inter-trial interval was randomly selected from the op-
tions of 1000, 1500, 2000, 2500 and 3000 ms. Participants 
were given a self-timed break every 20 trials. The same 
procedure was repeated 2 weeks (± 2 days) after the first 
visit. The trials in which participants failed to choose the 
target cue were deleted from the final analysis since a lack 
of attention or understanding was assumed. If a partici-
pant chose the target cue in less than 75% of the trials, 
the participant was excluded from the analysis. The me-
dian number of included trials per participant in the final 
analysis was 79 (range 62–80) for session 1 and 80 (range 
72–80) for session 2.

2.3 | Data transformation

Before the modelling took place, the data were trans-
formed so the delivered stimuli and cues were on the same 
scale as the pain ratings. This way the stimulations and 
cues were transformed from a scale from 0 to 10, to a scale 
from 0 to 100 by multiplying them by 10. In the Results 
sections, we will refer to the cues and stimulation in the 
transformed scale (from 0 to 100).

A high correlation between the effect of the cue and 
the stimulation was encountered. This could be a phe-
nomenological finding in which participants who have 
a higher somatic focus also tend to be more attentive to 
cues. However, it could also be a consequence of the sim-
ilarity in the cue and stimulation found in some of the 
trials of the paradigm. To provide the most robust results 
possible by considering all contingencies, we progres-
sively eliminated the trials with low standard deviations 
until we reached a correlation between the weight placed 
on stimulation and the cue below 0.70. This occurred once 
we eliminated the trials in which SD was 0 or 1, with the 
obtained correlation, r = 0.25, falling below the value in-
dicative of redundant constructs (Abma et al., 2016). We 
then repeated the full analysis on the reduced sample. 
The results obtained through the subsample analysis were 
the same as with the full sample (with slightly more con-
servative results for the reliability of the cue parameters) 
corroborating that our conclusions are not dependent 
on a subset of trials. A full summary of the results with 
the reduced sample can be found in the Supplementary 
Materials S1. Note that this low correlation between the 
weight of the stimulation and the cue is not indicative of 
complete independence of the parameters, in fact, results 
seem to point to the existence of some shared variance be-
tween two parameters which should be studied in future 
construct validity studies. Nevertheless, the low correla-
tion found in the reduced sample and the consistency in 
reliability estimates provide reassurance of the reliability 
results not being dependent on a few trials.

2.4 | Specification of the models and 
parameters' estimation

We adopt a Bayesian observer formulation of pain 
perception (Petzschner et  al.,  2015) and use a Bayesian 
treatment to infer the models' parameters which are 
described in detail in Table 2. This is in line with the meta-
Bayesian approach proposed by Daunizeau et  al.  (2010). 
The Bayesian observer models described below represent 
how the subjects make optimal perceptual inferences under 
uncertainty using a Bayesian inference framework. These 
models correspond to probabilistic generative models of 

T A B L E  1  Conditions as a result of stimulation and cue 
combination.

Condition Stimulation Target cue
Associated 
lure cues

1 3 3-3 4-4, 5-5, 6-6, 7-7

2 4 4-4 5-5, 6-6, 7-7

3 5 5-5 6-6, 7-7

4 6 6-6 7-7

5 4 4-5 4-6, 4-7, 6-5, 7-5

6 5 4-5 4-6, 4-7, 6-5, 7-5

7 5 5-6 5-7, 7-6

8 6 5-6 5-7, 7-6

9 3 3-6 3-7, 4-6, 5-6, 7-6

10 6 3-6 3-7, 4-6, 5-6, 7-6

11 4 4-7 5-7, 6-7

12 7 4-7 5-7, 6-7

13 4 4-6 5-6, 7-6, 4-7

14 6 4-6 5-6, 7-6, 4-7

15 3 3-7 4-7, 5-7, 6-7

16 7 3-7 4-7, 5-7, 6-7
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the environmental inputs (stimulus intensity and cue), 
entertained by a Bayesian observer (the subject) during 
pain perception. Subjects' pain perception then proceeds by 
Bayesian inversion of these generative models to produce 
posterior estimates of the perceived pain intensity in the 
form of pain ratings. That is, uncertain representations 
of pain intensity (pain rating Y) correspond to posterior 
beliefs, which result from integrating sensory information 
(stimulus X and cue q) with subjective prior beliefs. The 
equations below represent the posterior probability density 
over pain ratings for each generative model considered.

2.4.1 | Model 1

This generative model assumes that the stimulus intensity (X) 
received by participant (i) at trial (j) is conditionally depend-
ent on the pain rating (Y) with associated participant-specific 
variance parameter (β2) to be estimated. It is assumed that the 
subject has no prior preference for any pain rating value (uni-
form (constant) prior distribution on pain ratings).

2.4.2 | Model 2

This generative model assumes that the stimulus intensity 
(X) received by participant (i) at trial (j) and the expected 

value induced by the cue (q) are independent sources of 
input information which are both conditionally dependent 
on the pain rating, consequently they are modelled 
by independent probability densities with respective 
stimulation (β2) and cue (ρ2) participant-specific variance 
parameters. As in Model 1, it is assumed that the subject 
has no prior preference for any pain rating value

2.4.3 | Model 3

This generative model is similar to Model 2 but it is 
assumed that the cue is conditionally dependent on the 
pain rating minus a bias term that is proportional to the 
standard deviation of the cue (SD) with a proportionality 
constant (�). This parameterization means that the 
participant's pain rating inference is biased depending on 
the magnitude of the uncertainty associated with the cue. 
As in Models 1 and 2, it is assumed that the subject has no 
prior preference for any pain rating value

2.4.4 | Model 4

This generative model is an extension of Model 3 by 
including a prior probability density on the pain rating 
with prior mean (�j) and variance (�2), which models 
possible trait-like bias effects of each participant (j).

As said above, all variance parameters, the propor-
tionality constant of the SD of the cue, as well as the 
mean of the trait-like bias density, are estimated using 
a Bayesian inference framework. This is done by intro-
ducing additional prior probability densities on all these 
parameters (see Supplementary for details). In short, 
given stimulation, cue and pain rating data, a posterior 
density distribution for the parameters of each model 
is obtained by using each of the generative models in 
Formulas 1–4 as likelihood functions of the parameters 
to be estimated, multiplied by independent prior density 
distributions on each parameter. Given the factorized 
form of the likelihood above (one likelihood for each 
factor), the prior independence assumption of the pa-
rameters renders their posterior distribution factorized 
into three independent (posterior) distributions, one for 

(1)p
(
Yij|Xij,�2i

)
∝ p

(
Xij|Yij, �2i

)

(2)p
(
Yij|Xij,�2i , qij,�

2
i

)
∝ p

(
Xij|Yij, �2i

)
p
(
qij|Yij, �2i

)

(3)

p
(
Yij|Xij,�2i , qij, �

2
i , sdij, �i

)
∝ p

(
Xij|Yij,�2i

)
p
(
qij |Yij, �i, �2i

)

(4)
p
(
Yij|Xij,�2i , qij, �

2
i , sdij, �i,�i, �

2
i

)
∝p

(
Xij|Yij,�2i

)

p
(
qij |Yij, �i, �2i , sdij, �i

)
p
(
Yij|�i,�2i

)

T A B L E  2  Parameter descriptions.

Parameter Description

β2 The variance of the delivered stimulation. 
Indicator of the weight of sensory input on 
pain perception. Lower values are indicators 
of higher influence of sensory inputs.

η A proportion of the effect of the standard 
deviation on the mean of the cue. Indicator 
of the effect of the variance of the cue on 
perception. A higher value indicates that 
when the cue variance is higher, the cue will 
have a lower effect on perception.

ρ2 The variance of the cue. Indicator of the weight 
of the given cue mean on pain perception. 
Lower values are indicators of higher 
influence of the cue.

μ The mean of the trait-like bias. Indicator of 
the prior expectations on pain perception. 
Higher values indicate higher expected pain 
independent of the given cues.

ν2 The variance of the trait-like bias. Indicator of 
the variance of expectations prior to the cue. 
Higher values indicate a lower effect of the 
prior expectations.
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each of the three individual factors: stimulation, cue 
and trait-like bias. In other words, the inferences in the 
parameters in the most complex model can be carried 
out independently for each factor. Because of this, the 
estimated values of the parameters associated with each 
factor are not affected by adding or removing the like-
lihood terms associated with another factor. In simple 
terms, adding or removing the likelihood term of one 
factor does not affect the parameters of the other factors. 
This is particularly advantageous since it would allow 
progressive understanding of each factor independently. 
For example, future research may be interested in only 
one of the factors or parameters. Having a posterior 
distribution factorized over parameters of each factor 
means that in order to explore one part of the model, 
prior research would not need to be redone.

It should be stressed that the estimated parameters 
in all models are participant but not trial specific, which 
means they represent the average effect of each factor 
on each individual across all trial types. Therefore, the 
parameters quantify the effect of each factor on each in-
dividual across trials with different characteristics. For ex-
ample, a parameter such as β2 (effect of the stimulation) 
measures the uncertainty associated with the stimulation 
in each individual across all trial types (certain, uncertain, 
high or low cue).

Due to the functional form of the generative models 
above and the prior densities used for the parameters, a 
posterior density of the parameters cannot be obtained in 
closed form. Therefore, in all cases, parameter estimation 
was done using the Hamiltonian Monte Carlo (HMC) al-
gorithm (Radford, 2011), as implemented in Rstan pack-
age (Stan Development Team, 2023).

2.5 | Further comments about the  
models

The factorization of the posterior density of our models 
over independent factors (stimulation, cue and trait-like 
bias) presents several benefits. First, interpretation of the 
factor-specific parameters is more straightforward since 
they can be interpreted without the need to account for 
interactions with other parameters. (e.g. the effect of the 
stimulation represents the effect of the stimulation overall 
across all different types of trials and not the effect of the 
stimulation after controlling for the effect of the cue which 
could shape the distribution in different ways). Second, 
increasing the model complexity in terms of the number 
of factors considered does not increase the potential for 
overfitting. As a result, even if the complex model was to 
be overfitted (which is a risk in very complex models) the 
results would remain consistent with those of the simpler 

models. That is, the parameter estimation in the complex 
model would be consistent with fitting a simple model for 
each factor separately and pulling together all the results. 
This is a desirable feature of models used for phenotyping 
where one would like to represent the effect of as many 
characteristics as possible.

In addition, the posterior independence of the factors 
allows for future research to focus on any of the individ-
ual factors without affecting the results of the others. For 
example, if someone is exclusively interested in the cue 
effects, they could focus on the likelihood and priors re-
lated to that factor without considering the other factors 
in the analysis.

Finally, the estimated parameters are participant spe-
cific. This means that the effects of each factor are esti-
mated at the individual level, which will enable individual 
phenotyping, more so than providing average group-level 
estimates for the whole sample.

2.6 | Model selection

The main goal of this work was to extract individual char-
acteristics that could be used for pain phenotyping. To ful-
fil this task, models that included all relevant factors that 
have been shown to influence the pain response (stimula-
tion, cue and trait-like bias) were considered.

It is important to note that in most pain investigations 
using Bayesian methods, usually the goal is to discover 
an underlying mechanism that can be generalized to the 
wider population. Model selection, in this case, is then 
carried out by choosing the most generalizable model 
that maximizes certain information criteria (e.g. Akaike 
Information Criterion (AIC) and Bayesian Information 
Criterion (BIC)), or the model evidence among others. 
This is because these criteria typically penalize model com-
plexity, hence promoting generalizability. Nevertheless, 
this generalizability comes at the cost of lower flexi-
bility to adjust to more heterogeneous data (Blanchard 
et al., 2018), which can serve to identify individuals with 
specific response patterns, after the main goal in terms 
of phenotyping. This trade-off between model flexibility 
(complexity) and generalizability (parsimony) implicit in 
Bayesian inference has been shown to represent an auto-
matic Occam's Razor.

However, in the case of this work, the goal is to phe-
notype each individual and to test the reliability of this 
phenotype. Consequently, unlike in other types of inves-
tigations using Bayesian methods, in the present work, a 
complex model would be favourable even if its generaliz-
ability was lower.

Therefore, in this study, a model with the ability to 
include the most parameters of interest was favoured, 
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as long as certain quality criteria were fulfilled. 
Specifically, model selection was carried out based on 
the ability of the model to generate reasonable out-
comes while preserving flexibility by accommodating a 
wider range of data. This was assessed through a gener-
ative performance test, which evaluates model quality 
in terms of its ability to reproduce an effect of inter-
est through data simulations (Palminteri et  al.,  2017). 
We simulated pain responses based on the estimated 
model parameters and trial information for each model 
under consideration. We first analysed the graphical 
representations of actual data versus simulations to 
test whether the outcomes obtained through models 
of different complexities showed reasonable estimates. 
Then, we used a more quantitative approach to study 
whether the models of higher complexity were better at 
capturing the variability of the data. We implemented 
a linear mixed-model analysis with the simulated rat-
ings as predictors, the actual ratings as outcomes and 
participants as random effects, to test how much of 
the variance was explained by each model. The linear 
mixed models were then compared by looking at both 
marginal and conditional R2 values.

Although our goal and procedure for model selec-
tion rely less on model generalizability, knowing which 
model explains the behaviour of the population better 
(highest generalizability) is still relevant for phenotyping. 
Particularly, this information can be of use in a normative 
approach to phenotyping, by enabling an assessment of 
whether an individual's behaviour is common or uncom-
mon (out of the norm). For instance, if the most generaliz-
able model does not include the cue, having a participant 
who places a lot of weight on the cue can mean that they 
might have an uncommon response to pain and poten-
tially have different pain chronification trajectories or 
treatment responses.

To identify the most generalizable model, a model se-
lection procedure was carried out in which models of dif-
ferent complexities (stimulation only, stimulation and the 
cue, stimulation, cue and trait-like bias) were compared 
based on their predictive performance, that is, the ability 
of a model to predict the unobserved (out-of-sample) data 
(Palminteri et  al.,  2017). In this paper predictive perfor-
mance was measured via leave-one-out cross-validation as 
implemented in the R package ‘loo’. This package evalu-
ates predictive accuracy by using the expected log-point-
wise predictive density (ELPD) of the model, which has 
several advantages over other model quality metrics such 
as BIC or AIC (Vehtari et al., 2017). In brief, this approach 
evaluates the ability of the model to predict the data of 
the general sample while adding a penalization for model 
complexity.

2.7 | Reliability analysis

Once the parameter values were calculated per participant 
and per session, the reliability of these values over time 
was evaluated using both relative reliability measures (the 
intraclass correlation coefficient (ICC)) and absolute reli-
ability measures (coefficient of repeatability (CR) and the 
Bland–Altman plots).

ICC is a measure of reliability that takes into con-
sideration both the degree of correlation and the agree-
ment between measurements – in this case, between the 
two sessions. This measure provides valuable insights 
as to whether individuals maintain their relative posi-
tion in the ranks in relation to the other members of the 
group; in other words, it shows whether those partici-
pants likely to obtain one of the highest scores in the 
first session are likely to be high scorers in the second 
session. Although this does not show absolute reliabil-
ity (that the score obtained will be the same every time 
the task is run), it provides valuable information regard-
ing the stability of each participant's response under 
the assumption that the circumstances in which both 
tests are run might present differences that induce bias 
on the group level. Particularly, in our case, we have 
to accept that in the second session, participants were 
more familiar with the task and that this may induce 
certain differences in the responses, either due to learn-
ing effects or by a reduction in any uncertainty/anxiety 
associated with performing an intrinsically aversive 
task. The model selected to conduct ICC was a two-way 
mixed-effects model, the type selected was single rater 
and the definition was absolute agreement. These speci-
fications were selected since they are the ones that have 
been established as the best for reliability analysis (Koo 
& Li, 2016). ICC was calculated through the ‘icc’ func-
tion of the ‘irr’ package in R.

When it comes to the measures of absolute reliability, 
these explore whether the result obtained through the 
same measuring tool is the same, under the same condi-
tions and at different time points. One drawback of this 
approach is that it does not provide an easy-to-interpret 
output in which we can assess whether the replicabil-
ity is high or low as the ICC does; instead, it provides 
an estimate of the interval of measurements in which 
we can assume 95% of the scores obtained by a person 
will be, if no significant change has occurred, which is 
represented through the Bland–Altman plots (Bland 
& Altman,  2003). Furthermore, this is accompanied by 
the minimum change in the scale needed to be able to 
consider a change significant (and not just due to error); 
this is the value of the CR (Bland & Altman, 2003; Vaz 
et  al.,  2013). Whether this value is a good indicator of 
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reliability must then be evaluated in terms of clinical sig-
nificance (Bland & Altman,  2003). In our case, the pa-
rameter values we possess are in terms of variance and 
means which would make comparison with pain mea-
sures difficult. Consequently, the first step in order to 
calculate absolute reliability was to transform the param-
eters to values that indicate the change in pain ratings 
(on a scale from 0 to 10). To do so, the following formulae 
were used. Note that the division by 10 was specifically to 
rescale the data from a 0–100 to a 0–10 scale:

• For parameters β2, ρ2 and ν2, which represent variances, 
the pain rating difference after which a change could be 
considered significant was calculated using 

√
Parameter

10• For parameter μ, which represents the mean trait-like 
bias, the pain rating difference after which the change 
could be considered significant was calculated using 
Parameter

10
• Finally, parameter η represents the proportional effect 

of the standard deviation on the mean of the repre-
sented cue. Due to the nature of the parameter, we do 
not have clinical data to compare this to, consequently, 
we did not transform this parameter or evaluate its clin-
ical significance.

After the parameters were transformed, the Bland–
Altman plots were plotted and the CR was computed by 
multiplying the square-rooted mean of the within-subject 
sample variances by √2 times 1.96 (Vaz et al., 2013).

For the interpretation of the results based on clinical 
significance, since our study is exploring an area still in 
its infancy, we do not have clinical measures we can di-
rectly compare our scores. Nevertheless, in order to pro-
vide the most complete explanation of the data possible, 
we compared the results with existing data on the mini-
mally clinically significant change in pain ratings studied 
in the chronic pain literature. This interpretation should 
be taken with caution since the different measures repre-
sent different constructs loosely related and in different 
populations. However, it is to date the only clinical data 
we can use to assess the repeatability coefficients.

3  |  RESULTS

3.1 | Descriptive statistics

According to Table 3, pain ratings increased, on average, 
corresponding to an increase in the mean cue values. 
There appears to be more uncertainty (higher SD) 
around pain ratings for mean cues of 50/55 as opposed 
to 45. Similar results were observed about the effects of 
stimulation on the average pain ratings, however, the 
increase in the uncertainty is more prominent (shift 
from ~11 to ~18 in SD of pain ratings as the stimulation 

(5)CR = 1.96∗
√
2∗

�
�2w

T A B L E  3  Descriptive statistics of pain ratings around cue and stimulation.

Session 1 Session 2

Cue mean Mean pain rating

Standard 
deviation of pain 
rating Cue mean Mean pain rating

Standard deviation  
of pain rating

30 24.82 9.94 30 23.07 10.29

40 33.37 12.05 40 32.13 13.44

45 37.84 15.18 45 36.36 15.59

50 42.39 18.23 50 40.82 18.50

55 46.87 17.06 55 45.68 17.10

60 51.91 14.84 60 51.66 15.42

Stimulation Mean pain rating

Standard 
deviation of pain 
rating Stimulation Mean pain rating

Standard deviation 
of pain rating

30 25.73 11.09 30 23.92 10.77

40 35.52 12.38 40 33.27 12.67

50 42.34 13.93 50 41.75 13.71

60 49.42 15.25 60 48.93 15.62

70 58.57 17.46 70 56.74 18.32

Note: The cue and stimulation values are presented in the transformed scale (from 0 to 100).
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increases from 30 to 70). These results hold for both 
sessions. In Figure 2, a graphical representation of the 
change in pain ratings as a function of stimulation and 
cue can be observed.

3.2 | Generative performance

The generative performance analysis showed that the 
estimates obtained through all models were within 
reasonable bounds. Nevertheless, simulated data based 
on model 4 explained observed pain ratings the best, 
whereas simulations based on model 1 performed the 
worst. The results of all the regression models can be 
seen in Table 4. The results show that the most complex 
models are better at capturing the individual variability 
of the pain ratings, which can be observed in the higher 
R2 values and in Figure  3 where observed pain ratings 
are plotted against data simulated from each model. This 
renders the most complex model a good candidate for 
phenotyping purposes. Further graphical representations 
of the relationship between observed and simulated data 
can be found in Supplementary Materials  S4. Based on 

these results, the most complex model was chosen for the 
reliability analysis.

3.3 | Predictive performance

The ‘leave one out cross-validation’ results showed 
that the simplest model (first model) was the best fit 
for the data, followed by the third, second and fourth 
models (Table  5). These results hold across both 
Session 1 and Session 2. This can be seen by looking 
at the difference in the ELPD between models, where 
higher ELPD values are considered indicators of bet-
ter predictive accuracy. Note that when more than two 
models are compared, the difference is computed with 
respect to the model with the highest ELPD. We con-
sidered two models to be different if their ELPD dif-
ference relative to the standard error of the difference 
was greater than 2.

These results indicate that the simplest model is better 
for predicting pain perception in the whole data sample, 
which suggests that stimulation might be the most im-
portant factor at the population level.

F I G U R E  2  Overall pain rating change as a function of stimulation and cue means. The figure above shows the average pain ratings of 
all participants as the mean cue increases, divided by stimulation levels and with an overall estimate in the black boxplot that represents the 
average pain ratings at a certain cue over all stimulation intensities.

 15322149, 2024, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ejp.2193 by M

anchester M
etropolitan U

niversity, W
iley O

nline L
ibrary on [17/05/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



   | 443DELGADO-SANCHEZ et al.

3.4 | Individual versus population  
models

The most likely reason for the different results between 
generative and predictive performance may rely on the fact 
that the stimulation alone is enough to explain the pain 
ratings of most participants, and the inclusion of other fac-
tors does not improve the prediction enough to warrant 
the increased complexity in most cases. Evidence of the 
log-likelihood associated with each participant per distri-
bution supports the idea that different factors may explain 
the behaviour of different participants best. Furthermore, a 
mixed regression model with pain as an outcome, subjects 
as random effects and stimulation and cue as predictors 
show that the cue has a significant but small effect on pain 
(Supplementary Materials S5). This is clearly represented 
in Figure 3 where it can be observed that most participants 
present a low β2. Nevertheless, exceptions can already 
be found in the sample with some participants showing 
higher levels of this parameter and lower levels in others. 
For instance, if we take participants 3 and 6 as an example, 
we can see that �̂

e

6 is very small compared to �̂
2

3 (where, �̂
2

i  
corresponds to the posterior mean of �2i ). This means that 
while participant 6's pain ratings can be explained by the 
stimulation delivered, in the case of participant 3, the stim-
ulation is associated with a higher degree of uncertainty 
(variance). Simultaneously, we can also observe that par-
ticipant 3's �2

i
 is small, indicating that their pain ratings are 

better with a model that includes the cue (Figures 4 and 5).

3.5 | Reliability analysis

The ICC for all parameters reached a level of significance 
below 0.05, indicating the test–retest reliability of the 

measures taken in this study. By the Koo and Li (2016) 
guidelines, the obtained ICC values (Table  6) indicate 
good reliability in the case of β2, ρ2, μ, and ν2 and 
moderate reliability in the case of η (Figures  6 and 7). 
Furthermore, as an example of this in Figure  8, we 
can see the response pattern of participants 3 and 6. 
As mentioned previously in the manuscript, these two 
participants show very different β2 and ρ2 estimates. This 
way, participant 3 shows a greater reliance on the cue, 
whereas participant 6 relies mostly on the stimulation. 
In this figure, while keeping constant the value of the 
cue (on 50), the scatter plot has been constructed with 
pain rating on the y axis and stimulation on the x axis. 
As it can be seen, with the cue kept constant, participant 
6's pain ratings increase with stimulation in a way more 
prominent way than participant 3's whose pain ratings 
stagnant around the value of 50 (the value of the cue). In 
Supplementary Materials S6, a gender-specific reliability 
analysis can be found.

When it comes to absolute reliability, in the Bland–
Altman plots, 96.15%, 96.15%, 96.15%, 96.15% and 
92.30% (for β2, η, ρ2, μ and ν2, respectively) of the dif-
ferences could be found within the upper and lower 
boundaries of the graph, indicating an overall good 
reliability (Figure  9). The computation of the upper 
and lower boundaries, as well as the confidence in-
tervals for them (a recommended addition to these 
plots to account for the sampling error on the com-
putation of the boundaries), has been performed by 
the formulae presented by Bland and Altman (Bland 
& Altman, 2003).

Regarding the RC values (Table 7), these indicated that 
a change of 0.86, 0.65, 1.45 and 0.47 (for β2, ρ2, μ and ν2, 
respectively) would be necessary to consider a difference 
between measures significant.

T A B L E  4  Summary of linear mixed models.

Fixed effect
Confidence interval 
2.5%

Confidence interval 
97.5% Marginal R2

Conditional 
R2

Session 1

Model 1 0.78 0.75 0.81 0.34 0.69

Model 2 1.07 1.02 1.11 0.35 0.70

Model 3 1.07 1.03 1.12 0.41 0.64

Model 4 1.51 1.45 1.57 0.71 0.75

Session 2

Model 1 0.82 0.79 0.85 0.36 0.74

Model 2 1.11 1.07 1.15 0.37 0.75

Model 3 1.14 1.10 1.18 0.43 0.72

Model 4 1.54 1.49 1.60 0.77 0.82

Note: Marginal R2: variance explained by the fixed components only; Conditional R2: variance explained by the full model.
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444 |   DELGADO-SANCHEZ et al.

4  |  DISCUSSION

In this study, we aimed to investigate the temporal 
stability of the estimations obtained through Bayesian 
modelling regarding the effect of stimulation (β2), cue 
(ρ2and η) and trait-like bias (μ and ν2) on pain perception. 
Results showed that the estimations obtained for the 
effect of the stimulation, cue (ρ2) and the trait-like bias 
(μ and ν2) had a good relative reliability and that the 

estimation for the effect of the standard deviation of 
the cue (η) had a moderate relative reliability. Absolute 
reliability measures also provided supporting evidence 
for the reliability of the parameters. These findings 
support the hypothesis that inter-individual differences 
in the weight placed on different pain factors is stable 
in time and could potentially be useful for patient 
stratification if the results are corroborated in patient 
populations.

F I G U R E  3  Simulations versus real data.The figure above shows the simulated ratings obtained with each one of the models (against 
the real pain ratings). Each dot represents the pain rating given per participant per trial and its respective simulation. The solid red line 
represents the regression line. The dashed green line represents the perfect fit. As it can be seen, the more complex models capture the 
variability of the data better than the simpler ones. The data shown are from Session 1.
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In fact, the relative reliability of the effect of the stim-
ulation and trait-like bias is in the same range as the reli-
ability values found for quantitative sensory testing (QST) 
(Felix & Widerström-Noga,  2009; Koo & Li,  2016; Lin 
et al., 2020; Nothnagel et al., 2017; Wylde et al., 2011). QST 
is a procedure widely used as a phenotyping tool in experi-
mental pain paradigms and its results have been shown to 
be predictive of various clinical pain outcomes such as dis-
ability (Georgopoulos et al., 2019) and postoperative pain 
(Braun et al., 2021). Therefore, obtaining reliability values 
in the same range as this already established procedure 
provides support for the validity of our task and the idea 
of exploring the clinical application of our paradigm. In 
relation to the effect of the standard deviation of the cue, 
although the ICC values were not as high, these were still 
significant and in the range of some of the QST subscales 
such as warm and hot detection thresholds, and even the 
heat pain threshold of some studies (Felix & Widerström-
Noga, 2009; Lin et al., 2020; Wylde et al., 2011).

When it comes to the absolute reliability results, as 
mentioned in the Methods section, we do not possess clin-
ical data that would allow us to evaluate whether these 
values are within reasonable boundaries. However, when 
comparing these changes to the closest clinical data we 
possess (the minimum change in pain ratings needed in 
patient populations to consider a difference significant, 
e.g. as part of a therapeutic trial), we find that these show 
values similar to or higher than ours. In particular, the 
literature has shown that the minimum clinically signifi-
cant change in pain ratings is around 1.5 and 2 (on a 0–10 
scale) (Bahreini et  al.,  2020; Kovacs et  al.,  2008; Salaffi 
et al., 2004). Due to the differences in samples and meth-
ods, this comparison should be interpreted with caution. 
It is nonetheless an early sign that supports the reliability 
of the measured parameters since the changes observed 

between sessions are lower than these; an indicator that 
shows that the differences found in participants between 
sessions may not be clinically significant, supporting in 
this way the reliability of the parameters.

Although this study supported the reliability of the 
measured parameters, some changes did take place from 
one session to another. Several factors could be influencing 
this. To begin with, familiarity with the paradigm would 
unavoidably be higher in the second session. This could 
result from a lower pre-task anxiety/uncertainty, com-
pared to when facing an unknown aversive task for the 
first time, which may have influenced their expectations, 
or the weight placed on each element leading to the pain 
response. Furthermore, it is possible that there is an influ-
ence of learning from one session to the next. In fact, the 
number of errors made when choosing between the target 
and the lure decreased between sessions (e.g. the partici-
pant excluded due to failing to pick the target cue in over 
75% of the trials showed a marked improvement between 
sessions, with 63.75% of correct choices in the first ses-
sion and 96.25% in the second session). The experimental 
paradigm requires some cognitive processing to be com-
pleted, which could lead to changes in response once par-
ticipants gain some experience with it. In future studies, 
the factors that lead to different parameter values should 
be investigated by taking pre-task psychological measures 
in the sessions and by analysing learning effects, perhaps 
through response times or neuroimaging markers.

Moreover, it is important to discuss the results of the 
predictive performance test. In this study, we found that 
a model with only the stimulation is superior at predict-
ing pain perception when compared to a model which 
includes the cue and trait-like bias. This finding is con-
cordant with some recent findings indicating a supe-
riority of a stimulation-only model in predicting brain 

T A B L E  5  Results of predictive performance test.

Models (in order of 
predictive performance 
score) elpd

Difference between model 
elpd and highest elpd

Standard error of 
elpd difference

elpd_difference/ standard 
error of the difference

Session 1

Model 1 −8039.6 0.0 0.0 0.0

Model 3 −16307.5 −8267.9 29.4 −281.22

Model 2 −16515.9 −8476.3 29.4 −288.30

Model 4 −24321.9 −16282.3 51.4 −316.77

Session 2

Model 1 −8056.9 0.0 0.0 0.0

Model 3 −16639.1 −8385.6 30.6 −274.0392

Model 2 −16442.5 −8582.2 30.0 −286.0733

Model 4 −24574.2 −16517.3 51.3 −321.9747
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446 |   DELGADO-SANCHEZ et al.

F I G U R E  4  Summary of parameter calculations. The figure above shows the parameter means (dot) and credible interval (error lines) 
obtained by each participant in Session 1. This is a representation of the uncertainty around parameters per participant. The parameters 
were estimated using model 4.
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responses (Nickel et al., 2022). Consequently, a potential 
interpretation would be that the effect of the cues pre-
sented to participants might have been overestimated in 

the literature perhaps due to issues such as publication 
bias. Nevertheless, an alternative explanation to these re-
sults may rely on sample selection. Both our study and the 

F I G U R E  5  Example density plots for the effect of the stimulation. In the figure above, we compare the densities of the true pain ratings, 
with those obtained for the simulated pain ratings under model 1 (model with stimulation only) and model 3 (model with stimulation and 
cue). In the x axis, the different pain ratings are represented, and in the y axis, the density/frequency of those ratings is represented. In order 
to produce the two graphs on the upper row (red and grey row), the simulated data of model 1 (model with only the stimulation) were used. 
In order to build the two graphs in the lower row (green and grey row), the simulated data from model 3 (model with stimulation and cue) 
were used. As can be observed, the stimulation explains most of the pain ratings given by participant 6; however, it explains significantly 
less of the pain ratings given by participant 3. The pain ratings given by participant 3 are closer to the simulated data from model 3. The 
parameters were estimated using model 4.

T A B L E  6  ICC analysis results.

Parameter ICC p value Lower bound
Upper 
bound

β2(variance of stimulation) 0.83 <0.001 0.67 0.92

η (effect of SD on cue) 0.55 0.001 0.22 0.77

ρ2(variance of the cue) 0.75 <0.001 0.52 0.88

μ (mean of trait-like bias) 0.75 <0.001 0.52 0.88

ν2 (variance of trait-like bias) 0.82 <0.001 0.65 0.91
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Nickel et al. (2022) study were carried out in a healthy pop-
ulation. Therefore, the reliance on the cue could simply 
be more prominent in other populations such as chronic 
pain patients in which many studies have been carried 
out. Future research could test whether a model that in-
cludes the cue presents better predictive performance in 
other populations.

Nevertheless, it is still interesting to observe that even 
in our very homogeneous sample certain exceptions 

surface, with some people showing a greater reliance 
on the cue or their trait-like bias than on stimulation. 
This finding might indicate that although the majority 
of the population might be rating pain through a model 
mostly based on stimulation, and with little impact of 
other factors, other subsamples of the population might 
guide their perception through other elements such as 
the cue. This is a promising result for personalized med-
icine since it might indicate the existence of identifiable 

F I G U R E  6  Test–retest values of all model parameters. The figure above shows the parameter means in session 1 and session 2. Each 
participant is represented with a different colour. The parameters were estimated using model 4.
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F I G U R E  7  Scatter plots of the parameters in sessions 1 and 2. The figure above shows the correlation between the different parameters 
in session 1 and 2. The solid red line represents the regression line and the dashed green line represents the perfect fit line.
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pain phenotypes. Future research should aim to evaluate 
parameter distribution in a bigger sample to study with 
greater power whether participant clusters emerge from 
the parameter estimates.

Overall, our results carry some important implica-
tions. It has been proposed that clinical symptoms are 
a result of an inference made between physical causes 
and expectations (Van den Bergh et  al.,  2017), open-
ing up the question of whether the inter-individual 
differences in the weight placed on the factors influ-
encing pain perception could be a treatment target. In 
this work, we have shown that the weights individuals 
place on each factor are stable in time. This opens the 
possibility of using the parameters obtained through 
this paradigm as a patient classification tool to opti-
mize intervention selection. This could be particularly 
useful where therapeutic options are potentially com-
plex, expensive or time-consuming (e.g. cognitive and 
mindfulness-based therapies and more experimental 
therapies such as neuro-feedback and direct and in-
direct brain stimulation). As mentioned previously, if 
future research succeeded at identifying subclusters 
of patients based on the weight placed on different pa-
rameters, these could be used to identify the best treat-
ment for each subgroup.

Furthermore, even if the clustering of patients was 
not successful, other possible approaches to classify 
patients based on the parameters could also be taken. 
For instance, it might be possible to classify patients 

exclusively based on the weight placed on stimula-
tion. Perhaps, those patients who place less weight 
on stimulation (those with higher β2 values) would be 
the ones that could benefit the most from treatments 
such as mindfulness that attempt to increase the focus 
on the actual experience. Future studies should inves-
tigate whether the values obtained through the model 
with regards to the effect of stimulation are predictors 
of treatment success. However, we should emphasize 
once again that this study was carried out in healthy 
participants and that before advancing in its applica-
tion, the same approach should be tested in a chronic 
pain sample.

In order to validate the use of this approach in pa-
tients, first a feasibility study could be carried out fol-
lowed by a reliability study like the present one. For 
validation purposes, it may be convenient to test pa-
tients with an associated tissue damage, such as osteo-
arthritis. In this group of patients, the weight placed 
on stimulation could be compared with the correlation 
each patient shows between the tissue damage (e.g. as 
seen in radiographies) and their pain rating. However, 
if the clinical validation is successful, the patients who 
may benefit most from this approach could be those 
whose condition is not associated with an identified tis-
sue damage (e.g. Fibromyalgia). In these cases, Bayesian 
methods could be used to determine the relative effect 
of unidentified tissue damage on overall disability, since 
this is not possible with current techniques.

F I G U R E  8  Scatter plots of pain rating stability in example participants. The figure above shows the pain ratings given by two 
participants to different levels of stimulation across both sessions. The stability in the response pattern can be observed through the 
comparison of both sessions.
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In summary, this work has shown that the weight 
placed on the factors influencing pain perception is sta-
ble in time, particularly the weight placed on stimulation. 

Future research should study the applicability of this ap-
proach to clinical populations. If results are consistent in 
patients with chronic pain, this approach could open up a 

F I G U R E  9  Bland-Altman plots for all parameters. The black solid line represents the mean difference in ratings between sessions. 
The red lines represent the upper and lower boundaries between which 95% of cases will be found and the dotted grey lines represent the 
confidence intervals for the boundaries.
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range of possibilities for patient stratification to identify 
patient phenotypes for targeted psychological and physio-
logical interventions.
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