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Federated Deep Learning for Intrusion Detection in
Consumer-Centric Internet of Things

Segun I. Popoola, Agbotiname L. Imoize, Senior Member, IEEE, Mohammad Hammoudeh, Senior Member,
IEEE, Bamidele Adebisi, Senior Member, IEEE, Olamide Jogunola, Member, IEEE, Abiodun M. Aibinu

Abstract—Consumer-centric Internet of Things (CIoT) will
play a pivotal role in the fifth industrial revolution (Industry
5.0) but it exhibits vulnerabilities that can render it susceptible to
various cyberattacks. Recent studies have explored the potential
of Federated Learning (FL) for privacy-preserving intrusion
detection in IoT. However, the development of the FL models
relied on unrealistic and irrelevant network traffic data, while
also exhibiting limitations in terms of covered attack types and
classification scenarios. In this paper, we develop Federated Deep
Learning (FDL) models using three recent and highly relevant
datasets, covering a wide range of attack types as well as binary
and multi-class classification scenarios. Our findings demonstrate
that the FDL models not only achieve high classification per-
formance, comparable to traditional Centralized Deep Learning
(CDL) models, in terms of accuracy (99.60 ± 0.46%), precision
(92.50±8.40%), recall (95.42±6.24%), and F1 score (93.51±7.76%)
but also exhibit superior computational efficiency compared to
their CDL counterparts. The FDL approach reduces the training
time by 30.52 − 75.87%. These classification performance and
computational efficiency were achieved through multiple rounds
of distributed local training in FDL. Therefore, the proposed FDL
framework presents a robust security solution for designing and
deploying a resilient CIoT.

Index Terms—Federated learning, intrusion detection, cyber
security, deep learning, industrial internet of things.

I. INTRODUCTION

THE fifth industrial revolution, commonly referred to
as Industry 5.0, has garnered significant attention and

recognition within the industrial sector, owing to its extensive
advantages. This is still an open and evolving concept with
no generally acceptable definition or standard yet. However,
according to the European Commission report [1], "Industry
5.0 recognizes the power of industry to achieve societal goals
beyond jobs and growth to become a resilient provider of
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prosperity, by making production respect the boundaries of
our planet and placing the well-being of the industry worker at
the center of the production process." The vision of Industry
5.0 revolves around sustainability, human-centricity, and re-
siliency, embodying a forward-thinking approach to industrial
development [2].

Consumer-centric Internet of Things (CIoT) will play a
pivotal role in the fifth industrial revolution (Industry 5.0) but it
exhibits vulnerabilities that can render it susceptible to various
cyberattacks. Moreover, the unlawful exploitation of critical
user information within the CIoT poses significant risks to
trust, security, and can potentially lead to the collapse of the
system. Consequently, CIoT must be resilient to cyberattacks
to ensure the confidentiality, integrity, and availability of data
and infrastructure.

Artificial Intelligence (AI) can simulate human intelligence,
and this is crucial in building resilient CIoT. In particular,
Machine Learning (ML) and Deep Learning (DL) models
can be developed to automatically detect cyber-attacks in
IIoT systems. In Centralized ML (CML) and Centralized DL
(CDL), distributed data from multiple sources are transmitted
to a central location, such as a cloud server, for storage,
processing, and model training. However, these centralized
approaches face critical privacy concerns, high communication
overhead, and computational complexity [3].

Federated Learning (FL) is a decentralized and privacy-
preserving approach for ML and DL [4]. It offers lower com-
munication overhead and computational complexity compared
to the conventional centralized approach. Distributed network
traffic data may contain private and sensitive information about
users and this poses a high risk of privacy leakage in CDL
[5]. Furthermore, the current strict data privacy protection
laws, such as the European Union’s General Data Protection
Regulation (GDPR)1 and the Consumer Privacy Bill of Rights
in the United States of America, necessitates the adoption of
a privacy-preserving DL approach.

In this paper, we propose FDL approach for network in-
trusion detection in CIoT to address the limitations of CDL
method. Our objective is to develop FDL models for collab-
orative and privacy-preserving network intrusion detection in
CIoT while ensuring high classification performance and com-
putational efficiency. Although there are some related works
in the literature, previous studies used outdated and irrelevant
data sets to develop FL models. Furthermore, the coverage of
attack types and classification scenarios was limited in those

1https://gdpr.eu/
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studies. Later in Section II, we will go into a comprehensive
review of the relevant literature. The main contributions of this
paper can be summarized as follows.

1) We propose an FDL method that utilizes a Deep Neural
Network (DNN) model architecture for local training at
the network edge. This method is designed for privacy-
preserving, network-based intrusion detection in CIoT.

2) We train and evaluate multiple FDL models using three
most relevant and recent datasets (i.e., X-IIoTID, Edge-
IIoTset, and WUSTL-IoT-2021) to assess the classi-
fication performance and computational efficiency of
the proposed method. The evaluation metrics include
accuracy, recall, precision, F1 score, training time, and
testing time.

3) We conduct a comprehensive investigation to validate
the effectiveness of the FDL models in both binary and
multiclass classification scenarios. We then compare the
classification performance and computational efficiency
of the FDL models with traditional CDL models.

The remaining parts of the paper are organized as follows:
Section II provides a review of the related work. Section III
presents the security threats and data distribution in CIoT
datasets. Section IV discusses the centralized and federated
deep learning processes for intrusion detection in CIoT. Sec-
tion V analyzes and discusses the results of our experiments.
Finally, in Section VI, we summarize our findings and provide
directions for future research.

II. REVIEW OF RELATED WORK

In the literature, researchers used different datasets to
develop and evaluate the effectiveness of FL models for
intrusion detection in IoT systems. The list of these datasets
is presented in Table I. However, these datasets are not
suitable for efficient network-based intrusion detection in CIoT
systems [6], [7]. For instance, the Bitcoin Transactions and
Ethereum Classic (ETC) BigQuery datasets contain benign
and malicious cryptocurrency transaction information, which
are largely irrelevant to intrusion detection detection in CIoT.
These datasets are more suitable for anomaly and fraud
detection in a blockchain network.

The Power System dataset contains normal operation activ-
ities, natural events (short-circuit fault and line maintenance),
and attack events (remote tripping command injection, relay
setting change, and data injection). The features in the dataset
are electrical parameters collected from phasor measurement
units within an electricity grid network. However, the require-
ments and the operational patterns of CIoT are different com-
pared to power systems. Therefore, the relevant application of
this dataset is limited to fault and attack detection in power
systems.

The Secure Water Treatment (SWaT), Water Distribution
(WADI), Gas Pipeline, and Water Storage Tank datasets are
popularly used for attack detection in specific industrial pro-
cess within the context of Industrial Control System (ICS).
These datasets depend highly on features related to sensor
measurements, actuators’ statuses, and specific parameters of
industrial packets, which limited their use for diverse industrial
systems.

TABLE I
DATASETS USED FOR FL MODELS IN RELATED WORK

Dataset Related FL Paper(s)
Bitcoin Transactions [8]
ETC BigQuery [8]
Power System [9]
SWaT [8], [10], [11]
WADI [11]
Gas Pipeline [8], [12], [13]
Water Storage Tank [12]
NSL-KDD [11]
UNSW-NB15 [14], [15]
CIC-IDS-2017 [16]
CIC-IDS-2018 [16]
ToN_IoT [17], [18]
CIC-DDoS2019 [19], [20]
LITNET-2020 [17]

Furthermore, the NSL-KDD, UNSW-NB15, CIC-IDS-
2017, CIC-IDS-2018, CIC-DDoS2019, and LITNET-2020 are
mostly relevant to intrusion detection in traditional computer
networks. These datasets provide the network traffic char-
acteristics of attacks against traditional IT services but they
do not contain realistic CIoT systems’ activities, connection
protocols and services, diverse communication patterns, and
CIoT-specific attack behaviours. For instance, the data samples
in the NSL-KDD dataset were collected more than 20 years
ago. The testbed did not include any CIoT device because the
dataset was created before the widespread adoption of CIoT.
In fact, the samples in the NSL-KDD dataset were simulated
to represent a typical United States Air Force’s local area
network.

The benign traffic samples in the CIC-DDoS2019 were gen-
erated by four traditional Personal Computers (PCs) using the
Hypertext Transfer Protocol (HTTP), HTTP Secure (HTTPS),
File Transfer Protocol (FTP), Secure Socket Shell (SSH), and
email communication protocols. An effective dataset should
cover a wide range of attacks that could be launched against
IIoT systems. However, some of the datasets have limited
attack types. For example, the CIC-DDoS2019 dataset contains
only Distributed Denial of Service (DDoS) attacks.

In recent research, the development of datasets such as the
X-IIoTID [7], Edge-IIoTset [6], and WUSTL-2021-IIoT [21]
datasets has been specifically tailored for intrusion detection
within the CIoT context. These datasets were created with
an emphasis on multi-platform connectivity protocols and
incorporate devices from a range of vendors. They exhibit
both connectivity and device agnosticism. This means that
they maintain compatibility with CIoT systems regardless of
the specific connectivity protocols, platforms, configurations,
or the particular hardware and software deployed. This charac-
teristic aptly mirrors the heterogeneity of network traffic and
system activities generated by various CIoT devices, connec-
tivity protocols, and communication patterns, thus ensuring
the interoperability of CIoT systems. These datasets encapsu-
late the behaviours associated with novel CIoT connectivity
protocols, the activities of contemporary IIoT devices, and a
diverse array of attack types and scenarios. They comprise of
multi-view features, including network traffic, host resources,
logs, and alerts.
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TABLE II
REVIEW OF RELATED WORK

Ref CL FL
No. of classes in datasets

X-IIoTID Edge-IIoTset WUSTL-IIoT
2 10 19 2 6 15 2 5

[7] ✓ ✗ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗
[22] ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗
[23] ✓ ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗
[24] ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗
[25] ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗
[26] ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗
[27] ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗
[28] ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓
[29] ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗
[30] ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓
[6] ✓ ✓ ✗ ✗ ✗ ✓ ✓ ✓ ✗ ✗
[31] ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗
[32] ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗
[33] ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗
[34] ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗
[35] ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗
[36] ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗
[37] ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗
[38] ✗ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗
[39] ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗

Ours ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

The taxonomy of related work that has utilized X-IIoTID,
Edge-IIoTset, and WUSTL-IIoT-2021 datasets for intrusion
detection in IIoT is presented in Table II. In previous work
[7], [25]–[30], researchers have proposed different ML and
DL frameworks for intrusion detection in IIoT based on the
CL approach. However, none of these studies explored the FL
approach. Furthermore, none of the authors evaluated their CL
models using all three datasets.

Al-Hawawreh et al [7] explored all classification scenarios
in the X-IIoTID dataset, but they did not cover the other
two datasets. On the other hand, authors in [25]–[30] focused
on the WUSTL-IIoT-2021 dataset only. However, some of
them explored only binary classification [25]–[27], [29], while
others focused on 5-class classification [28], [30]. Thus, no
study has covered all classification scenarios in all three
datasets. Similarly, the authors in [6], [14], [31]–[37] explored
the FL approach for intrusion detection in IIoT, but none of
them developed and evaluated their FL models using all three
datasets.

In addition, Makkar et al [32], Hamouda et al [36], and
El Houda et al [14] did not consider the CL approach.
Therefore, the performance and computation efficiency of their
FL models could not be compared with those of corresponding
CL models. Some studies [6], [14], [34]–[37] focused on
the Edge-IIoTset dataset only. Among them, Ferrag et al [6]
explored all classification scenarios in the dataset, Aouedi et
al [35] considered only two scenarios, i.e., 6-class and 15-
class, and El Houda [14], Friha et al [34], Hamouda et al
[36], and Rashid et al [37] explored binary, 6-class, and 15-
class scenarios, respectively.

To address these gaps in the literature, we propose to
develop and evaluate CDL and FDL models using all three
datasets and cover all classification scenarios in each dataset.
To the best of our knowledge, our study is the first to use the
WUSTL-IIoT-2021 dataset for FL-based intrusion detection

in CIoT. The proposed study is expected to contribute to the
development of more accurate and efficient intrusion detection
systems for CIoT.

III. CENTRALIZED AND FEDERATED DEEP LEARNING

A. Deep Neural Network

A DNN architecture is used to learn the hierarchical fea-
tures, complex patterns, and non-linear relationships in the
network traffic data, 𝑋 ∈ R𝑀×𝐷in , where 𝑀 is the total
number of samples and 𝐷in is the number of input features.
The feedforward neural network is made up of an input layer,
three hidden layers, and an output layer. The first hidden layer
transforms a batch of the input data, 𝑋batch ∈ R𝑁×𝐷in and
produces:

𝑍1 = 𝜎1
(
𝑋batch ·𝑊1 + 𝐵1

)
, (1)

where 𝑁 = 𝑀/𝑁batch, 𝑁 is the number of samples in a batch,
𝑁batch is the number of batches in the entire dataset, 𝑍1 ∈
R𝑁×𝐻1 is the output of the first hidden layer, 𝑊1 ∈ R𝐷in×𝐻1 is
the weight, 𝐻1 is the number of hidden neurons, 𝐵1 ∈ R𝑁×𝐻1

is the bias, and (·) is a matrix dot multiplication. 𝜎1 is a ReLU
activation function defined as:

𝑓 (𝑎) = max(0, 𝑎). (2)

The second hidden layer transforms 𝑍1 and produces:

𝑍2 = 𝜎1
(
𝑍1 ·𝑊2 + 𝐵2

)
, (3)

where 𝑍2 ∈ R𝑁×𝐻2 is the output of the second hidden layer,
𝑊2 ∈ R𝐻1×𝐻2 is the weight, 𝐻2 is the number of hidden
neurons, and 𝐵2 ∈ R𝑁×𝐻2 is the bias.

The third hidden layer transforms 𝑍2 and produces:

𝑍3 = 𝜎1
(
𝑍2 ·𝑊3 + 𝐵3

)
, (4)

where 𝑍3 ∈ R𝑁×𝐻3 is the output of the third hidden layer,𝑊3 ∈
R𝐻2×𝐻3 is the weight, 𝐻3 is the number of hidden neurons,
and 𝐵3 ∈ R𝑁×𝐻3 is the bias.

Finally, the output layer transforms 𝑍4 and produces:

𝑌pred = 𝜎2
(
𝑍3 ·𝑊out + 𝐵out

)
, (5)

where 𝑌pred ∈ R𝑁×𝐷out is the final output which represents the
predicted class probabilities, 𝑊out ∈ R𝐻3×𝐷out is the weight,
𝐷out is the number of output neurons, and 𝐵out ∈ R𝑁×𝐷out is
the bias. 𝜎2 is a softmax activation function defined as:

𝜎2 (𝑧) 𝑗 =
𝑒𝑧 𝑗∑𝐷out
𝑘=1 𝑒

𝑧𝑘
, (6)

where 𝑗 = {1, . . . , 𝐷out}, 𝑒 is the base of natural logarithm, 𝑧 𝑗
is the 𝑗 𝑡ℎ element of the input vector z, and 𝜎2 (𝑧) 𝑗 represents
the 𝑗 𝑡ℎ component of the output of the softmax function
applied to z.
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B. Centralized Deep Learning
In CDL, all the participating CIoT nodes are expected to

send their private network traffic data to a cloud server for
aggregation and global model training. In this case, the DNN
model is trained centrally with all the data in the training sets
of each of the three datasets. The predicted probabilities of
the DNN model, 𝑌pred, is compared with the one-hot encoded
labels, 𝑌true. The categorical cross-entropy loss function (𝜙)
is used to measure the differences between 𝑌pred and 𝑌true as
follows:

𝐿 = 𝜙
(
𝑌pred, 𝑌true

)
= −

𝑁∑︁
𝑛=1

𝑌true (i) log
(
𝑌pred (i)

)
(7)

To reduce the training losses, the weights and biases of the
DNN model are adjusted over 𝐸 epochs using the Adam [40]
and RMSprop optimizers (Φ), as recommended in [6], [7],
[21]. The learning rate (𝜂) was set to 0.001 to ensure model
convergence.

C. Federated Deep Learning
The FDL is modeled as a collaborative learning process

which involves a cloud server and 𝐾 distributed edge nodes
in an CIoT network. Due to the resource-constraints in some
CIoT devices, the local training is performed at the edge
nodes close to the devices based on the concept of edge
computing. The integration of edge computing with federated
learning in the CIoT domain offers a powerful solution to
the challenges of privacy, network efficiency, latency, and
resource limitations. It empowers edge devices to contribute
meaningfully to model training while staying within their
operational constraints. Thus, a global DNN model (also
known as FDL model) and 𝐾 local DNN models are created
using the same hyperparameters. Similarly, the weights of the
local DNN models are set to be the same as those of the
FDL model. The local DNN models are trained with their
respective private training data for a single epoch. At the end
of the training, the weights of the local DNN models are sent
to the cloud server for aggregation using the FedAvg algorithm
[4].

Algorithm 1: Model Aggregation for FDL
1: Initialize 𝐾 = 10
2: Initialize 𝑅 = 10
3: Initialize server model parameters 𝑊 (0)

4: for 𝑟 = 1 to 𝑅 do
5: for 𝑘 = 1 to 𝐾 do
6: Set the client model parameters
7: 𝑊

(𝑟 )
𝑘

= 𝑊 (𝑟 )

8: Train the client model on its local data 𝐷𝑘
9: 𝑊

(𝑟+1)
𝑘

= 𝑊
(𝑟 )
𝑘

− 𝜂∇𝜙𝑘 (𝑊 (𝑟 )
𝑘
, 𝐷𝑘)

10: end for
11: Aggregate the local models’ parameters
12: 𝑊 (𝑟+1) = 1

𝐾

∑𝐾
𝑘=1𝑊

(𝑟+1)
𝑘

13: end for

The model aggregation process for FDL is described in
Algorithm 1. Each CIoT edge node, 𝑘 ∈ {1, . . . , 𝐾}, sets its

local DNN model to the initial weights of the global DNN
model, 𝑊 (𝑟=0) . The CIoT edge node then trains its local DNN
model on its private data, 𝐷𝑘 ∈ {𝐷1, . . . , 𝐷𝐾 }. The updated
local model parameters, 𝑊𝑟+1

𝑘
, are computed as:

𝑊
(𝑟+1)
𝑘

= 𝑊
(𝑟 )
𝑘

− 𝜂∇𝜙𝑘 (𝑊 (𝑟 )
𝑘
, 𝐷𝑘), (8)

where, 𝜙𝑘 is the categorical loss function for the local DNN
model on CIoT edge node 𝑘’s private data, 𝜂 is the rate at
which the learning moves towards a minimum of the loss
function, and ∇(·) is the gradient of the categorical loss
function with respect to the model parameters. After all the
CIoT edge nodes have updated their respective local DNN
models, they send their parameters to the cloud server. Then,
the server aggregates the local model updates to improve the
classification performance of the FDL model. The updated
FDL model parameters, 𝑊𝑟+1, are calculated as the average
of the parameters of all the local DNN models:

𝑊 (𝑟+1) =
1
𝐾

𝐾∑︁
𝑘=1

𝑊
(𝑟+1)
𝑘

(9)

The averaging method ensures that each IIoT edge node’s
model contributes equally to the global model, regardless of
the size or distribution of its private data.

D. Experiments
We conducted several experiments to train and test the pro-

posed CDL and FDL models for network intrusion detection
in CIoT environment using the X-IIoTID, Edge-IIoTset, and
WUSTL-IIoT-2021 datasets. The experimental setup for the
development of the models involves both computer hardware
and software, as presented in Table III.

The computation involves the use of Central Processing
Unit (CPU), Random Access Memory (RAM), and Graphical
Processing Unit (GPU). A special software framework, known
as Compute Unified Device Architecture (CUDA)2, was used
to gain direct access to the GPU’s virtual instruction set
and parallel computational elements. The computer program
was written using the Python programming language. Scikit-
learn3, Pandas4, and Numpy5 libraries were used for data
preprocessing, while TensorFlow and Keras frameworks were
used for the development of the CDL and FDL models.

1) Data Pre-Processing: The effectiveness of CDL and
FDL models can be influenced by a range of factors. These
factors encompass the quality of the training data, the rel-
evance of network traffic features, the dataset’s size and
representativeness, and the complexity of the classification
problem at hand. These considerations guided the selection of
the most pertinent datasets, namely X-IIoTID, Edge-IIoTset,
and WUSTL-IIoT-2021, while also highlighting the necessity
of data preprocessing.

X-IIoTID dataset comprises 65 network traffic features
and 820,834 network traffic samples. These samples can be
classified into three distinct scenarios: binary, 10-class, and
19-class, as presented in Table IV.

2https://developer.nvidia.com/cuda-toolkit
3https://scikit-learn.org/stable/
4https://pandas.pydata.org/
5https://numpy.org/
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TABLE III
HARDWARE AND SOFTWARE SPECIFICATIONS

Hardware/Software Specification
CPU 12th Gen Intel(R) Core (TM) i9-12900K
RAM 128 GB
GPU NVIDIA GeForce RTX 3090
CUDA Version 11.4
IDE Spyder version 5.3.3
Python Version 3.9.13
TensorFlow Version 2.11.1
Keras Version 2.11.0
Sklearn Version 1.2.2
Pandas Version 1.5.3
Numpy Version 1.22.4

TABLE IV
CENTRALIZED DATA DISTRIBUTION FOR X-IIOTID DATASET

Binary 10-class 19-class Samples
Normal Normal Normal 421417

Attack

Reconnaissance

Generic scanning 50277
Scanning vulnerabilities 52852
Fuzzing 1313
Discovering resources 23148

Weaponization
Brute force attack 47241
Dictionary attack 2572
Malicious insider 17447

Exploitation Reverse shell 1016
MITM attack 117

Lateral Movement
MQTT cloud broker sub. 23524
Modbus register reading 5953
TCP relay attack 2119

C&C C&C 2863
Exfiltration Exfiltration 22134

Tampering False data injection 5094
Fake notification 28

Crypto ransomware Crypto ransomware 458
RDoS RDoS 141261

Edge-IIoTset dataset encompasses 61 network traffic fea-
tures and 1,909,671 network traffic samples. These samples
are categorized into three distinct scenarios: binary, 6-class,
and 15-class, as presented in Table V.

TABLE V
CENTRALIZED DATA DISTRIBUTION FOR EDGE-IIOTSET DATASET

Binary 6-class 15-class Samples
Normal Normal Normal 1363998

Attack

DoS/DDoS attack

TCP SYN flood DDoS attack 50062
UDP flood DDoS attack 121567
HTTP flood DDoS attack 48544
ICMP flood DDoS attack 67939

Information gathering
Port scanning 19977
OS fingerprinting 853
Vulnerability scanning attack 50026

MITM attack MITM attack 358

Injection attack
XSS attack 15066
SQL injection 50826
Uploading attack 36807

Malware attack
Backdoor attack 24026
Password cracking attack 49933
Ransomware attack 9689

WUSTL-IIoT-2021 dataset comprises 1,194,464 network
traffic samples characterized by 47 distinct features. These
samples are grouped into two primary scenarios: binary and
5-class, as presented in Table VI.

In preparation for the model development phase, the three
datasets were transformed to ensure they were in suitable
for effective learning. This process of data preprocessing en-
compassed several key steps, including data cleaning, feature
scaling, and data partitioning. In the data cleaning stage,

TABLE VI
CENTRALIZED DATA DISTRIBUTION FOR WUSTL-IIOT-2021 DATASET

Binary 5-class Samples
Normal Normal 1107448

Attack

Command injection 259
DoS 78305
Reconnaissance 8240
Backdoor 212

efforts were made to remove duplicate samples, redundant
features, and instances with missing values. To enhance model
convergence, the features of the datasets were normalized
using the min-max normalization method.

From the X-IIoTID dataset, we removed six features: date,
timestamp, source IP, destination IP, source port, and destina-
tion port. This action decreased the feature count from 65 to
59. Fifteen features, including time, source host, destination
host, sender IP address, target IP address, file data, full
request URI, transmit timestamp, request URI query, TCP
options, TCP payload, TCP source port, TCP destination port,
UDP port, and message, were removed from the Edge-IIoTset
dataset, reducing the feature count from 61 to 46.

For the WUSTL-IIoT-2021 dataset, we eliminated six fea-
tures: start time, last time, source address, destination address,
source IP identifier, and destination IP identifier, thereby
reducing the feature count from 47 to 41. The datasets’
categorical features and labels were converted into numerical
data through the application of one-hot encoding. The Edge-
IIoTset dataset contained seven categorical features that were
transformed into 49 numerical inputs, increasing the overall
feature count from 46 to 95.

Subsequently, each dataset was divided into a training set
comprising 70% of the data and a testing set comprising the
remaining 30%. This division aimed to facilitate thorough
model training and robust testing to evaluate the models’
performance.

TABLE VII
HYPERPARAMETERS FOR CDL AND FDL MODELS

X-IIoTID Edge-IIoTset WUSTL-IIoT-2021
𝐷in 59 95 41
𝐻1 200 90 200
𝐻2 200 90 200
𝐻3 200 - neurons
𝐷out 2/10/19 2/6/15 2/5
𝜎1 ReLU ReLU ReLU
𝜎2 Softmax Softmax Softmax
𝜙 Cross entropy Cross entropy Cross entropy
Φ RMSprop Adam RMSprop
𝜂 0.001 0.001 0.001
𝑁 250 250 250
𝐸CDL 10 25 10
𝐸FDL 1 1 1
𝑅 10 25 10

2) Centralized and Federated Deep Learning: The clas-
sification performance of the CDL models depends on the
choice of the hyperparameters and regularization techniques.
Therefore, we employed the settings that were used in the
previous related studies [6], [7], [41] because they yielded
good classification performance. The hyperparameters of the
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DNN model are presented in Table VII. The regularization
technique helped mitigate overfitting and improved generaliza-
tion by adding a penalty term to the loss function. The careful
selection of hyperparameters led to optimal performance and
better convergence during training. These combined efforts
contributed to enhancing the overall effectiveness of the FDL
model in capturing complex patterns within the data.

For the FDL, each of the training sets for the X-IIoTID,
Edge-IIoTset, and WUSTL-IIoT-2021 datasets was divided
among 𝐾 (= 10) CIoT edge nodes as shown in Tables VIII
- X, respectively. The entire process was repeated for 𝑅(= 10)
communication rounds. This approach ensures that the FDL
model is trained on all the CIoT edge nodes’ private data
without needing to send them to the cloud server.

E. Performance Evaluation

In recent related studies [6], [32]–[38], the classification
performance of the CL and FL models were evaluated based
on accuracy, recall, precision, and F1 score. There are other
performance metrics, such as Receiver Operating Character-
istic (ROC) curve. However, these four metrics (accuracy,
recall, precision, and F1 score) are popularly used and they
have proved to be sufficient and reliable in assessing the
classification performance of ML, DL, and FL models in
different application scenarios. So, for the sake of consistency
and ease of result comparison, we decided to evaluate the
classification performance of the CDL and FDL models in
this study using the same metrics.

Accuracy =
TP + TN

TP + TN + FP + FN
, (10)

Recall =
TP

TP + FN
, (11)

Precision =
TP

TP + FP
, (12)

F1 score =
2 × Precision × Recall

Precision + Recall
, (13)

where True Positive (TP) is the number of malicious samples
in the testing set that were correctly classified. True Negative
(TN) is the number of benign samples that were correctly
classified. False Positive (FP) is the number of benign samples
that were misclassified as malicious. False Negative (FN) is
the number of malicious samples that were misclassified as
benign. Also, the computation efficiency of the models are
evaluated based on training time and testing time.

IV. RESULTS AND DISCUSSION

In this section, we analyze and discuss the classification
performance and the computational efficiency of the CDL
and FDL models in both binary and multi-class classification
scenarios for each of the three datasets in this study.

A. Centralized Deep Learning
1) X-IIoTID: Table XI presents the classification perfor-

mance of the CDL model on the X-IIoTID dataset. The model
correctly identified 99.55% of benign and 98.48% of malicious
samples in the binary scenario, signifying efficient detection
with very few false alarms. In the 10-class scenario, the model
correctly classified over 97% of samples in six categories but
misclassified 14.15% of C&C, 5.66% of crypto ransomware,
15.64% of exploitation, and 5.78% of reconnaissance samples
due to class imbalance in the training set. In the 19-class
scenario, the CDL model accurately classified over 92% of
samples for most classes. However, the false negative rates
were 21.7% for C&C, 12.92% for CoAP scanning, 40.91% for
fuzzing, 23.81% for MITM, 15.82% for shell, and 39.44% for
TCP relay attacks, attributed to class imbalance in the training
set.

The model effectively detects many types of attacks, yet ex-
hibits higher false negative rates for C&C, CoAP scan, fuzzing,
MITM, shell, and TCP relay attacks. These results show
that while the CDL model is generally effective in network
intrusion detection, its classification performance varies across
different types of attacks. The higher false negative rates for
specific attack categories will potentially make CIoT systems
more vulnerable to these types of intrusions. Therefore, there
is a need to generate and include more samples of these attack
classes in the training set. Alternatively, data-level techniques
(e.g., oversampling, undersampling, hybrid) and algorithmic
solutions (e.g., cost-sensitive learning, re-weighting, threshold
moving) may be explored to improve the training set balance.

2) Edge-IIoTset: Table XII presents the classification per-
formance of the CDL models trained and tested on the
Edge-IIoTset dataset. In the binary scenario, the CDL model
correctly classified all the benign and malicious samples,
demonstrating its ability to distinguish between benign and
malicious network traffic without any errors.

In the 6-class scenario, the CDL model correctly identified
over 98% of samples in each of three classes, namely benign,
DoS/DDoS, and MITM. However, due to class imbalance in
the training set, the model misclassified 24.6% of information
gathering samples, 11.66% of injection samples, and 51.09%
of malware samples. Thus, the model effectively detects be-
nign traffic and DoS/DDoS and MITM attacks, but struggles
with identifying information gathering, injection, and malware
attacks.

In the 15-class scenario, the CDL model correctly classified
over 93% of the samples across benign, backdoor, DDoS, and
MITM classes. Yet, the model misclassified 15.58% to 66.71%
of samples in the fingerprinting, password, port scanning,
ransomware, SQL injection, uploading, vulnerability scanning,
and XSS classes, primarily due to the class imbalance in the
training set. Consequently, while the model excels at detecting
benign traffic, backdoor, DDoS, and MITM attacks, it has a
higher false negative rate when identifying attacks within the
aforementioned classes.

3) WUSTL-IIoT-2021: Table XIII presents the accuracy,
recall, precision, and F1 score of the CDL models trained
and tested on the WUSTL-IIoT-2021 dataset. In binary clas-
sification, the CDL model correctly identified all benign
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TABLE VIII
FEDERATED DATA DISTRIBUTION FOR X-IIOTID DATASET

Scenario Class Label IIoT edge nodes
1 2 3 4 5 6 7 8 9 10

Binary Normal 0 29533 29661 29439 29428 29609 29674 29569 29353 29196 29321
Attack 1 27967 27839 28061 28072 27891 27826 27931 28147 28137 27929

10-class

C&C 0 198 177 209 193 191 217 195 202 214 233
Crypto ransom 1 28 26 30 30 33 34 24 31 35 28
Exfiltration 2 1576 1504 1580 1504 1478 1540 1559 1567 1576 1621
Exploitation 3 77 86 73 72 85 72 67 72 87 84
Lateral movt. 4 2282 2099 2182 2296 2291 2196 2217 2222 2246 2164
Normal 5 29533 29661 29439 29428 29609 29674 29569 29353 29196 29321
RDoS 6 9854 10019 9926 9919 9877 9853 9957 9852 9996 9803
Reconnaissance 7 8932 8853 8993 9079 8821 8808 8883 9022 8981 8925
Tampering 8 348 350 327 380 360 351 361 365 346 365
Weaponization 9 4672 4725 4741 4599 4755 4755 4668 4814 4656 4706

19-class

Brute-force 0 3260 3349 3324 3180 3313 3352 3276 3410 3288 3299
C&C 1 198 177 209 193 191 217 195 202 214 233
CoAP scan 2 1619 1573 1640 1602 1598 1590 1646 1693 1638 1582
Crypto ransom 3 28 26 30 30 33 34 24 31 35 28
Data injection 4 348 346 327 379 359 350 360 361 344 364
Dictionary 5 140 193 175 191 179 159 181 219 151 192
Exfiltration 6 1576 1504 1580 1504 1478 1540 1559 1567 1576 1621
Fake notification 7 0 4 0 1 1 1 1 4 2 1
Fuzzing 8 96 104 95 86 100 104 83 90 80 101
Insider 9 1272 1183 1242 1228 1263 1244 1211 1185 1217 1215
MQTT 10 1684 1568 1642 1741 1689 1668 1658 1611 1639 1643
MITM 11 4 9 4 13 7 6 10 6 6 10
Modbus 12 465 389 391 397 444 395 420 434 447 390
Normal 13 29533 29661 29439 29428 29609 29674 29569 29353 29196 29321
OS scanning 14 3463 3480 3531 3634 3441 3452 3423 3540 3628 3538
RDoS 15 9854 10019 9926 9919 9877 9853 9957 9852 9996 9803
Shell 16 73 77 69 59 78 66 57 66 81 74
TCP relay 17 133 142 149 158 158 133 139 177 160 131
Vuln. scanning 18 3754 3696 3727 3757 3682 3662 3731 3699 3635 3704

TABLE IX
FEDERATED DATA DISTRIBUTION FOR EDGE-IIOTSET DATASET

Scenario Class Label IIoT edge nodes
1 2 3 4 5 6 7 8 9 10

Binary Attack 0 42351 41921 42475 42153 42433 42244 42208 41884 42213 42234
Normal 1 113149 113449 112775 113097 112817 113006 113042 113366 113037 113016

6-class

DoS/DDoS 0 23761 23903 23678 23430 23671 23738 23600 23912 23682 23666
Info. gathering 1 5107 5018 5127 5261 5180 5149 5066 5219 5088 5116
Injection 2 7324 7205 7508 7432 7477 7292 7304 7269 7233 7320
MITM 3 31 32 28 31 29 18 30 24 25 35
Malware 4 6149 6011 5996 6127 5956 5881 6107 6122 6015 5884
Normal 5 113128 113201 112913 112969 112937 113172 113143 112704 113207 113229

15-class

Backdoor 0 1695 1655 1826 1743 1783 1775 1690 1726 1749 1712
DDoS-HTTP 1 3542 3483 3429 3440 3634 3571 3475 3407 3435 3598
DDoS-ICMP 2 8210 8068 8259 8095 8142 8259 8120 7999 8056 8086
DDoS-TCP 3 3395 3532 3543 3547 3542 3445 3557 3475 3460 3541
DDoS-UDP 4 8597 8428 8457 8591 8548 8547 8477 8509 8430 8516
Fingerprinting 5 72 61 67 57 68 70 58 66 82 74
MITM 6 19 30 26 31 31 36 39 37 18 23
Normal 7 113117 113430 112956 113120 112921 112958 113176 113461 113009 113068
Password 8 3551 3502 3548 3491 3464 3613 3444 3527 3537 3511
Port scanning 9 1616 1621 1535 1516 1606 1558 1575 1537 1651 1588
Ransomware 10 765 796 748 749 756 767 798 781 806 771
SQL injection 11 3657 3729 3550 3578 3554 3451 3523 3573 3678 3622
Uploading 12 2732 2539 2716 2590 2640 2533 2608 2630 2637 2565
Vuln. scanning 13 3472 3396 3463 3568 3449 3536 3576 3419 3545 3507
XSS 14 1060 1100 1127 1134 1112 1131 1134 1103 1157 1068

TABLE X
FEDERATED DATA DISTRIBUTION FOR WUSTL-IIOT-2021 DATASET

Scenario Class Class IIoT edge nodes
1 2 3 4 5 6 7 8 9 10

Binary Normal 0 77576 77579 77693 77555 77563 77501 77499 77433 77465 77403
Attack 1 6174 6171 6057 6195 6061 5999 6001 6067 6035 6097

5-class

Backdoor 0 18 16 14 12 14 21 14 12 12 14
Injection 1 17 19 10 18 15 22 17 21 22 20
DoS 2 5537 5538 5467 5598 5458 5377 5375 5453 5447 5498
Reconn. 3 602 598 566 567 574 579 595 581 554 565
Normal 4 77576 77579 77693 77555 77563 77501 77499 77433 77465 77403

instances and 99.87% of malicious instances, confirming its effectiveness in distinguishing network traffic types with vir-
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TABLE XI
PERFORMANCE OF CENTRALIZED DEEP LEARNING MODELS BASED ON

X-IIOTID DATASET

Scenario Class Accuracy Recall Precision F1 Score

Binary
0 99.03 99.55 98.58 99.06
1 99.03 98.48 99.52 99.00

Avg 99.03 99.02 99.05 99.03

10-class

0 99.92 85.85 90.29 88.01
1 99.99 94.34 88.76 91.46
2 100.00 99.92 99.98 99.95
3 99.98 84.36 98.69 90.96
4 99.88 97.59 99.33 98.45
5 98.69 99.50 97.99 98.74
6 99.98 99.95 99.96 99.96
7 98.89 94.22 98.57 96.35
8 99.98 98.02 98.91 98.46
9 99.99 99.95 99.95 99.95

Avg 99.73 95.37 97.24 96.23

19-class

0 100.00 99.99 99.94 99.96
1 99.91 78.30 93.55 85.25
2 99.42 87.08 91.83 89.39
3 100.00 94.97 97.42 96.18
4 99.98 98.39 99.09 98.74
5 99.99 98.23 100.00 99.11
6 100.00 99.86 100.00 99.93
7 100.00 92.31 100.00 96.00
8 99.93 59.09 96.51 73.30
9 100.00 99.98 99.92 99.95

10 99.99 99.84 99.64 99.74
11 99.99 76.19 86.49 81.01
12 100.00 99.66 99.72 99.69
13 99.07 99.48 98.73 99.10
14 99.96 99.55 99.86 99.71
15 99.98 99.97 99.94 99.96
16 99.96 84.18 85.53 84.85
17 99.89 60.56 96.51 74.42
18 99.98 99.73 99.89 99.81

Avg 99.90 90.91 97.08 93.48

TABLE XII
PERFORMANCE OF CENTRALIZED DEEP LEARNING MODELS BASED ON

EDGE-IIOTSET DATASET

Scenario Class Accuracy Recall Precision F1 Score

Binary
0 100.00 100.00 100.00 100.00
1 100.00 100.00 100.00 100.00

Avg 100.00 100.00 100.00 100.00

6-class

0 98.64 98.98 92.61 95.69
1 98.95 75.40 91.66 82.74
2 97.43 88.34 67.42 76.48
3 100.00 100.00 100.00 100.00
4 97.99 48.91 97.77 65.20
5 100.00 100.00 100.00 100.00

Avg 98.83 85.27 91.58 86.68

15-class

0 99.90 94.66 96.06 95.35
1 99.16 93.99 74.89 83.36
2 99.98 99.78 99.85 99.81
3 99.50 99.99 81.97 90.09
4 100.00 99.97 100.00 99.99
5 99.96 41.18 63.64 50.00
6 100.00 100.00 100.00 100.00
7 100.00 100.00 100.00 100.00
8 97.80 47.67 51.89 49.69
9 99.44 54.57 84.67 66.37

10 99.90 79.02 99.92 88.25
11 97.63 62.38 48.35 54.48
12 98.72 47.61 66.47 55.48
13 99.56 84.42 95.77 89.74
14 99.36 33.29 58.38 42.40

Avg 99.39 75.90 81.46 77.67

tually no false positives and minimal false negatives. For
the 5-class classification, it correctly identified over 99% of

samples in benign, DoS, and reconnaissance classes. However,
it misclassified 21.54% of backdoor and 10.26% of command
injection instances due to the class imbalance in the training
set. Despite its excellence in detecting benign, DoS, and
reconnaissance traffic, the model shows higher false negative
rates for backdoor and command injection attacks.

TABLE XIII
PERFORMANCE OF CENTRALIZED DEEP LEARNING MODELS BASED ON

WUSTL-IIOT-2021 DATASET

Scenario Class Accuracy Recall Precision F1 Score

Binary
0 99.99 100.00 99.99 99.99
1 99.99 99.87 99.97 99.92

Avg 99.99 99.94 99.98 99.96

5-class

0 100.00 78.46 100.00 87.93
1 100.00 89.74 88.61 89.17
2 99.76 99.98 96.47 98.19
3 100.00 100.00 99.68 99.84
4 99.75 99.74 100.00 99.87

Avg 99.90 93.58 96.95 95.00

4) Computation Efficiency: Table XIV presents the duration
required to train and test the CDL models utilizing the X-
IIoTID, Edge-IIoTset, and WUSTL-IIoT-2021 datasets, in the
context of both binary and multi-class classification scenarios.
The average training times for the models, using the three
datasets, were 215.36, 378.87, and 301.75 seconds, respec-
tively. The training duration exhibited variation depending
on the number of samples present in the training set of the
employed dataset. A larger training set size correlated with a
more extended training period.

Conversely, the trained models required an average of 3.14,
7.17, and 4.30 seconds to categorize samples in the testing sets
for each of the three datasets, respectively. Similar to the train-
ing duration, the testing time was also directly proportional to
the size of the samples in the testing set.

TABLE XIV
COMPUTATION EFFICIENCY OF CENTRALIZED DEEP LEARNING MODELS

Dataset Scenario Train time (s) Test time (s)

X-IIoTID
Binary 216.43 3.50
10-class 220.13 3.07
19-class 209.51 2.85

Edge-IIoTset
Binary 384.82 8.10
6-class 363.55 6.68
15-class 388.24 6.74

WUSTL-IIoT-2021 Binary 298.06 3.90
5-class 305.45 4.70

B. Federated Deep Learning

1) X-IIoTID Dataset: Figure 1 shows the FDL model’s
performance in a binary classification scenario using the X-
IIoTID dataset. The model’s classification accuracy improved
with increasing communication rounds between clients and
the aggregation server. After ten rounds, the model reached
an accuracy of 98.56%, a recall of 98.53%, a precision of
98.60%, and an F1 score of 98.55%, closely aligning with that
of the CDL model with a marginal difference of 0.45−0.49%.

Within the context of a 10-class classification scenario,
Figure 2 shows the performance of the FDL model that was
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Fig. 1. Performance of FDL model in binary scenario based on X-IIoTID
dataset

trained and tested with the X-IIoTID dataset. The model’s
classification accuracy improved as the number of commu-
nication rounds between clients and the aggregation server
increased. At the end of the tenth communication round, the
model attained an optimal performance with an accuracy of
99.71%, recall of 94.55%, precision of 96.47%, and an F1
score of 95.47%. The performance is comparable to that of the
CDL model, with only a negligible difference of 0.02−0.82%.
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Fig. 2. Performance of FDL model in 10-class scenario based on X-IIoTID
dataset

The performance of the FDL model in a 19-class classifica-
tion scenario, trained and tested with the X-IIoTID dataset, is
illustrated in Figure 3. The model’s classification performance
improved with an increase in the number of communication
rounds between clients and the aggregation server. Notably,
the model achieved optimal performance with an accuracy of
99.35%, recall of 74.98%, precision of 79.83%, and an F1
score of 75.24% after the 25th communication round. These
results are comparable to those obtained with the CDL model,
with a difference of only 0.2 − 4.37%.

2) Edge-IIoTset Dataset: Figure 4 shows the performance
of the FDL model which was trained and tested with the Edge-
IIoTset dataset within the context of binary classification sce-
nario. Impressively, the model achieved a perfect classification
performance with an accuracy, recall, precision, and F1 score
of 100%. Of particular interest, the FDL model’s performance
was identical to that of the CDL model. These results indicate
the suitability and effectiveness of the FDL model for binary
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Fig. 3. Performance of FDL model in 19-class scenario based on X-IIoTID
dataset

classification tasks, while also highlighting its parity with the
CDL model in terms of performance outcomes.

0 5 10 15 20 25

Number of communication rounds

99.8

99.85

99.9

99.95

100

P
e

rf
o

rm
a

n
c
e

 (
%

)
Accuracy

Recall

Precision

F1 Score

Fig. 4. Performance of FDL model in binary scenario based on Edge-IIoTset
dataset

Figure 5 illustrates the performance of the FDL model
trained and tested using the Edge-IIoTset dataset within the
context of a 6-class classification scenario. The classification
performance of the model exhibited an improvement with
increasing rounds of communication between clients and the
aggregation server. The optimal performance was achieved
at the end of the twenty-first communication round with an
accuracy of 98.80%, recall of 84.57%, precision of 90.85%,
and an F1 score of 86.23%. These results demonstrate that the
FDL model’s performance is comparable to that of the CDL
model, with a negligible difference of 0.03 − 0.73%.

Figure 6 shows the effectiveness of the FDL model when
subjected to the Edge-IIoTset dataset under a 15-class clas-
sification setting. The FDL model’s classification capability
showed a marked improvement as the number of communi-
cation rounds between the clients and the aggregation server
increased. The optimal classification performance was attained
after the 25th round of communication, with the model achiev-
ing an accuracy of 98.80%, recall of 84.57%, precision of
90.85%, and an F1 score of 86.23%. These results prove that
the FDL model can perform comparably to the CDL model,
with a negligible deviation of 0.04 − 2.43%.

3) WUSTL-IIoT-2021 Dataset: The performance of the
FDL model, trained and tested with the WUSTL-IIoT-2021
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Fig. 5. Performance of FDL model in 6-class scenario based on Edge-IIoTset
dataset

0 5 10 15 20 25

Number of communication rounds

50

55

60

65

70

75

80

85

90

95

100

P
e

rf
o

rm
a

n
c
e

 (
%

)

Accuracy

Recall

Precision

F1 Score

Fig. 6. Performance of FDL model in 15-class scenario based on Edge-IIoTset
dataset

dataset in a binary classification scenario, is depicted in Figure
7. The classification performance of the model increased
with an increase in the number of communication rounds
between the clients and the aggregation server. The model
achieved a remarkable accuracy of 99.39%, a recall of 99.86%,
a precision of 99.95%, and an F1 score of 99.90%. This
performance is comparable to that of the CDL model, with
only a marginal difference of 0.02 − 0.08%.
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Fig. 7. Performance of FDL model in binary scenario based on WUSTL-
IIoT-2021 dataset

Figure 8 illustrates the performance of the FDL model,
which was both trained and tested using the WUSTL-IIoT-
2021 dataset for a 5-class classification scenario. The model’s

classification performance improved as the number of com-
munication rounds between clients and the aggregation server
increased. The FDL model achieved an accuracy of 99.99%,
a recall of 94.60%, a precision of 96.27%, and an F1 score
of 95.38%. This level of performance is comparable to that of
the CDL model, with only a slight difference of 0 − 0.68%.
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Fig. 8. Performance of FDL model in 5-class scenario based on WUSTL-
IIoT-2021 dataset

4) Computation Complexity: Table XV presents the train-
ing and testing duration for FDL models utilizing three differ-
ent datasets, namely X-IIoTID, Edge-IIoTset, and WUSTL-
IIoT-2021, in both binary and multi-class classification set-
tings. The average duration of training the models using
the three datasets was 52.73, 263.22, and 72.80 seconds,
respectively. The training time was observed to vary based on
the size of the training set used in each dataset, with larger sets
requiring a longer duration for training. Our findings indicate
that FDL models have significantly faster training times, with
30.52 − 75.87% lower training times than CDL models.

TABLE XV
COMPUTATION EFFICIENCY OF FEDERATED DEEP LEARNING MODELS

Dataset Scenario Train time (s) Test time (s)

X-IIoTID
Binary 52.41 3.09
10-class 52.70 3.04
19-class 53.08 3.02

Edge-IIoTset
Binary 258.03 7.00
6-class 261.98 7.16
15-class 269.66 6.88

WUSTL-IIoT-2021 Binary 72.60 3.90
5-class 73.74 4.41

By contrast, the average time required by the trained models
to classify the testing set samples for the corresponding
datasets was 3.05, 7.01, and 4.16 seconds, respectively. The
duration of testing was found to be directly proportional to the
size of the testing set employed in each dataset, mirroring the
trend observed in training. Notably, our findings indicate that
the FDL model exhibited similar testing times to those of the
CDL model.

C. Discussion

In this study, we considered three distinct threat models
that are relevant to CIoT environment. A high classification
performance when the X-IIoTID dataset was used implies
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that the CDL and FDL models can effectively detect and pre-
vent the nine attack scenarios: reconnaissance, weaponization,
exploitation, lateral movement, C&C, exfiltration, tampering,
crypto ransomware, and RDoS.

Reconnaissance involves several potential actions for attack-
ers including: (i) scanning the target machine to gather general
information, such as listening ports, operating system details,
and available services; (ii) identifying known vulnerabilities
and misconfigurations; (iii) discovering system or software
errors and exceptions; and (iv) detecting available resources
within the target environment. Weaponization enables attackers
to gain entry into the target environment. This could occur
through methods like brute force attacks, dictionary attacks,
or exploits by malicious insiders.

Exploitation entails attackers capitalizing on known vulnera-
bilities within the target to establish a reverse TCP shell or ini-
tiate a Man-in-the-Middle (MITM) attack. Lateral movement
empowers attackers to navigate further within the target envi-
ronment, establishing a stronger foothold and compromising
additional systems and networks. This could involve accessing
MQTT cloud broker subscriptions and Modbus register read-
ings, as well as infiltrating the mail server through TCP relay
attacks. C&C allows attackers to establish communication
channels between compromised machines and their servers.
This facilitates the transmission of commands, enabling the
attackers to gain control over compromised systems.

Exfiltration encompasses the theft of private and sensitive
data from compromised machines using techniques such as
compression and obfuscation. Tampering involves intentional
manipulation, destruction, or alteration of information on
compromised machines, often through methods like false
data injection or counterfeit notifications. Crypto ransomware
revolves around attackers encrypting critical data on compro-
mised machines and subsequently demanding cryptocurrency
payments in exchange for providing the decryption key. RDoS
involves attackers threatening to launch DDoS attacks against
the target’s machines unless a ransom is paid.

For the Edge-IIoTset dataset [6], a high classification perfor-
mance implies that the CDL and FDL models can effectively
detect and prevent the following attack vectors: information
gathering, DoS/DDoS attack, MITM attack, injection attack,
and malware attack. DoS/DDoS attacks can be executed using
methods like TCP SYN, UDP, HTTP, or ICMP flooding, caus-
ing a target system to become overwhelmed and unavailable.

Information gathering can acquire crucial information about
target machines through techniques such as port scanning,
OS fingerprinting, and vulnerability scanning. MITM attacks
- the adversaries aim to compromise and manipulate the
communication flow between two endpoints that assume they
are communicating directly. Spoofing the Domain Name Sys-
tem (DNS) or the Address Resolution Protocol (ARP) are
common methods. Injection attacks seek to compromise the
confidentiality and integrity of a target machine by injecting
malicious scripts into websites, altering a running Structured
Query Language (SQL) query, or uploading malware onto web
servers.

Malware attacks take forms such as backdoors, password
cracking, or ransomware, all of which can lead to unautho-

rized access, data breaches, or system disruption. Finally, a
high classification performance when the WUSTL-IIoT-2021
dataset was used implies that the CDL and FDL models
can effectively detect and prevent reconnaissance, command
injection attacks, DoS attacks, and backdoor attacks in IIoT
environment.

V. CONCLUSION

In this paper, we developed FDL models for privacy-
preserving network intrusion detection in CIoT networks using
three recent and relevant datasets (X-IIoTID, Edge-IIoTset,
and WUSTL-IIoT-2021), and covered all the binary and multi-
class classification scenarios in the datasets. The results of this
study show that, across all classification scenarios, the FDL
models consistently achieved high performance in terms of
accuracy, recall, precision, and F1 score. This performance
was found to be comparable with that of the corresponding
CDL models.

In assessing the computational efficiency, we observed that
the training and testing times for the models were dependent
on the size of the respective training and testing sets for each
dataset. As expected, larger datasets required longer duration
for training and testing. Importantly, our findings indicate that
the FDL models exhibited significantly faster training times
compared to the CDL models, while maintaining comparable
testing times. The findings of this research demonstrate that the
FDL framework exhibits superior efficacy in achieving timely
and privacy-preserving intrusion detection in CIoT settings.
Moreover, this enhanced performance is attained without any
significant degradation in classification performance.

It is also important to note that the present study does
not address security and privacy concerns in FL framework,
which include issues like membership inference, model poi-
soning, and data poisoning. In future research, a combination
of cryptographic techniques and adversarial defenses, such
as differential privacy, homomorphic encryption, multi-party
computation, and blockchain, will be taken into considera-
tion. These measures aim to establish a secure and privacy-
preserving FL methodology for intrusion detection in the IIoT.
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