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A B S T R A C T

Underwater Wireless Sensor Networks (UWSNs) are among the most promising research areas these days due
to their unique characteristics and diverse underwater applications. Though a number of routing protocols have
been designed and implemented for UWSNs over the past few years, the researchers face several challenges,
e.g., low speed of propagation, small bandwidth, limited battery power, etc., while designing routing protocols
for communication in UWSNs. Acoustic sensor nodes are equipped with batteries with limited power and it
is quite costly to replace or recharge them. The network will not survive for the desired period of time if
the power of node batteries is not efficiently used. To effectively resolve this issue, this paper proposes a
Shifted Energy Efficiency and Priority (SHEEP) routing protocol for UWSNs. The proposed protocol aims to
enhance the efficiency of the state-of-the-art Energy Balanced Efficient and Reliable Routing (𝐸𝐵𝐸𝑅2) protocol
for UWSNs. SHEEP is built upon the depth and energy of the current forwarding node, the depth of the expected
next forwarding node, and the average energy difference among the expected forwarders. Simulation results
demonstrate that SHEEP improves the energy efficiency and packet delivery ratio in comparison to 𝐸𝐵𝐸𝑅2

by 7.4% and 13% respectively.

1. Introduction

Underwater Wireless Sensor Networks (UWSNs) are growing
tremendously with a potential of offering a large number of schemes
for optimizing communication among the sensor nodes [1–3]. UWSNs
can be used for emerging marine technologies, such as bathymetry
(depth measurement of the ocean), exploration of geological resources
(e.g., gas, oil, etc.), tracking or detection of fishing banks, maritime ar-
chaeology, and so on [4–6]. Researchers during the 90’s became aware
of some new features that were applicable to the UWSN communication
and since then, UWSNs are among the main focus of study for numerous
researchers working in this area [7–13].

The terrestrial wireless networking technologies, such as the Inter-
net of Things (IoT) and 5G/6G networks, have received a considerable
amount of attention during the past 15 years, not just in the area of
standardization, but also in the market deployment of a certain number
of devices, services, and applications [14–17]. Among these advanced
products, Wireless Sensor Networks (WSNs) exhibit a spectacular boom
as being one of those technologies that have a significant impact on
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industrial and scientific development [18–22]. Lately, UWSNs were
proposed to be deployed underwater, where many of their applications
like monitoring the water pollution, water quality testing, aquaculture,
oil explorations, etc., can benefit from this highly effective technology.
Despite similar functionalities, UWSNs also have some architectural
differences with terrestrial wireless networks due to the transmission
channel characteristics (water) and the acoustic ultrasound signals
(signals employed for data transmission). Unfortunately, the design
considerations of UWSNs are quite challenging due to the aquatic con-
ditions of the communication system. As a result, the methods applied
for terrestrial WSNs are not fully applicable to UWSNs. Hence, a general
reassessment of the whole network is a must so as to supply optimal net-
work services for a particular application’s demand. Underwater nodes
can communicate using acoustic links [23,24], radio or electromagnetic
signals [25,26], or optical communication [27,28]. Among them, the
acoustic communication is more suitable for UWSNs; however, the
researchers face several challenges in acoustic communication. Some
of the major challenges include:
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Fig. 1. Network architecture of UWSNs.

• Limited battery power (the batteries cannot be recharged; exploit-
ing solar power is not possible)

• Availability of limited bandwidth
• The medium suffers from long propagation delays, fading, and

multipath issues
• Very high rate of bit errors [29,30]
• Because of corrosion and fouling, the underwater sensors face

frequent failures

UWSNs consist of a group of devices called nodes. They are the main
elements of UWSNs and can sense and communicate with the other
nodes. These nodes can be categorized into three main types: anchor
nodes, relay nodes, and sink nodes, as depicted in Fig. 1. Normally,
anchor nodes are nodes that know their location information [31].
However, here the anchor nodes refer to those attached with the chord
that is further connected to the anchor. These nodes have several
properties including sensing, communication, and storage. These nodes
forward the (sensed) data to the higher layer consisting of relay nodes.

Relay nodes are deployed at different positions for sensing purposes
and to forward or route all the network data. Since these nodes can
move with the water current, their position is usually not fixed. Relay
nodes work as a bridge between the lower layer and the surface sinks of
the network. Sink nodes are the onshore stations that gather data from
the entire remaining network. Anchor and relay nodes are embedded
with an acoustic modem only, while both acoustic as well as radio
modems are present in sink nodes. Sink nodes have to communicate
with both underwater nodes as well as offshore stations. They work
like a bridge between underwater nodes and offshore stations; they
forward the received data from the underwater area to the offshore
stations using radio links.

Many routing protocols and schemes are discussed in the literature
that aim to design efficient communication techniques for UWSNs
while considering underwater communication issues, e.g., increased bit
error rate, high transmission and reception energy, low communication
bandwidth, etc., at the same time. There exist various categories of
routing protocols for UWSNs; however, we classify them into two
main categories, i.e., location-based routing protocols and depth-based
routing protocols. In the first category, every single node knows its own
location, the target (destination), and sometimes the neighbors’ loca-
tion [32–36]. These protocols operate on the principal of directional
forwarding, where packets are forwarded towards their destinations
based on their direction for minimizing the propagation delay, reduc-
ing the energy consumption, and utilizing low bandwidth via making
restrictions on broadcasting duplicate packets. On the other hand, no
location information is needed for depth-based routing and only the
information about the node’s depth is required [37–42]. Estimation
of depth does not need exchanging control packets but it can be

calculated locally by using pressure sensors embedded in the node.
Depth-based routing minimizes propagation delay by selecting a node
among neighbors having minimum depth compared to the originator.
All the remaining nodes between the sender and the forwarder simply
discard the packet [37]. The packet suppression at the intermediate
nodes is made possible by estimating the holding time for each node.

Once a data packet is received at a node, the depth information
(embedded in the packet) is checked. If it is smaller than the sender’s
depth, then the node calculates the holding time based on depth, other-
wise the node discards the packet. This strategy limits a large amount
of duplicated transmissions, leading to lower energy consumption of
the nodes. The node with the smallest depth must have the shortest
holding time so that the closest node to the destination is selected
for forwarding the packet. After the holding time estimation, the node
initiates a timer. Upon the expiry of the holding time, the node checks
whether it has received a copy of the packet. In case no duplicate
copy has been received, the packet is further forwarded. Otherwise,
the packet transmission is suppressed and the buffer is emptied. Some
routing schemes also consider other metrics, e.g., link quality, node’s
energy, and depth of the next hop forwarder, etc. [38–42].

In depth-based forwarding schemes, the node with the smallest
depth may deplete its energy earlier because all the packets are for-
warded through the same set of nodes. Due to this problem, void
regions are created in the network at the edge nodes failing to com-
municate further with the destination. To avoid packet transmission
through the edge nodes of the void regions, some depth-based routing
schemes take into account the depth difference of the sender/receiver
and the neighbors of the receiver that are at a distance of one-hop.
These types of schemes ensure the availability of potential forwarders
for the receiver nodes. However, they fail to avoid the formation of void
regions and cannot achieve energy balance in the network. To improve
the performance of such types of schemes, strong balancing techniques
are required to evenly distribute data traffic so that a single node is not
used again and again for packet forwarding. In this way, the potential
formation of the void region can be delayed.

To address the above issues, in this paper, we propose a routing
scheme called Shifted Energy Efficiency and Priority (SHEEP). SHEEP con-
siders the depth difference between the sender, receiver, and one-hop
neighbors of the receiver nodes.

1.1. Contributions

The main contributions of this work include:

• Avoidance of Void Region Formation: SHEEP does not select a
single node repeatedly to avoid the void region formation.

• Balanced Energy Consumption: Energy consumption of the net-
work is balanced as the best forwarder is the node that has the
highest remaining residual energy.

• Reduced Packet Duplication: SHEEP selects a node from a
region that has the highest average energy difference among the
neighbors to avoid packet duplication.

• Increased Average Operational Time: The average operational
time of the network is increased because of postponing the death
of the network due to effective utilization of energy.

• Reduced End-to-End-Delay (E2ED): The E2ED is reduced be-
cause of maintaining shorter path to the sink for longer duration
due to higher operational time.

The remainder of the paper is organized as follows: Section 2 describes
the related work and summarizes it in a comparison table (Table 1).
Section 3 contains the detailed description about the problem for-
mulation, proposed protocol, and holding time calculation of SHEEP.
Section 4 is the experimental part that discusses the simulation results
and compares the performance of SHEEP with the existing routing
protocols. Finally, the conclusions and future directions are presented
in Section 5.
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Table 1
The existing routing protocols for underwater sensor networks.

Protocol Routing mechanism Achievements Drawbacks

DBR [37] Depth based Relatively decreased unnecessary flooding Minimum depth nodes are always penalized and die out
early

EEDBR [38] Depth and Energy based Enhances PDR by considering residual energy of a
forwarder in calculating the holding time

Fails to control duplicate packets especially in dense
network scenario

WDFAD-DBR [42] Depth based High PDR is achieved by considering depth of next hop
forwarder in a sparse network; less energy consumption
and minimum end-to-end delay

Fails to balance network traffic; nodes of minimum depth
are penalized, which lead to premature death of the
network

LLSR [39] Depth and link quality based Considers path quality while forwarding the packet No strategy for energy balancing; overhead produced due
to large number of control packets

DOW-PR [43] Depth and link quality based Reduces energy consumption by selecting forwarder of
minimum possible hops towards the sink

Lacks technique for energy balancing and sometimes
minimum depth nodes are penalized

𝐸𝐵𝐸𝑅2 [44] Depth and energy based Does not penalize minimum depth nodes by considering
residual energy

Not considering average energy difference among the
neighbors on the second hop

RPSOR [45] Depth, energy, and link
quality based

Increased reliability and decreased duplicate packets by
intelligent design of holding time

Fails to select the forwarder from a region where average
energy difference among the neighbors is high

2. Related work

Over the past few years, several routing protocols have been pro-
posed to make the underwater communication more efficient and re-
liable. To reduce duplicate packets, some routing schemes use holding
time to decide the node for forwarding the packet; we call it receiver-
based routing. The node with the shortest holding time gets the highest
priority to forward the packet, as discussed in [37,38,40], and [42].
Some routing schemes allow the sender to decide the forwarder in
advance; the packet header contains the information of the forwarder,
i.e., to which node the packet should be forwarded, as done in [39,41].
We call it sender-based routing. In the former case, the receiver decides
the forwarding node, while in the later case, the sender decides. Since
our proposed routing protocol is receiver-based, we only focus on
receiver-based routing protocols in this section.

In [37], the authors proposed Depth-Based Routing (DBR), a receiver-
based scheme that depends on the depth information of the correspond-
ing nodes in UWSNs. This scheme uses a greedy approach for delivering
data packets towards the sink nodes at the water surface. Unlike geo-
graphical routing, which requires full-dimensional location information
of the sensor nodes, this scheme requires the depth information only,
which is quite easy to get. Moreover, this scheme can make use of
multiple sinks without any extra cost. The simulation results showed
that the DBR protocol improved the Packet Delivery Ratio (PDR) up
to 95 percent in case of dense networks with sound consumption of
energy. However, DBR fails to balance energy among the neighbors; in
other words, it fails to balance data traffic among the neighbors. Due
to this low depth, nodes always deplete early and the network cannot
survive for the desired period of time. In addition, it generates many
duplicate packets, especially in a dense network, which give rise to high
energy consumption and packet collision.

Authors in [38] proposed a receiver-based routing scheme called En-
ergy Efficient Depth Based Routing (EEDBR); a scheme which enhances
the forwarding strategy of DBR. EEDBR considers residual energy in ad-
dition to the depth of the sensor nodes in computing the holding time.
Every node maintains a neighbor table, which records residual energy
and IDs of all potential forwarders. The sender node concatenates IDs of
a set of potential forwarders from the neighbor table in the packet. After
receiving the packet, each potential forwarder searches for its ID in the
packet. If a forwarder does not find its ID in the given set, the packet is
discarded; however, if the ID is found, the residual energy is compared
with that of the neighbors. The packet is forwarded immediately in
case of maximum residual energy of the forwarder in its neighbors.
The remaining forwarders will calculate the holding time and defer
the transmission until the expiry of the timer. A node, while its timer
is not expired yet and it receives a copy of the holding packet, will
compute a random number. After the expiry of the timer, the random

number will decide whether to forward the packet or not. The node
discards the packet if the computed random number is greater than the
PDR specified in the packet and multiple copies of the data packet are
received. A node will forward a packet in the following two cases: either
the computed random number is greater than the specified PDR, or it
did not hear the transmission of the same packet. EEDBR successfully
enhances the performance of DBR. However, it fails to successfully
control duplicate packets, especially in the dense network scenario.

Authors in [42] proposed a depth-based routing scheme, which is
an improved version of DBR, called Weighting Depth and Forwarding
Area Division DBR (WDFAD-DBR). The forwarding strategy lies in the
category of receiver-based routing. WDFAD-DBR considers the weight-
ing depth difference of two hops; unlike DBR, which only considers
one-hop depth difference in calculating the holding time. Additionally,
the forwarding area is divided into three sections: a primary region, and
two secondary regions for forwarding, so that high priority nodes can
suppress low priority nodes. As it takes into account the depth of both
the current forwarding neighbor and the expected next-hop neighbor,
WDFAD-DBR attempts to avoid the void hole in advance. WDFAD-DBR
successfully increases the PDR in a sparse network while reducing the
energy usage and end-to-end delay. Lower depth nodes are penalized
by the forwarding technique, which fails to balance network traffic,
and thus causes the network to die early. It fails to reduce duplicate
packets by stretching holding time differences among the neighboring
nodes. Also, it fails to improve the performance in the dense network
scenario.

Location-free Link State Routing (LLSR) is presented in [39]; a
scheme which is receiver-based and takes forwarding decisions based
on depth, link quality, and hop-count. Sink node initiates a beacon
message with zero hop-count; the node on receiving the beacon mes-
sage just increments the hop-count value and records it. After recording
the hop-count value, it further broadcasts the beacon message with
the updated value of the hop-count so as to reach the last node in
the network. The depth and information about the hop count for each
node is broadcasted. To make routing decisions, each node maintains
a neighbor table containing one-hop neighbors’ information. The node
with the lowest hop-count, good quality path, and smaller depth will
forward the packet. The residual energy of the node is ignored during
routing due to which low energy nodes are penalized and they die
quickly. Moreover, a large overhead is produced due to the beacon
messages, resulting in the wastage of energy.

In [46], the authors proposed Reliable and Energy-efficient Oppor-
tunistic Routing, where the forwarding process selects optimal trans-
mitting power and set of nodes to effectively postpone the death of the
network. Additionally, two of the most critical problems, i.e., power
conservation and reliable delivery of data are considered in designing
the routing protocol. This results in prolonging the life of the network
and data reliability. The experimental results of the proposed protocol
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demonstrated significant improvement, reliability, and reduced energy
consumption. However, the proposed scheme failed to consider the
energy difference among neighbors to reduce duplicate packets in
unbalanced parts of the network.

Another receiver-based routing protocol called DOlphin Whale-Pods
Routing (DOW-PR) is proposed in [43], in which the authors considered
depth, hop-count, potential forwarding nodes, and suppressed nodes
(nodes having higher depth than the sender) in calculating the holding
time for a packet. The proposed scheme limits the transmission power
of a node during forwarding. DOW-PR takes advantage of the sup-
pressed nodes on encountering a void hole. In the absence of a potential
forwarder, the packet is routed through the suppressed nodes to cope
with the void hole. DOW-PR successfully reduced energy consumption
using the following techniques: by taking nodes of lower hop-count
towards the sink, by using controlled transmission power, and by
selecting low traffic path in forwarding the packet. Moreover, it reduces
packet loss by using suppressed nodes for forwarding in case of the
void hole. However, DOW-PR penalizes low energy nodes due to not
considering residual energy in computing the holding time.

The authors in [44] proposed a receiver-based routing protocol
called Energy Balanced Efficient and Reliable Routing (𝐸𝐵𝐸𝑅2) to
bring further improvement to WDFAD-DBR. It considers the weighting
sum of depth difference of two hops, energy of the forwarding neighbor,
as well as the receivers’ neighbors, which can be the potential for-
warders when calculating the holding time for a packet. 𝐸𝐵𝐸𝑅2 allows
the sender to set its transmission range (in other words, transmission
power) based on the distance from the farthest node in the neighbor
list. 𝐸𝐵𝐸𝑅2 uses eleven sinks; nine sinks on the surface of water, and
two sinks under the water. The two underwater sinks are deployed at
those positions in water that have high node density. Large numbers
of successful deliveries are performed by using the underwater sinks
because a large percentage of network traffic lies in high node density
areas. In addition, a significant reduction in energy consumption is ob-
served. 𝐸𝐵𝐸𝑅2 selects a high node density area for forwarding packets,
which results in a high percentage improvement in the PDR. However,
it fails to successfully achieve reduction in duplicate packets based on
the average energy difference of the neighboring nodes, resulting in
significant network energy wastage.

In [45] a receiver-based routing protocol is proposed, called Reli-
able Path Selection and Opportunistic Routing (RPSOR), which mainly
focuses on reliability and packet advancement guarantee in UWSNs.
To select a node, RPSOR calculates three variables: Advancement Fac-
tor (𝐴𝐷𝑉𝑓 ), Reliability Index (𝑅𝐸𝐿𝑖), and Shortest Path Index (𝑆𝑃𝑖).
𝐴𝐷𝑉𝑓 uses exponential function to find a weighting sum of the depth
difference of two hops. The purpose of the exponential function is
to create a large difference among neighboring nodes’ holding time
for a small difference in depth, in contrast to WDFAD-DBR, which
uses a linear relationship between depth difference and holding time.
𝑅𝐸𝐿𝑖 is calculated by considering the average energy in the potential
forwarding region to select a region having a high amount of energy but
a small number of nodes. This strategy of calculating average energy
results in significant improvement in the PDR. To select the shortest
path towards the sink, RPSOR embeds 𝑆𝑃𝑖 in the holding time equation.
𝑆𝑃𝑖 is calculated based on hop-count and average depth difference
among the nodes in the expected forwarding region.

Most of the depth and energy-based routing schemes, as discussed
above, only consider depth and energy to calculate the holding time
[47]. Some of the routing schemes take link quality by considering hop-
count in the holding time equation. However, it requires exchanging
many small packets for the current link quality due to which routing
overhead is produced, which directly affects the lifetime of the node
battery. To resolve this problem, in this paper, we propose a receiver-
based routing protocol called Shifted Energy Efficiency and Priority
(SHEEP) for UWSNs. In Section 3.3, we discuss how SHEEP computes
the holding time and makes forwarding decisions.

Fig. 2. Forwarder selection of 𝐸𝐵𝐸𝑅2.

3. Proposed scheme

3.1. Problem formulation

The existing depth-based routing protocols fail in balancing network
energy consumption. This is mainly because of the inappropriate design
of the holding time mechanism or lack of some variables that are
necessary to add the feature of energy balancing to the routing protocol.
This section discusses the routing mechanism and shortcomings of an
existing routing protocol called 𝐸𝐵𝐸𝑅2 [44]. 𝐸𝐵𝐸𝑅2 takes routing
decisions based on depth of the current forwarder as well as depth
of the expected forwarding node. It also considers the energy of the
receiver and the potential forwarders of the receiver when calculating
the holding time. The problem of energy and traffic balancing has been
resolved to some extent; however, the approach of 𝐸𝐵𝐸𝑅2 is far from
perfect and cannot perform balancing successfully.

For example, Fig. 2 shows the routing mechanism of 𝐸𝐵𝐸𝑅2 where
a packet is broadcasted by the source node S and is received by all the
potential forwarders, A, B, . . . , F. Let us assume A and B as competing
forwarders. The weighting depth difference of node A is higher than
that of B. However, according to the forwarding mechanism of 𝐸𝐵𝐸𝑅2,
node B qualifies to advance the communication of the packet. Because,
in addition to the highest residual energy, node B also has larger
number of potential forwarding nodes (PFNs).

The above discussion depicts the following shortcomings of 𝐸𝐵𝐸𝑅2

routing protocol:

1. It only considers the value of residual energy of the current
forwarding node in computing the fitness function value.

2. It always looks for a node having a large number of potential
forwarders and furthers the communication through that node,
which may result in large numbers of duplicate packets in the
near future as no intelligent technique is available to reduce
duplicate packets in dense parts of the network.

3. It fails to select a node having a small number of nodes and a
large average difference among their residual energy.

4. It does not have any successful strategy to balance the unbal-
anced parts of the network.

The fitness function for 𝐸𝐵𝐸𝑅2 is given in Eq. (1). By using the
fitness function value, the node decides on forwarding the packet.
Because, for large value of the fitness function, the holding time value
comes out to be small and vice versa.

𝐹𝐹 =
𝛼𝐻𝑟

𝑠 + (1 − 𝛼)𝐻𝑓
𝑟

1 + 𝐸𝑛𝑒𝑟𝑔𝑦 × 𝑝𝑓𝑛𝑠
(1)
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Table 2
Nomenclature.

Symbol Description

Tid ID of the transmitter node
Rid ID of the receiver node
ThE Minimum energy which enables a node to participate in communication
PFNs Potential forwarding nodes/neighbors of the receiver
PFNsID Represents array of IDs of the PFNs
PFNsThE PFNs having energy greater than ThE
pfns Normalized value of PFNs
𝐸𝑚𝑎𝑥2 Maximum energy in PFNsThE
𝐸𝑑𝑖𝑓𝑓 Differences of energy of the PFNsThE with respect to 𝐸𝑚𝑎𝑥2
CNGs Common neighbors of the transmitter and receiver and having depth less than that of the transmitter
𝐸𝑚𝑎𝑥 Maximum energy in CNGs
𝐸𝑟 Residual energy
FF Fitness function
𝑇𝑟 Transmission range of a node
HT Holding time
𝑉𝑎𝑐𝑜𝑢𝑠𝑡𝑖𝑐 Speed of the acoustic signal
HF Healing factor
𝐸𝐿𝑓 Eligibility function
𝐸𝑡𝑎𝑥 Energy tax
E2ED End-to-End delay
PDR Packet delivery ratio

where,

𝐻𝑟
𝑠 = 𝑠𝑒𝑛𝑑𝑒𝑟𝑑𝑒𝑝𝑡ℎ − 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑑𝑒𝑝𝑡ℎ

𝐻𝑓
𝑟 = 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑑𝑒𝑝𝑡ℎ − 𝑓𝑜𝑟𝑤𝑎𝑟𝑑𝑒𝑟𝑑𝑒𝑝𝑡ℎ

𝐸𝑛𝑒𝑟𝑔𝑦 = 1 −
𝐸𝑟
𝐸𝑖

𝑝𝑓𝑛𝑠 = 1 − 𝑃𝐹𝑁𝑠
𝑁𝐺𝑟

where, 𝐸𝑟 represents the residual energy of the receiver, 𝐸𝑖 is the initial
energy of the receiver, PFNs are the potential forwarding neighbors of
the receiver, and 𝑁𝐺𝑟 is the total number of neighbors of the receiver. It
means that the FF value is directly proportional to 𝐸𝑟 and PFNs, because
for the low value of Energy (alternatively high value of 𝐸𝑟) and PFNs
(alternatively high value of PFNs), the denominator in Eq. (1) results in
a higher number. The highest value FF node is the desired node to be
selected for advancing the packet forwarding process; this is because of
the short holding time, as shown in Eq. (2).

𝐻𝑇 = 𝛽(𝑇𝑟 − 𝐹𝐹 ) (2)

where,

𝛽 =

2𝑇𝑟
𝑉𝑎𝑐𝑜𝑢𝑠𝑡𝑖𝑐

𝛾

Here, 𝛾𝜖(0, 𝑇𝑟], where 𝑇𝑟 is the predefined transmission range and
𝑉𝑎𝑐𝑜𝑢𝑠𝑡𝑖𝑐 is the speed of the acoustic signal. In calculating the weighting
sum of depth difference of the two hops, 𝐸𝐵𝐸𝑅2 uses alpha to give
weightage to the first and second hop neighboring nodes. The value of
alpha remains constant throughout the lifetime of the network. 𝐸𝐵𝐸𝑅2

fails to tune the value of alpha according to the information of the
neighboring nodes. Due to the constant value of alpha, the forwarding
strategy may select a node that is not appropriate for advancing the
communication. This leads to the early death of the network, where a
significant amount of energy still remains.

3.2. Proposed protocol

In this section, we describe our proposed SHEEP protocol and how it
resolves the above-mentioned problems. To achieve balancing of energy
consumption and reduction in duplicate packets, SHEEP embeds more
features in designing the holding time, along with the depth difference

of the current and expected forwarder. SHEEP does not use any con-
stant in the forwarder selection scheme, in contrast to 𝐸𝐵𝐸𝑅2, which
uses alpha to give weightage to the current and expected next-hop
forwarders. For the current hop, SHEEP prioritizes a node of the highest
residual energy and lowest depth to balance energy consumption and
traffic flow among the neighbors. This strategy removes the burden
on a single node and avoids penalizing the highest depth nodes. A
single node is not picked repeatedly due to which the death (means
that the network is no more in a position to communicate) of the
network is postponed. However, the highest residual energy strategy
does not guarantee that the next forwarder will be picked up from a
region where the average difference in residual energy of the neighbors
is high. For this purpose, we embed another feature in designing
the holding time called Healing Factor represented by HF, as shown
in Eq. (3).

𝐻𝐹 =

∑
|𝑁𝐺𝑟 |
𝑘=1 𝐸𝑚𝑎𝑥2−𝐸𝑘

𝑟
|𝑁𝐺𝑟|

𝐸𝑚𝑎𝑥2
(3)

𝐸𝑚𝑎𝑥2 = 𝑀𝑎𝑥(𝐸𝑘
𝑟 |∀𝑘𝜖𝑁𝐺𝑟)

𝐸𝑘
𝑟 = 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 k𝑡ℎ 𝑓𝑜𝑟𝑤𝑎𝑟𝑑𝑒𝑟

𝐸𝑚𝑎𝑥2, 𝐸
𝑘
𝑟 𝜖[0, 𝐸𝑖]

The Healing Factor makes the forwarding scheme more intelligent
for selecting the next forwarder from a region where the average
difference of the residual energy among the neighbors is higher. The
following are the advantages of the HF :

• It always selects the next forwarder from a region where the
average difference of the residual energy among the neighbors
is higher and where the number of forwarding neighbors is low;
in this way, packet collisions and duplicate packets are reduced

• It always looks for the unbalanced parts of the network, as dis-
cussed, where the average residual energy difference among the
neighbors is high. This phenomenon may be called as Treatment
of the unbalanced parts to make them balanced

• It does not pick nodes from a region which is already balanced
• It makes the holding time more intelligent to reduce void holes

in advance by not allowing a packet through the path that results
in packet loss

• It has the ability to distribute traffic along different paths of the
network
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Algorithm 1: Forwarder Selection of SHEEP
Input: Node(m) 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑 𝑃𝐾𝑇 𝑓𝑟𝑜𝑚 Node(n)
𝑇 𝑖𝑑 = 𝑃𝐾𝑇 .𝑡𝑖𝑑
𝑅𝑖𝑑 = Node(m).𝑖𝑑
Output: 𝑁𝑒𝑥𝑡𝑓𝑜𝑟𝑤𝑎𝑟𝑑𝑒𝑟𝐼𝐷
if 𝑆(𝑇 𝑖𝑑).𝑧𝑑 > 𝑆(𝑅𝑖𝑑).𝑧𝑑 ς ς 𝑆(𝑅𝑖𝑑).𝐸 > 𝑇ℎ𝐸 then

if 𝑙𝑒𝑛𝑔𝑡ℎ(𝑆(𝑅𝑖𝑑).𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠) > 0 then
𝑃𝐹𝑁𝑠 = 𝑓𝑖𝑛𝑑([𝑆(𝑆(𝑅𝑖𝑑).𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠).𝑧𝑑] > 𝑆(𝑅𝑖𝑑).𝑧𝑑)
if 𝑙𝑒𝑛𝑔𝑡ℎ(𝑃𝐹𝑁𝑠) > 0 then

𝑃𝐹𝑁𝑠𝐼𝐷 = [𝑆(𝑅𝑖𝑑).𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑃𝐹𝑁𝑠)]
𝑃𝐹𝑁𝑠𝑇ℎ𝐸 = 𝑓𝑖𝑛𝑑([𝑆(𝑃𝐹𝑁𝑠𝐼𝐷).𝐸] > 𝑇ℎ𝐸)
if 𝑙𝑒𝑛𝑔𝑡ℎ(𝑃𝐹𝑁𝑠𝑇ℎ𝐸) > 0 then

𝐸𝑚𝑎𝑥2 = 𝑚𝑎𝑥([𝑆([𝑃𝐹𝑁𝑠𝐼𝐷(𝑃𝐹𝑁𝑠𝑇ℎ𝐸)]).𝐸])
𝐸𝑑𝑖𝑓𝑓 = [𝐸𝑚𝑎𝑥2 − [𝑆([𝑃𝐹𝑁𝑠𝐼𝐷(𝑃𝐹𝑁𝑠𝑇ℎ𝐸)]).𝐸]]
𝐻𝐹 = 1 − (((𝑠𝑢𝑚(𝐸𝑑𝑖𝑓𝑓 ))∕(𝑙𝑒𝑛𝑔𝑡ℎ(𝑃𝐹𝑁𝑠𝑇ℎ𝐸) − 1))∕𝐸𝑚𝑎𝑥2)

𝑡𝑒𝑚𝑝𝐼𝐷𝑠 = 𝑓𝑖𝑛𝑑([𝑆(𝑆(𝑅𝑖𝑑).𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠).𝑧𝑑] > 𝑆(𝑇 𝑖𝑑).𝑧𝑑)
𝐶𝑁𝐺𝑠 = (𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡([𝑆(𝑅𝑖𝑑).𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑡𝑒𝑚𝑝𝐼𝐷𝑠)], [𝑆(𝑇 𝑖𝑑).𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠]))
if 𝑙𝑒𝑛𝑔𝑡ℎ(𝐶𝑁𝐺𝑠) > 0 then

if 𝑙𝑒𝑛𝑔𝑡ℎ(𝑓𝑖𝑛𝑑([𝑆(𝐶𝑁𝐺𝑠).𝐸] > 0)) > 0 then
𝑡𝑒𝑚𝑝𝐸 = 𝑓𝑖𝑛𝑑([𝑆(𝐶𝑁𝐺𝑠).𝐸] > 0)
if 𝑙𝑒𝑛𝑔𝑡ℎ(𝑡𝑒𝑚𝑝𝐸) > 0 then

𝐸𝑚𝑎𝑥 = 𝑚𝑎𝑥([𝑆(𝐶𝑁𝐺𝑠(𝑡𝑒𝑚𝑝𝐸)).𝐸])

𝐸𝐿𝑓 = [((1 − (𝑆(𝐶𝑁𝐺𝑠).𝐸∕𝐸𝑚𝑎𝑥)) ∗ (1 − (𝑆(𝑇 𝑖𝑑).𝑧𝑑 − 𝑆(𝐶𝑁𝐺𝑠).𝑧𝑑)∕𝑇𝑟)) + (1 − 𝑆([𝑃𝐹𝑁𝑠𝐼𝐷(𝑃𝐹𝑁𝑠𝑇ℎ𝐸)])∕𝑇𝑟) ∗ 𝐻𝐹 ]
𝐻𝑇 = [((2 ∗ 𝑇𝑟)∕𝑣) ∗ 𝐸𝐿𝑓 ]
𝑁𝑒𝑥𝑡𝑓𝑜𝑟𝑤𝑎𝑟𝑑𝑒𝑟𝐼𝐷 = 𝑆(𝑚𝑖𝑛(𝐻𝑇 )).𝑖𝑑

Fig. 3. Packet forwarding mechanism of SHEEP.

3.3. Holding time computation

In receiver-based routing, upon receiving a packet, the node holds
it for some time based on certain conditions. This period is called the
holding time during which the node waits for receiving a copy of the
packet it is holding. In case no copy of the packet is received and
the holding time expires, the node broadcasts the packet without any
further delay. The details of the holding time computation of SHEEP
are shown in Algorithm 1.

SHEEP uses the same strategy of calculating the holding time for
every received packet, provided that the node receiving the packet is
in the list of potential forwarders. Unlike opportunistic routing, SHEEP
does not maintain an end-to-end route. In fact, the algorithm is based
upon the local decisions at each receptor node. The memory is cleared
once the forwarder is selected and the packet is transmitted.

Fig. 3 shows the strategy how SHEEP prioritizes the forwarder
to advance the communication process. The source node S has two
potential forwarders: A and B, which are approximately of the same
depth. The holding time, in the case of SHEEP, depends on the value
of the Eligibility Function, mentioned in Eq. (4), represented by 𝐸𝐿𝑓 ;
smaller the value of 𝐸𝐿𝑓 , smaller will be the holding time of the packet,
and vice versa. 𝐸𝐿𝑓 decides whether the node is eligible or not to
forward the packet. The value of 𝐸𝐿𝑓 depends on the receiver’s depth,
next hop forwarder’s depth, residual energy of the receiver, and the
average difference in the residual energy of the potential forwarding
neighbors of the receiver (refer to Eq. (4)). According to the prioritizing
scheme, node B is the selected forwarder for the received packet from
S. This is due to the following reasons: firstly, HF value for B is higher
because the average energy difference in the forwarding region 𝐹𝐵 is
higher as compared to 𝐹𝐴; although average energy is higher in 𝐹𝐴.
Secondly, B has higher residual energy as compared to A. As a result,
the value of 𝐸𝐿𝑓 comes out to be lower, which means that B is eligible
to further forward the packet. On the other hand, A will suppress the
packet transmission after receiving a copy from B.

𝐻𝑇 =
2𝑇𝑟

𝑉𝑎𝑐𝑜𝑢𝑠𝑡𝑖𝑐
× 𝐸𝐿𝑓 (4)

where,

𝐸𝐿𝑓 =
(

1 −
𝐸𝑟

𝐸𝑚𝑎𝑥

)

×
(

1 −
𝐻𝑟

𝑠
𝑇𝑟

)

+

(

1 −
𝐻𝑓

𝑟
𝑇𝑟

)

× (1 −𝐻𝐹 )

𝐸𝑟 represents residual energy of the receiver, 𝑇𝑟 represents trans-
mission range of the receiver, and HF represents the Healing Factor of
the receiver.

4. Simulation and results

In this section, we discuss the simulation setup and analysis of
the results. We also compare the performance of SHEEP with that of
𝐸𝐵𝐸𝑅2.
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Fig. 4. The effect of network size on the total number of data copies forwarded.

4.1. Simulation setup

A three-dimensional area with 𝑋 = 1000 m, 𝑌 = 1000 m, and
𝑍 = 2000 m is considered in our simulation setup. The network size of
100 nodes is considered initially, which is then incremented by 50 until
300 nodes to test the performance in a sparse as well as dense network
scenario. After incrementing by 50, the newly deployed nodes are
deployed randomly without affecting the previously deployed nodes.
Similarly, the transmission range of 600 m to 1000 m is considered to
see how the network performs for different transmission ranges. The
deployment of nodes is random except the source/sink nodes as they
are deployed at the bottom and surface of the sea, respectively. The
network is considered to be homogeneous and each node is given an
initial energy of 60 J.

A dynamic drift of nodes is considered such that the probability
of moving in either direction (left or right) is 0.5, with a speed of
3 m/s. Only horizontal movement is considered because the nodes
cannot move in the vertical direction due to high pressure of water.

The power of 5 W, 158 mW, and 50 mW is considered for sending,
receiving, and ideal state, respectively. Three types of packets are used:
data, neighbor request, and acknowledgment packets. Neighbor request
and acknowledgment packets are of size 48 bits, while the data packet
has a size of 664 bits, with 88 bits header and 576 bits payload size.
The acoustic propagation speed of 1500 m∕s and the data rate of 16 kbps
is considered throughout the simulation of the network. The detailed
results of the simulations are discussed in the following subsections:

4.2. Forwarded copies of data

Figs. 4 and 5 show the forwarded copies of the messages in SHEEP
against 𝐸𝐵𝐸𝑅2. As depicted in the figure, the increase in the network
size increases the forwarded data for both the routing schemes. The
reason is apparent, i.e., with the increase in the number of nodes, the
chances of duplicate packets increase accordingly. In a dense network
scenario, the nodes are close enough to one another due to which
some close neighbors have the smaller holding time difference than the
propagation distance among them.

The duplicate packet may be transmitted due to many reasons,
e.g., when the holding time of the packet finishes before a node can
hear the transmission from some high priority node.

A node may transmit a packet and the highest priority node does
not receive it yet. Poor design of the holding time equation is another
reason for duplicate packets. However, the trend is opposite in case
of varying the transmission range, as shown in Fig. 5. As depicted
in the figure, when the number of nodes is constant, the forwarded
copies of packets decrease with the increase in transmission range for
both SHEEP and 𝐸𝐵𝐸𝑅2. This is because for the higher transmission

range, the node will cover a large area and high packet suppression is
achieved. It is also observed that SHEEP has lower forwarded copies
compared to 𝐸𝐵𝐸𝑅2. This happens mainly due to two reasons; (i) the
design of the fitness function equation in 𝐸𝐵𝐸𝑅2 cannot successfully
increase the holding time difference among the neighbors because
it simply takes residual energy of the receiver and places it in the
fitness function equation. There is no information available about the
difference of the residual energy among neighbors on the second hop,
due to which the routing scheme is unable to pick the forwarder from a
region where the difference in the residual energy among neighbors is
high, as done in SHEEP. The advantage of selecting the forwarder from
a high difference residual energy region is that the holding difference
will be high among the neighbors and the chances of duplicate packets
will be small. (ii) 𝐸𝐵𝐸𝑅2 looks for a dense region to pick a forwarder
from; however, no intelligent technique is available to reduce duplicate
packets in that region in contrast to SHEEP, which selects the forwarder
from a region having a small number of nodes but with high average
difference among their residual energy.

4.3. Energy consumption and energy tax

Energy Consumption refers to the sum of the transmission energy,
receiving energy, ideal state energy, and processing energy, while
Energy Tax is the total energy consumption per node on the successful
delivery of a packet from source node to the destination node, as
calculated in Eq. (5). It is represented by 𝐸𝑡𝑎𝑥. Mathematically,

𝐸𝑡𝑎𝑥 =
𝑇 𝑜𝑡𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛

𝑁𝑜𝑑𝑒𝑠 × 𝑃𝑎𝑐𝑘𝑒𝑡𝑠
(5)

Energy Consumption: Energy consumption comparison of SHEEP with
𝐸𝐵𝐸𝑅2 is shown in Figs. 6 and 7 on varying the node number and
transmission range, respectively. It is observed that the energy con-
sumption of the network increases as the simulation time progresses
for both SHEEP and 𝐸𝐵𝐸𝑅2. The graph becomes straight at the end of
the simulation time because most of the nodes deplete at this stage and
there is no energy left to consume. The energy consumption increases
when the network size is increased and vice versa. This is because of
the forwarding copies of data, as discussed in Section 4.2. However,
no significant change is observed in the case of varying transmission
ranges.

SHEEP consumes lower energy compared to 𝐸𝐵𝐸𝑅2 on every point
of the simulation time. This is because of the energy balancing tech-
nique used in SHEEP that prioritizes a forwarder, which can result in
maintaining the balanced energy consumption throughout the network
life. The percentage improvement in energy consumption increases
with the network size because of the fact that 𝐸𝐵𝐸𝑅2 always selects the
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Fig. 5. The effect of transmission range on the total number of data copies forwarded.

Fig. 6. The effect of network size on energy consumption.

Fig. 7. The effect of transmission range on energy consumption.

node having many potential forwarding nodes. Therefore, in a denser
network, the chances of duplicate packets will be high, in contrast to
SHEEP, which selects the forwarder from a region where the transmitter
node can suppress its neighbors by a large difference in the holding
time. In addition, SHEEP consumes relatively less energy due to the
reduced number of duplicate packets. This point is also discussed
in Section 4.2 in detail. However, the behavior of both the routing

schemes is almost the same for 100 nodes because 𝐸𝐵𝐸𝑅2 can perform
great in a sparse network scenario (see Table 3).

Energy Tax: The comparison of SHEEP against 𝐸𝐵𝐸𝑅2 is shown in
Figs. 8 and 9. It is observed that the 𝐸𝑡𝑎𝑥 of SHEEP is less than that
of 𝐸𝐵𝐸𝑅2 in case of sparse and dense networks as well as for small
and large transmission ranges. This is because SHEEP carries out much
more successful deliveries on a relatively small energy consumption as
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Fig. 8. Energy Tax with varying network size.

Fig. 9. Energy Tax with varying transmission range.

Table 3
Energy Consumption (%) improvement of SHEEP in comparison to 𝐸𝐵𝐸𝑅2.
𝑇𝑟 100 nodes 150 nodes 200 nodes 250 nodes 300 nodes

600 m 3.1% 3.0% 5.7% 5.8% 7.2%
800 m 2.9% 2.8% 4.2% 4.8% 5.1%
1000 m 5.7% 7.1% 9.4% 7.1% 10%

Avg-Imp 3.9% 4.3% 6.4% 5.9% 7.4%

Table 4
Energy Tax (%) improvement of SHEEP in comparison to 𝐸𝐵𝐸𝑅2.
𝑇𝑟 100 nodes 150 nodes 200 nodes 250 nodes 300 nodes

600 m 10.6% 11.4% 9.5% 11.5% 11.7%
800 m 9.4% 11.4% 12.3% 10.4% 11.3%
1000 m 17.1% 17.4% 20% 17.2% 20.9%

Avg-Imp 12.3% 13.4% 13.9% 13.0% 14.6%

compared to the counterpart 𝐸𝐵𝐸𝑅2, which consumes a large amount
of energy on relatively small number of successful deliveries. Also, the
𝐸𝑡𝑎𝑥 increases with increase in the network size for a given transmission
range. This is due to the increasing energy consumption, or alterna-
tively, the increased number of forwarded data copies, resulting in
higher energy consumption (see Table 4).

4.4. Packet delivery ratio

PDR is the ratio of the total number of successful packets delivered
to the total number of packets generated at the source node, as given
in Eq. (6). It is represented mathematically as follows:

𝑃𝐷𝑅 =
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝑝𝑎𝑐𝑘𝑒𝑡𝑠
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑝𝑎𝑐𝑘𝑒𝑡𝑠

(6)

In this part, we discuss PDR to see how the network performs in
terms of data delivery when SHEEP is used as a routing scheme.

Figs. 10 and 11 show the PDR comparison of SHEEP with 𝐸𝐵𝐸𝑅2

on varying number of nodes and transmission range, respectively. It is
observed that SHEEP has a higher PDR than that of 𝐸𝐵𝐸𝑅2 for varying
node numbers or transmission range. The reasons are as follows: Firstly,
the forwarded copies of data are higher in case of 𝐸𝐵𝐸𝑅2, as discussed
in Section 4.2, due to which a higher amount of network energy is
consumed as compared to SHEEP, and hence the network dies in a
relatively smaller interval of time and is unable to perform data deliv-
ery anymore. Figs. 16 and 17 show that the average operational time
for the proposed scheme is higher than that of 𝐸𝐵𝐸𝑅2. In addition, a
higher number of dead nodes are created in the case of 𝐸𝐵𝐸𝑅2, which
is also a reason for the early death of the network. Secondly, due to
a higher amount of forwarded copies of data, the chances of packet
collision are higher for 𝐸𝐵𝐸𝑅2 and a significant number of packet
loss occurs, which results in decreased PDR. However, PDR is slightly
decreased in the dense network scenario for both SHEEP and 𝐸𝐵𝐸𝑅2.
The reason is apparent; the forwarded copies of data increase in the
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Fig. 10. The effect of network size on packet delivery ratio.

Fig. 11. The effect of transmission range on packet delivery ratio.

Table 5
PDR (%) improvement of SHEEP in comparison to 𝐸𝐵𝐸𝑅2.
𝑇𝑟 100 nodes 150 nodes 200 nodes 250 nodes 300 nodes

600 (m) 11% 10% 15% 13% 11%
800 (m) 10% 10% 13% 10% 10%
1000 (m) 16% 16% 12% 17% 18%

Avg-Imp 12.3% 12% 13.3% 13.3% 13%

dense network, resulting in high collision and packet losses, eventually
leading to decreased PDR (see Table 5).

4.5. Dead nodes

If the node energy falls below the ThE (refer to Table 2) and cannot
perform transmission anymore, the node is said to be dead. A void hole
is created where a sensor node dies. Due to void holes, a large number
of packet losses occur, or the packets are unable to move further in the
network. Dead nodes are also a significant part of the simulation.

Fig. 14 shows the average number of dead nodes when the network
size varies but transmission range is kept fixed. It is observed that the
dead nodes increase with the network size for a single transmission
range. This is because, with the higher network size, the number
of participating nodes increases in order to continue the forwarding
process. SHEEP has fewer dead nodes compared to 𝐸𝐵𝐸𝑅2 for all

sizes of the network. This is because of the holding time calculation
approach of SHEEP that enables the routing scheme to successfully
balance the usage of nodes for the forwarding process. This results in
a large number of nodes that remain alive as compared to 𝐸𝐵𝐸𝑅2.

Fig. 15 shows the average number of dead nodes with varying
transmission range for fixed network size. The increasing transmission
range does not have a significant effect on the number of dead nodes
because the network size remains the same. However, with the increase
in network size, the number of dead nodes increases accordingly, as
discussed above.

Figs. 12 and 13 show the network performance in terms of dead
nodes as the simulation time progresses. It is observed that the nodes
start to deplete earlier in the case of 𝐸𝐵𝐸𝑅2 as compared to SHEEP.
As discussed in Section 4.3, a higher amount of energy is consumed
in case of 𝐸𝐵𝐸𝑅2 due to the higher number of forwarded copies of
data packets, which is the reason why nodes start to die earlier as
compared to SHEEP. This is due to the effective balancing technique
embedded in the holding time calculation of SHEEP, which always
selects the forwarder from a region of unbalanced residual energy to
make it balanced by the use of healing factor. As a result, the network
remains alive for a longer period of time and performs with higher
number of deliveries, as discussed earlier in Section 4.4. The healing
factor greatly contributes to the prolongation of the network lifetime.
In contrast, 𝐸𝐵𝐸𝑅2 just selects a forwarder of higher residual energy
and fails to consider the difference of energy among the neighbors.
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Fig. 12. The effect of simulation time on dead nodes with varying number of nodes.

Fig. 13. The effect of simulation time on dead nodes with varying transmission range.

Fig. 14. The effect of network size on dead nodes.

4.6. Average operational time

Figs. 16 and 17 show the average operational time of SHEEP and
𝐸𝐵𝐸𝑅2 for different network sizes and transmission ranges, respec-
tively. Operational time is defined as the time passed to receive the
last data packet by any of the sink nodes. It depends on the network

lifetime, i.e., the operational time increases with the lifetime of the
network and vice versa. It is observed that the average operational time
of SHEEP is longer than 𝐸𝐵𝐸𝑅2. This is because of the high energy
consumption in case of 𝐸𝐵𝐸𝑅2. The high energy consumption is the
result of more forwarded packets, as discussed in Section 4.3. Such
higher consumption of energy forces the nodes to deplete earlier as

157



M. Ismail, H. Qadir, F.A. Khan et al. Computer Communications 210 (2023) 147–162

Fig. 15. The effect of transmission range on dead nodes.

Fig. 16. The effect of varying network size on operational time.

Fig. 17. The effect of varying transmission range on operational time.

compared to SHEEP and the network cannot survive for a longer period
of time, as discussed in Section 4.5.

Fig. 16 shows that the increase in the network size has no significant
effect on the operational time of the network in case of SHEEP. This is
because of the energy balancing strategy, which has the capability of
balancing the unbalanced parts of the network, even in a dense network
scenario, by embedding the healing factor in the Eligibility Function.

On the other hand, the average operational time in case of 𝐸𝐵𝐸𝑅2

decreases with an increase in the network size. This is because 𝐸𝐵𝐸𝑅2

always selects a node from large number of potential forwarding nodes
in its transmission range, due to which duplicate packet generation rate
increases. This results in higher energy consumption and earlier death
of the network. However, the average operational time of SHEEP has
slightly increased with an increase in the transmission range of the
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Fig. 18. Number of hops with varying network size.

Fig. 19. Number of hops with varying transmission range.

nodes. All the results described in this section demonstrate the stability
of the network for varying node density and transmission range for
SHEEP in UWSNs.

4.7. End to End delay (E2ED)

It is the time a packet needs to reach from the source to the
destination node or sink. It includes transmission time, receiving time,
and propagation delay. This subsection consists of a detailed discussion
about the comparison of the E2ED for both the routing schemes.
Figs. 20 and 21 show the E2ED of SHEEP and 𝐸𝐵𝐸𝑅2 for varying
number of nodes and transmission range, respectively. The E2ED of the
proposed scheme is lesser than 𝐸𝐵𝐸𝑅2 for various network sizes as well
as transmission ranges. This is because of the higher energy consump-
tion in case of 𝐸𝐵𝐸𝑅2. It forwards the packets through denser paths of
the network, which causes higher unwanted packet broadcasting due
to which some parts of the network die earlier. In order to continue
the communication, the packets have to follow some other longer path
towards the sink. In this way, the number of hops increases to reach
the destination or sink node (see Table 6).

Figs. 18 and 19 depict the number of hops for the two protocols
(SHEEP and 𝐸𝐵𝐸𝑅2) on varying network size and transmission range,
respectively. SHEEP has lower number of hops compared to 𝐸𝐵𝐸𝑅2.
The balancing technique contributed greatly to reduce the delay in
SHEEP because the network stays alive for a longer period of time and
the shortest path remains till the end of the network. The communi-
cation does not need to continue through the longer path as in case
of 𝐸𝐵𝐸𝑅2. This is because all parts of the network almost die at the
same point in time. The lesser number of hops in case of SHEEP also
contributed to the decrease in energy consumption.

Table 6
E2ED (%) improvement of SHEEP in comparison to 𝐸𝐵𝐸𝑅2.
𝑇𝑟 100 nodes 150 nodes 200 nodes 250 nodes 300 nodes

600 m 10% 10% 8.8% 10.5% 15.7%
800 m 12.7% 18.7% 12.3% 18.5% 21.8%
1000 m 15.6% 15.7% 12.5% 12.8% 18.8%

Avg-Imp 12.7% 14.8% 11.2% 13.9% 18.7%

4.8. Control overhead

Control overhead or routing overhead occurs due to the redundant
packets (acknowledgment and neighbor request packets in case of
SHEEP). By exchanging these small packets, nodes can keep updated
information about their neighbors. These packets are generated once
for a complete round of the simulation. To find the control overhead
of SHEEP, we compare the processing time of the redundant packets
(acknowledgment and neighbor request) and data packets. Fig. 22
shows the number of redundant packets in comparison to data packets,
while Fig. 23 shows the total duration occupied by the redundant and
data packets. It can be observed that only a small percentage of the
processing time is occupied by the redundant packets because the size
of the redundant packets is very small as compared to the data packets.

5. Conclusion and future work

This paper presented a novel routing protocol called Shifted En-
ergy Efficiency and Priority (SHEEP) for Underwater Wireless Sensor
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Fig. 20. The effect of varying network size on end-to-end delay.

Fig. 21. The effect of transmission range on end-to-end delay.

Fig. 22. Total number of generated packets in SHEEP protocol.

Networks (UWSNs). The architecture of SHEEP is based on the state-
of-the-art Energy Balanced Efficient and Reliable Routing (𝐸𝐵𝐸𝑅2)
protocol as it positively shifts its energy efficiency level and other
performance metrics while focusing more on energy efficiency. It priori-
tizes a node based on the residual energy and average energy difference

among the expected forwarders, called the Healing Factor. Extensive
simulations of our proposed protocol were performed in various scenar-
ios and the results obtained show that SHEEP has successfully reduced
the forwarded copies of data, network energy consumption, End-to-
End-Delay (E2ED), and 𝐸𝑡𝑎𝑥. In addition, it also increased the Packet
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Fig. 23. Total duration occupied by redundant and data packets.

Delivery Ratio (PDR) and the network lifetime. We have also performed
the quantitative analysis, which shows a significant improvement in
network performance when SHEEP is used as a routing protocol. How-
ever, the forwarded copies of data are more in the dense network
(though these are still lower than those produced by 𝐸𝐵𝐸𝑅2) due to
which the average operational time of the network is reduced.

In future, the performance of SHEEP can be improved by embedding
these important features in the routing scheme to make the operational
time stable irrespective of the size of the network.
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