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Abstract

We investigate the role of financial uncertainty in forecast-

ing aggregate stockmarket returns. Our results suggest that

financial uncertainty, along with its change, are more pow-

erful predictors of excess US monthly stock market returns

than14macroeconomic predictors commonly used in the lit-

erature. Financial uncertainty is shown to outperform short

interest, which has been suggested to be the strongest

known predictor of the equity risk premium. These results

persist using robust econometric methods in-sample, and

when forecasting out-of-sample.
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1 INTRODUCTION

The efficient market hypothesis dictates that stock returns should not be forecastable using publicly available

information. However, certain variables from valuation ratios, to the output gap, appear to be able to predict future

returns1. A critique of much of the previous literature is the lack of out-of-sample predictability that stems from such

predictor variables (Goyal &Welch, 2008). Despite this, there are a small number of exceptions, for example, Rapach

et al. (2016), find that short interest can forecast the returns of the S&P 500 over the period 1978–2014, both in- and

out-of-sample2.
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2 HENRY ET AL.

In this paper, we uncover two powerful new predictors ofmonthly stockmarket returns in theUnited States, finan-

cial uncertainty and its change.Weshowthat financial uncertainty and its change arepowerful predictors of the equity

risk premium, outperforming a host of previously suggested predictor variables when using in-sample and out-of-

sample tests and at short and long horizons. Our results suggest that the change in financial uncertainty is arguably

the strongest known predictor variables to date.

Our analysis proceeds as follows. We begin with a predictive regression framework which relates measures of

uncertainty to monthly excess returns of the S&P 500 over a period 1973:01 to 2021:12. To measure uncertainty, we

utilise the financial uncertainty index provided by Ludvigson et al. (2021)3. Following the conventional view that pre-

dictability increases with the horizon4, we also assess these relationships with long-horizon predictive regressions.

In order to alleviate any econometric concerns that are common in predictive regressions and exacerbated further

as the horizon increases, our in-sample analysis utilises the IVX-Wald approach developed by Kostakis et al. (2015,

2023). This estimation procedure is robust to the time-series properties of the predictor variables and accounts for

the well-known Stambaugh (1999) bias. Our in-sample results show that, when using both measures of uncertainty

as a predictor of the equity risk premium, we reject the null of no predictability at the 5% level or better, using both

least-squares and the IVX-Wald estimation procedure.

In order to account for the critique that suggests predictive regressions perform poorly out-of-sample, we extend

our analysis with out-of-sample tests and provide evidence of out-of-sample R2 statistics of over 5%, far greater than

current known predictors of the stock market. To the best of our knowledge, we are first to document positive out-

of-sample tests when forecasting aggregate stock market returns with a financial uncertainty index. Bali et al. (2017)

investigate the role of economic uncertainty in the cross-section, finding that stockswith lowuncertainty betas gener-

ate up to 6% annualised risk-adjusted return. Gao et al. (2019) extend the cross-sectional research to the UKmarket,

again finding that economic uncertainty has significant power in the cross-sectional pricing of returns. Other authors

who have considered economic uncertainty when forecasting stock market returns tend to favour economic policy

uncertainty, see Brogaard and Detzel (2015) and Phan et al. (2018). Compared with economic policy uncertainty, our

uncertainty measures appear to be much stronger predictors out-of-sample, we also document predictability at the

longer-horizons. Previous research, for example, Megaritis et al. (2021) has highlighted the usefulness of macroeco-

nomic uncertainty of Jurado et al. (2015) and financial uncertainty of Ludvigson et al. (2021) both in- an out-of-sample

when forecasting stockmarket volatility.

We present evidence that suggests that the information about future stock returns impounded in financial uncer-

tainty differs from that contained in the short interest data. While the residuals from the short interest predictive

regressions can be explained by the financial uncertainty variables, the converse is not the case. This difference is

important for agents seeking tomake predictive inference about future returns.

In addition, we also compare the uncertainty predictor variables against the set of 14 macroeconomic variables

used in Goyal and Welch (2008). At the 1-month horizon, in no part of our analysis do any of these variables out-

performeither of the uncertaintymeasures in termsof in-sample andout-of-sample tests.Weobtain larger t-statistics

andR2’s in-sample and larger out-of-sampleR2 statisticswhencomparing the forecastingperformanceof the variables

against the historical average. It is also the case that the uncertainty predictor variables are not strongly correlated to

any of the Goyal andWelch (2008) predictor variables or short interest, signalling some ‘new’ information.

Why does financial uncertainty forecast aggregate stockmarket returns? Throughout our analysis, we find that the

uncertainty measures are negatively related to future stock market returns. It may be the case that our results are

driven by an agent’s risk preferences driving transfers of wealth in periods of high uncertainty away from stocks to

less risky assets. Bali et al. (2017) suggest if an investor’s preferences are dispersed in periods of high uncertainty, this

heterogeneity may lead pessimistic investors who have a relatively high risk aversion against uncertainty to ‘cease or

reduce participation in the stock market’. We provide further support for this mechanism by showing that the uncer-

tainty indices are positively related to government treasury bills5. In addition, Rapach and Zhou (2013) suggest that,

theoretically, asset returns are functions of state variables of the real economyand state variables that track economic

conditions should help to forecast returns. Several studies have shown that aggregate uncertainty is a relevant state
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HENRY ET AL. 3

variable6. In periods of heightened uncertainty, economic agents are more likely to be conservative in their invest-

ment and reduce their future consumption. This suggests that time-varying shocks to economic uncertainty are linked

to real activity and asset prices (Bloom, 2009; Jurado et al., 2015). In this regard, several studies have shown the sig-

nificance of economic uncertainty on asset pricing in cross-sectional stock returns (see, e.g., Ozoguz, 2009; Anderson

et al., 2009; Bali et al., 2017). Analysing the effect of uncertainty on aggregate stockmarket returns, however, appears

to have been overlooked by the previous literature.

In sum, theevidence supports theview that themeasuresof financial uncertainty are important predictors of future

stockmarket returns both in and out-of-sample. Our out-of-sample tests are careful to only use information available

to researchers at the time of the forecast, therefore these results not only provide an interesting empirical finding,

but are also useful for market agents who forecast excess stock market returns. The transferability of stock return

predictability across the literature suggests that improved return forecasts are also important for various applications,

from improving asset pricingmodels to economic modelling.

The rest of thepaper is organisedas follows: Section2describes thedata; the third section reports themethodology

and results; the forth a comparison of uncertainty and short interest as predictors of stock market returns; in the

penultimate section, we compare financial uncertainty to alternativemeasures; the fifth section concludes the paper.

2 DATA

Continuously compounded monthly returns for the US S&P 500 (rt) and 14 stock market predictors were collected

from Amit Goyal’s website7. The 14 variables are as follows: log dividend-price ratio (DP), log dividend yield (DY), log

earnings price ratio (EP), log dividend earnings ratio (DE), excess return volatility (RVOL), book-to-market ratio (BM),

net equity expansion (NTIS), treasury bill rate (TBL), long-term yield (LTY), long-term return (LTR), term spread (TMS),

default yield spread (DFY), default return spread (DFR) and inflation (INF).

The financial uncertainty index of Ludvigson et al. (2021) was collected from Sydney Ludvigson’s website. Jurado

et al. (2015), inter alia, find volatility in financial markets can vary over time possibly due to changes in leverage and/or

risk aversion/sentiment. In similar fashion, the cross-section of company’s profits, sales and productivity tends to fluc-

tuate over the business cycle due to heterogeneity in the business activity of firms. To allow for fluctuations that are

not driven by the business cycle, we employ the financial uncertainty index introduced by Ludvigson et al. (2021).

The dataset primarily contains 147 financial time series such as: valuation ratios such as the dividend-price ratio and

earnings-price ratio, growth rates of aggregate dividends and prices, default and term spreads, yields on corporate

bonds of different rating grades, yields on treasuries and yield spreads and a broad cross-section of industry, size,

book-market and momentum portfolio equity returns8. Financial uncertainty (UF) is measured using the level of the

respective uncertainty index. The change in financial uncertainty (ΔUF) is measured as (log(UF,t+1∕UF,t))
9. Consistent

with the previous literature, we attempt to forecast the value-weighted log-returns of the S&P 500 index in excess

of the 1-month treasury bill rate. Table 1 provides summary statistics for our 16 predictor variables and the excess

log-returns of the S&P 500. All data are collected for the period 1978:01 to 2021:12.

Rapach et al. (2016) suggest that short interest (SI) is arguably the strongest known predictor of aggregate stock

market returns to date. We update their measure of short interest that finishes in 2014:12. However, short interest

data are only available from 1978:01 and we collect all data to match this sample period10. Following directly from

Rapachet al. (2016), using data fromCompustat andCRSP,we calculate a ratio of short interest,which is thenumberof

shares held short divided by the number of shares outstanding. To alleviate any liquidity concerns, stocks with a share

price of less than $5 per share are excluded along with stocks below the fifth percentile on the NYSE, data on this are

provided on Kenneth French’s data library. In addition to this, we also construct a short interest measure which only

uses data from S&P 500 constituents, (SI500). The construction is of a similar fashion to the SI variable. Rapach et al.

(2016) discuss the trending nature of these short interest variables and suggest the use of detrendedmeasures, which

we follow in this paper11.
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4 HENRY ET AL.

TABLE 1 Summary statistics.

Predictor Mean Median Max Min Std.

DP −3.719 −3.862 −2.753 −4.524 0.429

DY −3.711 −3.851 −2.751 −4.531 0.429

EP −2.925 −2.950 −1.899 −4.836 0.468

DE −0.794 −0.850 1.380 −1.244 0.341

RVOL 0.146 0.140 0.317 0.055 0.051

BM 0.415 0.320 1.207 0.121 0.261

NTIS 0.004 0.007 0.046 −0.056 0.020

TBL 4.250 4.310 16.300 0.010 3.647

LTY 6.298 5.935 14.820 0.620 3.224

LTR 0.711 0.665 15.230 −11.240 3.198

TMS 2.048 2.105 4.550 −3.650 1.465

DFY 1.070 0.940 3.380 0.550 0.449

DFR 0.015 0.050 7.370 −9.760 1.574

INF 0.286 0.273 1.521 −1.915 0.367

SI 0.000 0.120 2.738 −3.000 1.000

SI500 0.000 −0.175 5.219 −2.190 1.000

UF 0.903 0.880 1.546 0.637 0.165

ΔUF 0.000 −0.001 0.154 −0.141 0.034

r 0.006 0.010 0.122 −0.248 0.044

Note: This table reports the summary statistics for the 14 Goyal andWelch (2008) predictors, short interest and an updated

measure of short interest which only includes S&P 500 constituents, the two uncertainty measures that we consider in this

study, see Ludvigson et al. (2021) and the excess log-returns of the S&P 500 (r) over a period 1978:01 to 2021:12. Data come

for the macroeconomic variables come from Amit Goyal’s website, for the short interest variables COMPUSTAT and CRSP

and the uncertaintymeasures from Sydney Ludvigson’s website.

Rapach et al. (2016) argue that if a predictor contains a significant amount of new information, it should not be

highly correlated with any other predictors. This is evident with the change of the financial uncertainty index, where

no correlation in excess of 0.256 is found. While there are larger correlations with the level of the financial uncer-

tainty index, the largest (in magnitude) is 0.693 between the financial uncertainty index and RVOL. Table 2 shows the

correlations between the uncertainty variables (17–18), the 14 stock market predictors (1–14) and the short interest

variables (15–16) (see Figure 1).

3 METHODOLOGY AND RESULTS

3.1 In-sample analysis

We estimate the following univariate predictive regression12 for each of the stock market predictors, which is the

standard framework in a stock return predictability setting,

rt = 𝛼i + 𝛽iXi,t−1 + eit (1)
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HENRY ET AL. 5

TABLE 2 Pairwise correlation.

Predictor UF 𝚫UF

DP −0.043 −0.019

DY −0.064 −0.052

EP −0.289 0.068

DE 0.341 −0.117

RVOL 0.693 −0.256

BM 0.010 −0.008

NTIS −0.137 −0.076

TBL −0.020 0.070

LTY −0.043 0.028

LTR 0.067 0.003

TMS −0.047 −0.113

DFY 0.413 −0.132

DFR −0.065 −0.242

INF −0.027 0.093

SI 0.192 0.108

SI500 0.430 0.013

UF – 0.107

ΔUF 0.107 –

Note: This table displays the Pearson correlation coefficients for the 14 Goyal and Welch (2008) predictors and two short

interest variables against the uncertainty four uncertaintymeasures.

F IGURE 1 The figure shows the time series of fianncial uncertainty. The two largest peaks being ‘BlackMonday’
and the ‘2008Global Financial Crisis’. Shaded areas are NBER recessions, data spans 1960:08 to 2021:12. [Color
figure can be viewed at wileyonlinelibrary.com]
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6 HENRY ET AL.

TABLE 3 Univariate predictive regressions, in-sample.

Predictor 𝜷i,LS ti,LS p-value 𝜷i,IVX IVX-Wald p-value R2
LS

Period: 1978:01 to 2021:12

DP 0.004 (0.938) [0.348] 0.008 (0.829) [0.363] 0.167

DY 0.005 (1.016) [0.310] 0.008 (1.122) [0.289] 0.196

EP 0.003 (0.622) [0.534] 0.005 (1.192) [0.275] 0.074

DE 0.002 (0.324) [0.746] 0.001 (0.054) [0.816] 0.020

RVOL 0.055 (1.476) [0.140] 0.052 (1.830) [0.176] 0.413

BM 0.002 (0.315) [0.753] 0.009 (0.327) [0.567] 0.019

NTIS 0.002 (0.021) [0.984] 0.034 (0.113) [0.736] 0.000

TBL −0.001 (−1.375) [0.169] −0.001 (1.720) [0.190] 0.359

LTY −0.001 (−1.283) [0.199] −0.001 (1.648) [0.199] 0.313

LTR 0.001 (1.189) [0.234] 0.001 (1.252) [0.263] 0.269

TMS 0.001 (0.600) [0.549] 0.001 (0.2000) [0.654] 0.068

DFY −0.001 (−0.137) [0.891] −0.001 (0.095) [0.758] 0.004

DFR 0.003 (2.082) [0.037] 0.003 (4.267) [0.039] 0.819

INF 0.004 (0.748) [0.455] 0.005 (0.747) [0.388] 0.106

SI −0.005 (−2.358) [0.018] −0.005 (5.807) [0.016] 1.048

SI500 −0.211 (−1.12) [0.263] −0.200 (0.632) [0.427] 0.228

UF −0.032 (−2.834) [0.005] −0.033 (8.329) [0.004] 1.507

ΔUF −0.335 (−6.201) [0.000] −0.329 (36.656) [0.000] 6.825

Note: This table shows the in-sample results fromestimating Equation (1), univariate predictive regressions, rt = 𝛼i + 𝛽iXi,t−1 +
eit , for each of the 14 Goyal and Welch (2008) predictors, the short interest variables and the uncertainty measures of Lud-

vigson et al. (2021). We report, 𝛽LS coefficients, (t-stats) and [p-values] for least-squares estimation and 𝛽IVX , (Wald-stats)

and [p-values] for the robust procedure as in Kostakis et al. (2015, 2023), testing the null hypothesis that 𝛽i = 0 against the

alternative, 𝛽i ≠ 0.

where, rt is the excess return to the S&P 500 and Xi are each of the 18 predictor variables, the 14 Goyal andWelch

(2008) predictors, two short interest predictors, see Rapach et al. (2016), (SI and SI500), the financial uncertainty index

and the log change (UF ,ΔUF).We, therefore, estimate (1) on18occasions usingOLS. The resulting coefficient estimate,

𝛽i, indicates the direction that a given the predictor variable leads stockmarket returns.

It is well known (see Nelson &Kim, 1993, and Stambaugh, 1999, inter alia) that statistical inference can be complex

in the predictive framework displayed in Equation (1). This complexity increaseswith persistent Xi variables andwhen

return shocks are correlated with predictor variable shocks. Accordingly, we also report estimates obtained using

the robust IVX-Wald estimation procedure of Kostakis et al. (2015, 2023). This procedure is robust to the degree of

persistence of the regressors and guards against the well-known Stambaugh (1999) bias.

Table 3 reports the results of in-sample tests over theperiod1978:01 to2021:12 reporting the least-squares𝛽 esti-

mate and its corresponding t-statistic and the p-values associated with the hypothesis test thatH0 : 𝛽 = 0 against the

alternative that HA : 𝛽 ≠ 0. We also report the corresponding estimate and Wald-statistic and p-value from the IVX-

Wald procedure. At the monthly horizon, one variable of the 14 Goyal and Welch (2008) variables are significant at

the 10% level or betterwhenwe estimate using either least squares or IVX-Wald. Short interest (SI) is significant at 5%

level regardless of the estimation procedurewhilst the less informativemeasure, SI500 is never found to be significant.

The uncertainty variables (UF , ΔUF), are both significant 5% level or better regardless of the estimation procedure.

We also consider two additional sub-samples, 1990–2018 and 2000–2018, to address the view that predictability

 14680416, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/fm

ii.12187 by M
anchester M

etropolitan U
niversity, W

iley O
nline L

ibrary on [19/01/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



HENRY ET AL. 7

has lessened in later periods and to assess the robustness of the uncertainty measures overtime. These results are

reported in Table 4. The coefficients related to the uncertainty variables are negative throughout and remain statis-

tically significant at the 5% level or better regardless of the sample period considered. The in-sample R2 statistics

displayed across Tables 3 and 4 are comparable to those of the previous literature, being relatively small, but as is

pointed out by Campbell and Thompson (2008) statistics as low as 0.5% can still produce economically meaningful

results. Rapach and Zhou (2013) argue that excess predictability in the sense of large R2 suggests that either exist-

ing asset pricing models are grossly incorrect or the market is highly inefficient. For the uncertainty variables, we see

larger R2 statistics compared to the 14 Goyal and Welch (2008) variables, with the change in financial uncertainty

producing the largest in-sample R2 statistic of 6.825%. Both of the uncertainty measures produce R2’s well above the

0.5% threshold suggested by Campbell and Thompson (2008), and are larger than the R2’s associated with each of the

14 Goyal and Welch (2008) predictors. We note also that the R2’s associated with the uncertainty measures exceed

those obtained for the short interest measures in each and every sample period considered.

The negative coefficients on the uncertainty variables remain regardless of the sample period chosen, which is con-

sistent with the view that investors may transfer wealth away from stocks in periods of heightened uncertainty. With

the same rationale, we also find that the uncertainty indices are positively related to future treasury bill yields, often

touted as one of themost secure assets in the world13.

We also consider the usefulness of uncertainty as a predictor at longer horizons, that is, we adapt our dependent

variable to be a cumulative sum of returns, rt(h) =
∑h

i=1 rt+i, with h the horizon,

rt(h) = 𝜇i + 𝜆iXi,t−1 + 𝜂it (2)

The long-horizon coefficients, 𝜆i, fromEquation (2) are estimated using the IVX-Wald procedure. Long-horizon results

are reported in Table 5, we see the uncertainty variables remain largely significant across the horizons, but to a less-

ening degree14.We only report results from IVX-Wald in this instance since standardmethods have been shown to be

grossly oversized, as is demonstrated in Kostakis et al. (2015, 2023)15.

3.2 Out-of-sample analysis

To address the critique by Goyal and Welch (2008), among others, that in-sample results are often not useful to an

investor seeking to time the market we also test for out-of-sample predictability. We report the results of the out-of-

sample R2 of Campbell and Thompson (2008). Following the previous literature, see, for example, Rapach and Zhou

(2013), for each predictor variable, we compute a predictive regression forecast of the form,

r̂t+1 = 𝛼̂it + 𝛽itXi,t, (3)

where, 𝛼i and 𝛽i, are the least-squares estimates obtained for each of the i predictors as described above.

Equation 3 is re-estimated in an expanding window framework, from the beginning of the sample to month t. This

forecast is compared to the historical average forecast at each point in time.

r̃t+1 = 𝛼̂t =
1
T

T∑

t=1

rt (4)

This comparison is standard in the stock return predictability literature. The sum of mean squared forecast errors are

compared using the approach of Campbell and Thompson (2008),

R2OS = 1 −

∑
(ri − r̂i)

2

∑
(ri − r̃i)

2
(5)
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8 HENRY ET AL.

TABLE 4 Sub-period results univaraite predictive regressions, in-sample.

Predictor 𝜷i,LS ti,LS p-value 𝜷i,IVX IVX-Wald p-value R2
LS

Period: 1978:01 to 2000:01

DP −0.003 (−0.513) [0.608] −0.001 (0.01) [0.922] 0.101

DY −0.004 (−0.524) [0.600] −0.001 (0.025) [0.874] 0.105

EP −0.001 (−0.188) [0.851] 0.003 (0.089) [0.765] 0.014

DE −0.01 (−0.701) [0.484] −0.014 (0.84) [0.360] 0.188

RVOL 0.052 (0.845) [0.398] 0.046 (0.544) [0.461] 0.273

BM −0.005 (−0.567) [0.571] 0.000 (0.000) [0.995] 0.123

NTIS −0.196 (−1.373) [0.170] −0.172 (1.361) [0.243] 0.717

TBL −0.002 (−1.893) [0.058] −0.002 (3.281) [0.070] 1.355

LTY −0.002 (−1.653) [0.098] −0.002 (2.665) [0.103] 1.036

LTR 0.001 (0.978) [0.328] 0.001 (0.687) [0.407] 0.365

TMS 0.002 (1.148) [0.251] 0.002 (0.959) [0.328] 0.502

DFY 0.001 (0.187) [0.852] 0.001 (0.019) [0.890] 0.013

DFR 0.006 (2.389) [0.017] 0.006 (5.710) [0.017] 2.140

INF −0.006 (−0.695) [0.487] −0.005 (0.342) [0.559] 0.185

SI 0.000 (−0.088) [0.930] −0.004 (0.476) [0.490] 0.003

SI500 0.100 (−0.343) [0.732] −0.002 −1.077 [0.299] 0.052

UF −0.025 (−1.237) [0.216] −0.023 (1.310) [0.252] 0.583

ΔUF −0.306 (−3.948) [0.000] −0.293 (14.015) [0.000] 5.636

Predictor 𝜷i,LS ti,LS p-value 𝜷i,IVX IVX-Wald p-value R2
LS

Period: 2000:01 - 2021:12

DP 0.031 (2.284) [0.022] 0.008 (0.074) [0.786] 1.952

DY 0.035 (2.534) [0.011] 0.015 (0.376) [0.540] 2.393

EP 0.004 (0.567) [0.571] 0.001 (0.023) [0.880] 0.123

DE 0.003 (0.516) [0.606] 0.000 (0.003) [0.958] 0.101

RVOL 0.057 (1.209) [0.227] 0.059 (1.545) [0.214] 0.555

BM 0.079 (1.943) [0.052] 0.021 (0.161) [0.688] 1.420

NTIS 0.149 (0.984) [0.325] 0.309 (3.704) [0.054] 0.368

TBL −0.004 (−2.760) [0.006] −0.003 (1.595) [0.207] 2.826

LTY −0.007 (−3.626) [0.000] −0.008 (6.348) [0.012] 4.778

LTR 0.001 (0.658) [0.511] 0.000 (0.056) [0.814] 0.165

TMS −0.001 (−0.245) [0.806] −0.001 (0.491) [0.484] 0.023

DFY −0.003 (−0.527) [0.598] −0.009 (1.559) [0.212] 0.106

DFR 0.002 (1.116) [0.265] 0.002 (1.549) [0.213] 0.473

INF 0.010 (1.348) [0.178] 0.009 (1.532) [0.216] 0.689

SI −0.005 (−2.476) [0.013] −0.006 (7.544) [0.006] 2.287

SI500 −0.100 (−0.534) [0.593] −0.1000 (−0.433) [0.510] 0.083

UF −0.035 (−2.495) [0.013] −0.028 (3.372) [0.066] 2.321

ΔUF −0.365 (−4.842) [0.000] −0.298 (14.541) [0.000] 8.215

(Continues)
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HENRY ET AL. 9

TABLE 4 (Continued)

Note: This table shows the in-sample results fromestimating Equation (1), univariate predictive regressions, rt = 𝛼i + 𝛽iXi,t−1 +
eit , for each of the 14 Goyal and Welch (2008) predictors, the short interest variables and the uncertainty measures of Lud-

vigson et al. (2021). We report, 𝛽LS coefficients, (t-stats) and [p-values] for least-squares estimation and 𝛽IVX , (Wald-stats)

and [p-values] for the robust procedure as in Kostakis et al. (2015, 2023), testing the null hypothesis that 𝛽i = 0 against the

alternative, 𝛽i ≠ 0, over two sample periods, the first 1978:01 to 2000:01 and the second, 2000:01 to 2021:12.

A positive value of R2OS indicates that the sum of mean-squared forecast errors is less than the sum of the errors

from the historical average forecast. The statistical significance of this test is measured using the Clark and West

(2007) method. The null hypothesis of the test is R2OS ≤ 0 while the alternative hypothesis is, R2OS > 0. These results

are displayed in Table 6. To ensure that our results are not dependent on a single estimation window we employ dif-

ferent initial estimation windows of 100, 200, 264 (half of the full sample) and 300, respectively. Rapach et al. (2016)

argue that approximately 200 observations is a reasonably long initial window to yield accurately estimated param-

eters. The superior results with larger initial windows are in line with the research of Cochrane (2008) who suggests

that in-sample tests aremore powerful because they exploit more information, leading tomore efficient estimates.

The evidence in Table 6 suggests that the out-of-sampleR2OS(%) statistics remain positive for both of the uncertainty

variables.Whenconsidering theout-of-sample forecasts across thehorizons, theperformanceof theuncertaintymea-

sures as predictors deteriorates as the horizon increases, the results for the R2OS across various horizons are reported

in Table 7.

The results in Table 7 highlight the superior out-of-sample forecasting performance of ΔUF in comparison to all

other predictors considered. A plausible reason of why the change in financial uncertainty is a stronger predictor of

themarket is that it may be a bettermeasure of overall market risk. To provide an example, if we consider the financial

uncertainty index, a peak of the data occurs during the 2008 financial crisis (2008:11), uncertainty remains high in the

level past this point, but the change in financial uncertainty would capture a falling of uncertainty and start to provide

investors with a signal that market conditions are improving.

Ludvigson et al. (2021) provide a number of arguments as to why financial uncertainty differs to alternative

types of uncertainty such as macroeconomic uncertainty and Jurado et al. (2015), and economic policy uncertainty

of Baker et al. (2016). Ludvigson et al. (2021) show that positive shocks to financial uncertainty cause a sharp and

persistent decline in real activity, lending support to the idea that heightened financial uncertainty is an exogenous

impulse and creates economic downturns. Whereas the same does not appear to be true for macroeconomic uncer-

tainty and economic policy uncertainty and where positive shocks to these do not appear to cause lower economic

activity. Therefore, it appears than financial uncertainty empirically contains different information to alternative

uncertainty measures.

We compare financial uncertainty to alternative measures of uncertainty (macroeconomic uncertainty (UM) of

Jurado et al. (2015), economic policy uncertainty (EPU), news-based economic policy uncertainty, (nEPU) of Baker

et al. (2016), and US monetary policy uncertainty (MPU) of and Husted et al. (2017) and the respective changes in

the measures, by computing their correlations. The largest correlation in magnitude is between ΔUF and ΔUM, with a

correlation coefficient of 0.412. The low correlation coefficient suggests thatΔUF contains information that is distinct

from alternative uncertainty measures as is suggested in Ludvigson et al. (2021)16.

4 A COMPARISON OF UNCERTAINTY AND SHORT INTEREST AS PREDICTORS OF
EXCESS STOCK RETURNS

Rapach et al. (2016) indicate that short interest (SI) is arguably the strongest known predictor of stockmarket returns.

In the above analysis, we provide two rivals which in certain circumstances appear to outperform short interest both
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10 HENRY ET AL.

TABLE 5 Long-horizon univariate predictive regressions, in-sample.

𝝀i,IVX , (Wald), [p-values]

Predictor/Horizon 1 3 6

DP 0.008 0.009 0.009

(0.829) [0.363], (0.889) [0.346], (0.869) [0.351]

DY 0.008 0.008 0.008

(1.122) [0.289], (1.015) [0.314], (1.022) [0.312]

EP 0.005 0.004 0.003

(1.192) [0.275], (0.637) [0.425], (0.369) [0.544]

DE 0.001 0.004 0.005

(0.054) [0.816], (0.384) [0.536], (0.712) [0.399]

RVOL 0.052 0.044 0.032

(1.83) [0.176], (1.268) [0.26], (0.613) [0.434]

BM 0.009 0.01 0.011

(0.327) [0.567], (0.438) [0.508], (0.487) [0.485]

NTIS 0.034 0.07 0.07

(0.113) [0.736], (0.471) [0.493], (0.434) [0.51]

TBL −0.001 −0.001 −0.001

(1.72) [0.19], (1.100) [0.294], (0.975) [0.323]

LTY −0.001 −0.001 −0.001

(1.648) [0.199], (1.058) [0.304], (0.824) [0.364]

LTR 0.001 0.001 0.003

(1.252) [0.263], (0.96) [0.327], (4.246) [0.039]

TMS 0.001 0.001 0.001

(0.200) [0.654], (0.128) [0.721], (0.203) [0.652]

DFY −0.001 −0.001 0.001

(0.095) [0.758], (0.074) [0.786], (0.074) [0.786]

DFR 0.003 0.001 0.004

(4.267) [0.039], (0.266) [0.606], (2.007) [0.157]

INF 0.005 −0.002 −0.012

(0.747) [0.388], (0.115) [0.734], (1.86) [0.173]

SI −0.005 −0.005 −0.005

(5.807) [0.016], (6.208) [0.013], (5.946) [0.015]

SI500 −0.002 −0.002 −0.006

(0.632) [0.427] (1.269) [0.260] (1.736) [0.188]

UF −0.033 −0.02 −0.011

(8.329) [0.004], (2.875) [0.09], (0.81) [0.368]

ΔUF −0.329 −0.357 −0.337

(36.656) [0.000], (24.404) [0.00], (8.79) [0.003]

(Continues)
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HENRY ET AL. 11

TABLE 5 (Continued)

𝝀i,IVX , (Wald), [p-values]

Predictor/Horizon 12 24 48

DP 0.009 0.009 0.009

(0.932) [0.334], (0.826) [0.364], (0.727) [0.394]

DY 0.009 0.009 0.009

(1.12) [0.29], (0.979) [0.322], (0.877) [0.349]

EP 0.004 0.003 0.003

(0.585) [0.444], (0.241) [0.623], (0.232) [0.63]

DE 0.006 0.016 0.064

(0.678) [0.41], (1.742) [0.187], (3.792) [0.052]

RVOL 0.015 0.002 −0.05

(0.104) [0.748], (0.001) [0.976], (0.137) [0.711]

BM 0.011 0.007 0.006

(0.475) [0.491], (0.16) [0.689], (0.124) [0.725]

NTIS 0.064 0.059 0.059

(0.301) [0.583], (0.155) [0.693], (0.091) [0.763]

TBL −0.001 −0.001 −0.001

(0.867) [0.352], (0.77) [0.38], (0.545) [0.46]

LTY 0 0 0

(0.336) [0.562], (0.057) [0.812], (0.000) [0.991]

LTR 0.004 0.004 0.004

(3.959) [0.047], (0.904) [0.342], (0.607) [0.436]

TMS 0.002 0.003 0.01

(0.926) [0.336], (2.557) [0.11], (4.998) [0.025]

DFY 0.002 0.002 0.004

(0.112) [0.738], (0.085) [0.771], (0.278) [0.598]

DFR 0.004 0.011 0.021

(0.618) [0.432], (2.235) [0.135], (4.508) [0.034]

INF −0.016 −0.014 −0.013

(2.98) [0.084], (1.905) [0.168], (1.542) [0.214]

SI −0.005 −0.003 −0.003

(4.301) [0.038], (1.694) [0.193], (0.85) [0.357]

SI500 −0.002 0.000 0.000

(0.686) [0.407] (0.001) [0.974] (0.001) [0.971]

UF −0.009 −0.012 −0.042

(0.418) [0.518], (0.451) [0.502], (1.374) [0.241]

ΔUF −0.391 −0.394 −0.949

(4.158) [0.041], (1.516) [0.218], (1.783) [0.182]

(Continues)
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12 HENRY ET AL.

TABLE 5 (Continued)

Note: This table shows the in-sample results from estimating Equation (2), univariate predictive regressions, rt(h) = 𝜇i +

𝜆iXi,t−1 + 𝜂it , for each of the 14 Goyal andWelch (2008) predictors, the short interest variables and the uncertainty measures

of Ludvigson et al. (2021).We report,𝛽IVX coefficients, (Wald-stats) and [p-values] for the robust procedure as inKostakis et al.
(2015, 2023) and testing the null hypothesis that 𝜆i = 0 against the alternative, 𝜆i ≠ 0.

in- and out-of-sample. In this section, we attempt to compare the variables in terms of their performance across a

number of measures more thoroughly.

To examinewhether the short interest and the uncertaintymeasures explain stock returns in a heterogenousman-

ner, we estimate several auxiliary regressions. First we regress each of the variables on stock market returns as in

Equation (1), storing the residuals from these regression which we label, êtUF , êtΔ UF , êtSI,. From here, we run a series

of further regressions to see if the short interest variables can explain the residuals from the uncertainty regressions

andwhether the uncertainty variables can explain the residuals from the short interest regressions, results of this are

found in Table 8.

êti = 𝜇 + 𝜃 zit−1 + 𝜂t (6)

With êti, being the estimated residuals from the univariate predictive regressions (1) and zi being one of the short

interest or uncertainty predictors. The results from the auxiliary regressions are reported in Table 8. Significant coef-

ficients from the auxiliary regressions suggest that the uncertainty measures contain different information when

comparedwith the short interest measures.

Effectively, Equation (6) represents a test for the addition of an omitted and significant variable in the various vari-

ants of Equation (1) estimated. On the basis of the significance of the estimates of 𝜃 reported in Table 8, it is clear that

the forecast from the SI regressions could be improved using the various measures of uncertainty. The converse is not

true for the forecast from the financial uncertainty regressions. A LagrangeMultiplier Test for the significance of 𝜃 in

Equation (6) and may be constructed as T.R2 where T is the number of observations (in this case 551) and R2 is the

coefficient of determination in Equation (6). Rejection of the null hypothesis of H0 : 𝜃 = 0 implies that zit−1 should be

added to Equation (1). This test is distributed as 𝜒2 with one degree of freedom. The implication of a significant addi-

tional variable is that zit−1 carries additional informationuseful in forecasting stock returns over andabove theoriginal

explanatory variable, Xi,t−1, in Equation (1). The evidence strongly suggests that UF,t−1 and ΔUF,t−1 contain significant

information about êtSI500 , and êtSI, at the 5% level of confidence or better. In contrast, the null hypothesis ofH0 : 𝜃 = 0

is satisfied for the addition of SI or SI500 to the regressions using both of the financial uncertainty variables.

In sum, these results suggest that the uncertainty measures contain new and important information over that

contained in the Short Interest measures considered by Rapach et al. (2016).

5 CONCLUSION

In this paper, we find that measures of financial uncertainty are statistically significant predictors of future stockmar-

ket returns over the sample period 1978:01 to 2021:12. Following the previous work of Rapach et al. (2016), who

suggest that ‘short interest’ is arguably the strongest known predictor, we provide two rivals. In-sample, we show that

both variables are statistically significant predictors of one-step ahead returns, these results are robust to the time-

series properties of the data, with the relationships persisting when using the IVX-Wald estimation method which

guards against the well-known Stambaugh bias. In-sample, both of our uncertainty measures display stronger perfor-

mancewhen comparedwith14 commonly usedpredictor variables fromacross the literature. Similar to short interest,

the change in financial uncertainty is not highly correlated to the other predictors, signaling some ‘new’ information.
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HENRY ET AL. 13

TABLE 6 Out-of-sample tests, univariate forecast versus historical average, short-horizon.

100 200 264 300

Window R2
OS
, (CW-stats), [p-value’s], initial window as above.

DP −1.288 −0.803 −0.161 −0.799

(−1.332) [0.908] (−0.861) [0.805] (0.141) [0.444] (−1.02) [0.846]

DY −1.49 −0.806 −0.126 −0.713

(−1.291) [0.901] (−0.787) [0.784] (0.214) [0.415] (−0.759) [0.776]

EP −1.164 −0.648 −0.537 −1.655

(−0.555) [0.71] (−0.097) [0.539] (0.041) [0.484] (−0.447) [0.672]

DE −1.708 −1.327 −1.728 −1.719

(−0.703) [0.759] (−0.444) [0.671] (−0.516) [0.697] (−0.321) [0.626]

RVOL −0.132 0.196 0.208 0.784

(0.479) [0.316] (0.952) [0.171] (0.855) [0.196] (1.801) [0.036]

BM −0.813 −0.293 −0.293 −0.211

(−1.815) [0.965] (−1.05) [0.853] (−1.223) [0.889] (−0.849) [0.802]

NTIS −1.403 −1.306 −1.276 −1.403

(−0.34) [0.633] (−1.88) [0.97] (−1.693) [0.954] (−1.557) [0.94]

TBL −1.525 −0.463 −1.154 0.35

(−0.102) [0.54] (−0.021) [0.508] (−1.105) [0.865] (1.031) [0.151]

LTY −0.731 −0.299 −0.999 0.323

(0.063) [0.475] (0.229) [0.409] (−1.178) [0.88] (0.938) [0.174]

LTR −0.475 −0.244 −0.247 −0.099

(−0.321) [0.626] (0.08) [0.468] (0.062) [0.475] (0.272) [0.393]

TMS −1.123 −0.765 −0.655 −0.372

(−0.672) [0.749] (−0.942) [0.827] (−0.617) [0.731] (−0.266) [0.605]

DFY −0.626 −0.842 −0.558 −0.678

(−0.927) [0.823] (−1.316) [0.906] (−0.739) [0.77] (−0.685) [0.753]

DFR −0.771 −2.068 −2.501 −1.304

(0.632) [0.264] (0.152) [0.439] (0.084) [0.467] (0.366) [0.357]

INF −0.29 −0.268 −0.498 −0.216

(−0.415) [0.661] (−0.236) [0.593] (−0.579) [0.718] (−0.06) [0.524]

SI 0.874 2.041 2.246 2.759

(2.217) [0.014] (2.699) [0.004] (2.555) [0.005] (2.503) [0.006]

SI500 −1.351 −1.554 −2.020 −1.172

(−0.12) [0.55] (0.15) [0.44] (−0.26) [0.60] (−0.09) [0.54]

UF 0.25 1.009 1.495 0.033

(1.029) [0.152] (1.195) [0.116] (1.201) [0.115] (0.761) [0.223]

ΔUF 6.9 7.385 7.485 9.746

(3.772) [0.000] (3.397) [0.000] (3.104) [0.001] (3.088) [0.001]

Note: The table reports the R2OS of Campbell and Thompson (2008), using each predictor at the short horizon, h = 1. We also com-

plete the Clark andWest (2007) test of the null hypothesis that H0 : R2OS ≤ 0, versus the alternative, HA : R2OS > 0. Test statistics are in
parentheses and the associated p-value in square brackets. Forecasts are produced in an expanding window manner, with the initial
window shown above. A positive value indicates that the predictor variable produces a lower mean squared error when compared to
the historical average forecast.
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14 HENRY ET AL.

TABLE 7 Out-of-sample tests, univariate forecast versus historical average, long horizon.

1 3 6

Predictor/Horizon R2
OS
, (CW-stats), [p-value’s], initial window 264.

DP 0.141 0.274 −0.374

(0.141) [0.444] (0.274) [0.392] (−0.374) [0.646]

DY 0.214 0.129 −0.469

(0.214) [0.415] (0.129) [0.449] (−0.469) [0.68]

EP 0.041 −0.29 −0.614

(0.041) [0.484] (−0.29) [0.614] (−0.614) [0.73]

DE −0.516 −1.317 −2.157

(−0.516) [0.697] (−1.317) [0.906] (−2.157) [0.984]

RVOL 0.855 0.53 −0.63

(0.855) [0.196] (0.53) [0.298] (−0.63) [0.736]

BM −1.223 −1.174 −1.53

(−1.223) [0.889] (−1.174) [0.88] (−1.53) [0.937]

NTIS −1.693 −2.416 −2.577

(−1.693) [0.954] (−2.416) [0.992] (−2.577) [0.995]

TBL −1.105 −1.466 −1.552

(−1.105) [0.865] (−1.466) [0.928] (−1.552) [0.939]

LTY −1.178 −1.538 −1.784

(−1.178) [0.88] (−1.538) [0.938] (−1.784) [0.962]

LTR 0.062 −0.681 0.23

(0.062) [0.475] (−0.681) [0.752] (0.23) [0.409]

TMS −0.617 −0.694 −0.595

(−0.617) [0.731] (−0.694) [0.756] (−0.595) [0.724]

DFY −0.739 −1.308 −2.029

(−0.739) [0.77] (−1.308) [0.904] (−2.029) [0.978]

DFR 0.084 −1.145 −0.164

(0.084) [0.467] (−1.145) [0.874] (−0.164) [0.565]

INF −0.579 −1.644 0.523

(−0.579) [0.718] (−1.644) [0.95] (0.523) [0.301]

SI 2.555 3.275 3.202

(2.555) [0.005] (3.275) [0.001] (3.202) [0.001]

SI500 −2.020 −5.50 −10.68

(−0.26) [0.60] (0−0.28) [0.61] (−0.48) [0.68]

UF 1.201 0.537 −0.094

(1.201) [0.115] (0.537) [0.296] (−0.094) [0.538]

ΔUF 3.104 3.331 2.048

(3.104) [0.001] (3.331) [0] (2.048) [0.021]

(Continues)
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HENRY ET AL. 15

TABLE 7 (Continued)

Predictor/Horizon 12 24 48

R2
OS
, (CW-stats), [p-value’s], initial window 275.

DP −1.05 −1.115 −0.741

(−1.05) [0.853] (−1.115) [0.867] (−0.741) [0.77]

DY −1.087 −1.132 −0.76

(−1.087) [0.861] (−1.132) [0.871] (−0.76) [0.776]

EP −1.033 −1.751 −1.396

(−1.033) [0.849] (−1.751) [0.96] (−1.396) [0.918]

DE −0.753 0.442 1.125

(−0.753) [0.774] (0.442) [0.329] (1.125) [0.13]

RVOL −1.171 −1.268 −1.734

(−1.171) [0.879] (−1.268) [0.897] (−1.734) [0.958]

BM −1.737 −1.239 −1.01

(−1.737) [0.958] (−1.239) [0.892] (−1.01) [0.843]

NTIS −2.569 −1.497 −0.223

(−2.569) [0.995] (−1.497) [0.933] (−0.223) [0.588]

TBL −1.018 −0.238 −1.288

(−1.018) [0.846] (−0.238) [0.594] (−1.288) [0.901]

LTY −2.194 −1.55 −0.96

(−2.194) [0.986] (−1.55) [0.939] (−0.96) [0.831]

LTR −0.259 −0.382 0.339

(−0.259) [0.602] (−0.382) [0.649] (0.339) [0.367]

TMS 0.32 1.63 2.297

(0.32) [0.375] (1.63) [0.052] (2.297) [0.011]

DFY −1.221 −1.217 0.079

(−1.221) [0.889] (−1.217) [0.888] (0.079) [0.469]

DFR −1.74 −0.629 0.483

(−1.74) [0.959] (−0.629) [0.735] (0.483) [0.315]

INF 0.068 −0.287 0.012

(0.068) [0.473] (−0.287) [0.613] (0.012) [0.495]

SI 2.811 1.484 1.971

(2.811) [0.003] (1.484) [0.069] (1.971) [0.025]

SI500 −17.64 −15.01 −40.34

(−1.170) [0.880] (−1.270) [0.900] (−1.690) [0.950]

UF −0.248 −0.527 −0.765

(−0.248) [0.598] (−0.527) [0.701] (−0.765) [0.778]

𝛿UF 0.775 −0.416 0.714

(0.775) [0.219] (−0.416) [0.661] (0.714) [0.238]

Note: The table reports theR2OS ofCampbell andThompson (2008), using eachpredictor at the longhorizon,hbetween1and60.Wealso

complete theClark andWest (2007) test of the null hypothesis thatH0 : R2OS ≤ 0, versus the alternative,HA : R2OS > 0. Test statistics are
in parentheses and the associated p-value in square brackets. Forecasts are produced in an expanding windowmanner, with the initial
window of 275. A positive value indicates that the predictor variable produces a lower mean squared error when compared to the
historical average forecast.
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16 HENRY ET AL.

TABLE 8 Auxiliary regressions.

Panel A: Least-squares estimation, coefficient, (t-stat), [p-value]

SI SI500 UF 𝚫UF

êtSI −0.034 −0.327

(−3.12) (−5.764)

[0.000] [0.000]

êtSI500 −0.037 −0.334

(−3.446) (−5.886)

[0.001] [0.000]

êtUF
−0.002 0.002

(−1.086) −1.085

[0.277] [0.278]

êtΔUF
−0.002 0.001

(−1.253) −0.592

[0.210] [0.554]

Panel B: IVX-Wald estimation, coefficient, (IVX-Wald), [p-value]

SI SI500 UF 𝚫UF

êtSI −0.033 −0.306

(−9.202) (−27.615)

[0.002] [0.000]

êtSI500 −0.037 −0.316

(−11.602) (−29.469)

[0.001] [0.000]

êtUF
−0.002 0.002

(−0.907) (−1.241)

[0.341] [0.265]

êtΔUF
−0.002 0.001

(−0.867) (−0.503)

[0.352] [0.478]

Panel C: LR test, R2, (LR-stat), [p-value]

SI SI500 UF 𝚫UF

êtSI 1.748 5.716

(9.649) (31.552)

[0.001] [0.000]

êtSI500 2.12 5.946

(11.702) (32.822)

[0.000] [0.000]

êtUF
0.215 0.214

(1.187) (1.181)

[0.202] [0.203]

(Continues)
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HENRY ET AL. 17

TABLE 8 (Continued)

Panel C: LR test, R2, (LR-stat), [p-value]

SI SI500 UF 𝚫UF

êtΔUF
0.286 0.064

(1.57) (0.353)

[0.144] [0.563]

Note: Panel A reports least-squares, coefficients 𝜃, (t-stats) and [p-values], Panel B, IVX-Wald coefficients, (Wald-stats) and

[p-values] from the auxiliary regressions, as in Equation (6). Panel C reports, R2, (LR-statistics) and [p-values] from the LR test

as above. The variables in the left-hand column represent the dependent variables whilst the variables across columns (2)–(7)

are the explanatory variables.

Our evidence strongly suggests that the financial uncertaintymeasures contain new and important information about

future returns over that in the short interest measures.

Out-of-sample tests document statistically significant forecasts, particularly forΔUF , when comparedwith the his-

torical average, which is the standard benchmark in the stock return predictability literature. The results in terms

of out-of-sample R2 are particularly important following the Goyal and Welch (2008) critique that suggests despite

in-sample predictability, predictors of stockmarket returns often fail out-of-sample.

Our results provide insight into the rationale of market agents during periods of high uncertainty. Our uncertainty

measures are negatively related to future stockmarket returns, but positively related to treasury bill yields often seen

as a ‘safe haven asset’. These result suggests a transfer of wealth in periods of high uncertainty. The perceived risk

disparity between stocks and alternative assets in periods of heightened uncertainty appears to lead to a fall in value

in the higher risk assets (see Tables B.1 and B.2).
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ENDNOTES
1See, for example, Cowles (1933), Rozeff (1984), Kothari and Shanken (1997), Campbell and Shiller (1988), Rapach and

Wohar (2005), Ang and Bekaert (2007), Hong et al. (2007), Cochrane (2008), Driesprong et al. (2008), Cooper and Priestley

(2009), McMillan (2014), inter alia. Rapach and Zhou (2013) and Damodaran (2009) provide an overview of the literature.

Other sections of the literature also assess equity premium crashes, see, for example, Lleo and Ziemba (2017).
2These resultswere particularly surprising as return predictability has appeared to decline in later periods (Campbell &Yogo,

2006).
3The financial uncertainty index utilises the same approach as in Jurado et al. (2015) who construct a broad measure of

macroeconomic uncertainty. Preliminary analysis suggests that using macoreconomic uncertainty for prediction yields

poorer results in- and out-of-sample when forecasting excess stockmarket returns.
4See, among others, Cochrane (1997) and Campbell et al. (1997).
5Existing studies, for example, Cao et al. (2005), along with, Epstein and Schneider (2010), provide similar rationale.
6See, for example, Bloom (2009). It is also addressed in Ludvigson et al. (2021) that the uncertainty measures closely track

falls and rises in financial activity, thereby providing further evidence that these are state variables.
7The US return data along with the risk-free rate is originally collected from CRSP, the 14 predictor variables have been

previous suggested by the literature, further details are found in Goyal andWelch (2008) and the appendix of this paper.
8See Sydney Ludvigson’s website for a detailed description of the series used (https://www.sydneyludvigson.com/) – Version

2021:12 collected.
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18 HENRY ET AL.

9Unexpected changes in uncertainty concerns investors about their future investment and consumption, affecting the indi-

rect utility of real wealth and equity prices. Therefore, the use of changes in financial uncertainty is consistent with the

literature. For more details, see, for example, Merton (1973), Chen et al. (1986) and Bali et al. (2020).
10Similar results are produced over the longer sample period 1960:08 to 2022:12, these are shown in Appendix B.
11Due to the trending nature of equalweighted short interest (EWSI), to detrend, the residuals are stored froma linear regres-

sion in the following form, log(EWSIt) = a + b.t + ut , and ut is the detrendedmeasure of short interest (SI). Further details of

the construction are provided in Rapach et al. (2016).
12Whilst the univariate predictive regression is the standard in the stock return predictability literature, seeRapach andZhou

(2013, p. 338),we experimentwith a general-to-specific procedure, startingwith all 18 variables in amultivariate regression

and removing the variablewith the largest p-value from the IVX-Wald procedure until all predictors have a p-value less than
5%. Financial uncertainty and its change remains in the final set of predictors, these results are available upon request.

13We run two regressions in the following form, tbillt = 𝛼 + 𝜙Xt−1,i + vt , where Xi is equal toUF andΔUF , the relevant 𝜙i coeffi-

cients and (t-stats) along with significance levels denotes by ***,**,* 1%, 5% and 10%, when testing the nullH0 : 𝜙 = 0 versus

the alternativeH0 : 𝜙 ≠ 0, are as follows, 0.219 (3.040***) and 0.078 (1.99**).
14 If stock returns can be predicted, the frequency of returns becomes important, the approach by Lioui and Poncet (2019)

shows that predictability can significantly benefit investors, especially at longer horizons.
15Ordinary least squares estimates and relevant statistics corresponding to Table 5 are available upon request.
16Preliminary analysis also suggests that eachmeasure of uncertainty fails to outperformΔUF in in-sample and out-of-sample

predictive regression analysis. These results are available upon request.

REFERENCES

Husted, L., Rogers, J., & Sun, B. (2017). Monetary policy uncertainty [International Finance Discussion paper]. 2017(1215),
1–56.

Anderson, E.W.,Ghysels, E., & Juergens, J. L. (2009). The impact of risk anduncertainty onexpected returns. Journal of Financial
Economics, 94(2), 233–263.

Ang, A., & Bekaert, G. (2007). Stock return predictability: Is it there? Review of Financial Studies, 20(3), 651–707.
Baker, S. R., Bloom, N., & Davis, S. J. (2016). Measuring economic policy uncertainty. Quarterly Journal of Economics, 131(4),

1593–1636.

Bali, T.G., Brown, S. J., &Tang, Y. (2017). Is economicuncertaintypriced in the cross-sectionof stock returns? Journal of Financial
Economics, 126(3), 471–489.

Bali, T. G., Subrahmanyam, A., & Wen, Q. (2020). The macroeconomic uncertainty premium in the corporate bond market.

Journal of Financial and Quantitative Analysis, 56, 1–40.
Bloom, N. (2009). The impact of uncertainty shocks. Econometrica, 77(3), 623–685.
Brogaard, J., & Detzel, A. (2015). The asset-pricing implications of government economic policy uncertainty. Management

Science, 61(1), 3–18.
Campbell, J. Y., Lo, A.W., &MacKinlay, A. C. (1997). The econometrics of financial markets. Princeton University Press.
Campbell, J. Y., & Shiller, R. J. (1988). Thedividend-price ratio andexpectations of futuredividends anddiscount factors.Review

of Financial Studies, 1(3), 195–228.
Campbell, J. Y., & Thompson, S. B. (2008). Predicting excess stock returns out of sample: Can anything beat the historical

average? Review of Financial Studies, 21(4), 1509–1531.
Campbell, J. Y., & Yogo,M. (2006). Efficient tests of stock return predictability. Journal of Financial Economics, 81(1), 27–60.
Cao,H.H.,Wang, T., &Zhang,H.H. (2005).Model uncertainty, limitedmarket participation, and asset prices.Review of Financial

Studies, 18(4), 1219–1251.
Chen, N.-F., Roll, R., & Ross, S. A. (1986). Economic forces and the stockmarket. The Journal of Business, 59, 383–403.
Clark, T. E., & West, K. D. (2007). Approximately normal tests for equal predictive accuracy in nested models. Journal of

Econometrics, 138(1), 291–311.
Cochrane, J. H. (1997).Where is themarket going? Uncertain facts and novel theories. Economic Perspectives, 21, 3–37.
Cochrane, J. H. (2008). The dog that did not bark: A defense of return predictability. Review of Financial Studies, 21(4),

1533–1575.

Cooper, I., & Priestley, R. (2009). Time-varying risk premiums and the output Gap. Review of Financial Studies, 22(7),
2801–2833.

Cowles, A. (1933). Can stockmarket forecasters forecast? Econometrica, 1(3), 309–324.
Damodaran, A. (2009). Equity risk premiums (ERP): Determinants, estimation and implications – a post-crisis update. Financial

Markets, Institutions & Instruments, 18(5), 289–370.
Driesprong, G., Jacobsen, B., &Maat, B. (2008). Striking oil: Another puzzle? Journal of Financial Economics, 89(2), 307–327.
Epstein, L. G., & Schneider, M. (2010). Ambiguity and asset markets. Annual Review of Financial Economics, 2, 315–346.

 14680416, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/fm

ii.12187 by M
anchester M

etropolitan U
niversity, W

iley O
nline L

ibrary on [19/01/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



HENRY ET AL. 19

Gao, J., Zhu, S., O’Sullivan, N., & Sherman, M. (2019). The role of economic uncertainty in UK stock returns. Journal of Risk and
Financial Management, 12(1), 5.

Goyal, A., & Welch, I. (2008). A comprehensive look at the empirical performance of equity premium prediction. Review of
Financial Studies, 21(4), 1455–1508.

Hong, H., Torous,W., & Valkanov, R. (2007). Do industries lead stockmarkets? Journal of Financial Economics, 83(2), 367–396.
Jurado, K., Ludvigson, S. C., & Ng, S. (2015). Measuring uncertainty. American Economic Review, 105(3), 1177–1216.
Kostakis, A., Magdalinos, T., & Stamatogiannis, M. P. (2015). Robust econometric inference for stock return predictability.

Review of Financial Studies, 28(5), 1506–1553.
Kostakis, A.,Magdalinos, T., & Stamatogiannis,M. P. (2023). Taking stock of long-horizon predictability tests: Are factor returns

predictable? Journal of Econometrics, 237(2), 105380.
Kothari, S. P., &Shanken, J. (1997). Book-to-market, dividendyield, andexpectedmarket returns:A time-series analysis. Journal

of Financial Economics, 44(2), 169–203.
Lioui, A., & Poncet, P. (2019). Long horizon predictability: An asset allocation perspective. European Journal of Operational

Research, 278(3), 961–975. Interfaces with Other Disciplines.

Lleo, S., &Ziemba,W. T. (2017).Does the bond-stock earnings yield differentialmodel predict equitymarket corrections better

than high P/Emodels? Financial Markets, Institutions & Instruments, 26(2), 61–123.
Ludvigson, S. C., Ma, S., & Ng, S. (2021). Uncertainty and business cycles: Exogenous impulse or endogenous response?

American Economic Journal: Macroeconomics, 13(4), 369–410.
McMillan, D. G. (2014). Modelling time-variation in the stock return-dividend yield predictive equation. Financial Markets,

Institutions & Instruments, 23(5), 273–302.
Megaritis, A., Vlastakis, N., & Triantafyllou, A. (2021). Stock market volatility and jumps in times of uncertainty. Journal of

International Money and Finance, 113, 102355.
Merton, R. C. (1973). An intertemporal capital asset pricingmodel. Econometrica, 41(5), 867–887.
Nelson, C. R., & Kim, M. J. (1993). Predictable stock returns: The role of small sample bias. The Journal of Finance, 48(2),

641–661.

Ozoguz, A. (2009). Good times or bad times? Investors’ uncertainty and stock returns. Review of Financial Studies, 22(11),
4377–4422.

Phan, D. H. B., Sharma, S. S., & Tran, V. T. (2018). Can economic policy uncertainty predict stock returns? Global evidence.

Journal of International Financial Markets, Institutions andMoney, 55, 134–150.
Rapach, D., Ringgenberg, M., & Zhou, G. (2016). Short interest and aggregate stock returns. Journal of Financial Economics,

121(1), 46–65.
Rapach, D., & Wohar, M. (2005). Valuation ratios and long-horizon stock price predictability. Journal of Applied Econometrics,

20(3), 327–344.
Rapach, D., & Zhou, G. (2013). Forecasting stock returns. InHandbook of economic forecasting (Vol. 2, pp. 328–383). Elsevier.
Rozeff, M. S. (1984). Dividend yields are equity risk premiums. The Journal of Portfolio Management, 11(1), 68–75.
Stambaugh, R. F. (1999). Predictive regressions*. Journal of Financial Economics, 54(3), 375–421.

How to cite this article: Henry, Ó., Pybis, S., & Kerestecioglu, S. (2024). Can financial uncertainty forecast

aggregate stockmarket returns? Financial Markets, Inst & Inst, 1–21. https://doi.org/10.1111/fmii.12187

APPENDIX A: VARIABLE DEFINITIONS

1. Log dividend-price ratio (DP): log of a 12-monthmoving sumof dividends paid on the S&P500 indexminus the log

of stock prices (S&P 500 index).

2. Log dividend yield (DY): log of a 12-monthmoving sum of dividendsminus the log of lagged stock prices.

3. Log earnings-price ratio (EP): log of a 12-month moving sum of earnings on the S&P 500 index minus the log of

stock prices.

4. Log dividends earnings ratio (DE): log of a 12-month moving sum of dividends minus the log of lagged stock

prices.

5. Excess return volatility (RVOL): calculated by squaring daily returns and summing per month.
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6. Book-to-market ratio (BM): book-to-market value ratio for the DJIA.

7. Net equity expansion (NTIS): ratio of a 12-month moving sum of net equity issues by NYSE-listed stocks to the

total end-of-year market capitalisation of NYSE stocks.

8. Treasury bill rate (TBL): interest rate on a 3-month Treasury bill (secondarymarket).

9. Long-term yield (LTY): long-term government bond yield.

10. Long-term return (LTR): return on long-term government bonds.

11. Term spread (TMS): long-term yield minus the Treasury bill rate.

12. Default yield spread (DFY): difference between BAA- and AAA-rated corporate bond yields.

13. Default return spread (DFR): difference between the long-term corporate bond return and the long-term

government bond return.

14. Inflation (INF): consumer price index of United States urban consumers.

APPENDIX B: ADDITIONAL RESULTS 1960:08 TO 2018:12

TABLE B .1 Univaraite predictive regressions, in-sample.

Predictor 𝜷i,LS ti,LS p-value 𝜷i,IVX IVX-Wald p-value R2
LS

Period: 1960:08 to 2021:12

DP 0.002 (0.500) [0.617] 0.003 (0.476) [0.490] 0.034

DY 0.002 (0.626) [0.531] 0.004 (0.705) [0.401] 0.053

EP 0.001 (0.146) [0.884] 0.001 (0.021) [0.885] 0.003

DE 0.002 (0.451) [0.652] 0.004 (0.492) [0.483] 0.028

RVOL 0.076 (2.479) [0.013] 0.070 (5.121) [0.024] 0.830

BM −0.002 (−0.295) [0.768] −0.001 (0.049) [0.824] 0.012

NTIS −0.072 (−0.895) [0.371] −0.044 (0.289) [0.591] 0.109

TBL −0.001 (−2.143) [0.032] −0.001 (4.857) [0.028] 0.622

LTY −0.001 (−1.581) [0.114] −0.001 (3.179) [0.075] 0.340

LTR 0.001 (2.208) [0.027] 0.001 (4.211) [0.040] 0.660

TMS 0.002 (1.644) [0.100] 0.002 (2.034) [0.154] 0.367

DFY 0.004 (1.011) [0.312] 0.002 (0.436) [0.509] 0.139

DFR 0.002 (1.468) [0.142] 0.002 (2.881) [0.090] 0.293

INF −0.001 (−0.33) [0.741] −0.002 (0.284) [0.594] 0.015

UF −0.030 (−3.176) [0.001] −0.031 (10.408) [0.001] 1.356

ΔUF −0.338 (−7.365) [0.000] −0.33 (51.194) [0.000] 6.882

Note: This table shows the in-sample results fromestimating Equation (1), univariate predictive regressions, rt = 𝛼i + 𝛽iXi,t−1 +
eit , for each of the 14 Goyal and Welch (2008) predictors, the short interest variables and the uncertainty measures of Lud-

vigson et al. (2021). We report, 𝛽LS coefficients, (t-stats) and [p-values] for least-squares estimation and 𝛽IVX , (Wald-stats)

and [p-values] for the robust procedure as in Kostakis et al. (2015, 2023), testing the null hypothesis that 𝛽i = 0 against the

alternative, 𝛽i ≠ 0.
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TABLE B .2 Out-of-sample tests, univariate forecast versus historical average, short-horizon, 1960:08 to
2021:12.

R2
OS

(CW-stats) [p-value’s]

Period: 1960:08 to 2021:12,Window 264

DP −0.564 (−0.243) [0.596]

DY −0.596 (−0.114) [0.545]

EP −0.501 (−0.394) [0.653]

DE −1.145 (−1.064) [0.856]

RVOL 0.200 (1.414) [0.079]

BM −0.372 (−1.209) [0.886]

NTIS −0.462 (1.025) [0.153]

TBL −0.303 (0.257) [0.399]

LTY −0.353 (−0.498) [0.691]

LTR −0.24 (0.992) [0.161]

TMS −0.525 (0.696) [0.243]

DFY −0.268 (0.166) [0.434]

DFR −0.408 (−0.044) [0.518]

INF −0.512 (−0.745) [0.772]

UF 1.164 (1.435) [0.076]

ΔUF 6.424 (3.342) [0.000]

Note: The table reports the R2OS of Campbell and Thompson (2008), using each predictor at the short horizon, h = 1. We also

complete the Clark and West (2007) test of the null hypothesis that H0 : R
2
OS ≤ 0, versus the alternative, HA : R2OS > 0. Test

statistics are in parentheses and the associated p-value in square brackets. Forecasts are produced in an expanding window

manner, with the initial window shown above. A positive value indicates that the predictor variable produces a lower mean

squared error when compared to the historical average forecast.
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