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UrduAI: Writeprints for Urdu Authorship Identification

RAHEEM SARWAR∗, Research Group in Computational Linguistics, Research Institute of Information

and Language Processing, University of Wolverhampton, United Kingdom

SAEED-UL HASSAN, Department of Computer Science, Information Technology University, Pakistan

The authorship identification task aims at identifying the original author of an anonymous text sample from a set of candidate authors.
It has several application domains such as digital text forensics and information retrieval.These application domains are not limited to
a specific language. However, most of the authorship identification studies are focused on English and limited attention has been paid
to Urdu. On the other hand, existing Urdu authorship identification solutions drop accuracy as the number of training samples per
candidate author reduces, and when the number of candidate authors increases. Consequently, these solutions are inapplicable to real-
world cases. Moreover, due to the unavailability of reliable POS taggers or sentence segmenters, all existing authorship identification
studies on Urdu text are limited to the word n-grams features only. To overcome these limitations, we formulate a stylometric feature
space, which is not limited to the word n-grams feature only. Based on this feature space we use an authorship identification solution
that transforms each text sample into a point set, retrieves candidate text samples, and relies on the nearest neighbors classifier to
predict the original author of the anonymous text sample. To evaluate our solution, we create a significantly larger corpus than
existing studies and conduct several experimental studies which show that our solution can overcome the limitations of existing
studies and report an accuracy level of 94.03%, which is higher than all previous authorship identification works.

CCS Concepts: • Computing methodologies→ Language resources; Supervised learning by classification; Classification and
regression trees; • Information systems → Content analysis and feature selection; Information extraction; • Applied computing →
Investigation techniques; Evidence collection, storage and analysis.

Additional Key Words and Phrases: Authorship identification, stylometry, text classification, forensic investigation

1 Introduction

The authorship identification task aims at identifying the original author of an anonymous text from a set of candi-
date authors. It has applications in several domains such as criminal law, identifying the original author of harassing
letters or ransom notes [36]; intelligence agencies work, linking intercepted messages to know enemies [1, 26, 36]; and
plagiarism detection, identifying the original authors of student submissions [27]. Nowadays, large text repositories
have become available on the internet, while managing them has become a major challenge and an increasingly im-
portant task. Consequently, authorship identification has received significant attention from researchers in the areas
of information retrieval [44], web information management [30], and natural language processing (NLP) [38].

Authorship identification solutions consist of two steps: (i) the stylometric features (also known as writing style
markers) are computed from the text samples of the candidate authors, and (ii) a classification model is learned on
features to predict the original author of the disputed text (see Section 2 for more details). Specifically, stylometric
features can be organized into lexical, structural and syntactic features. The lexical features are the statistical measures
of the character or word-based variations in a text samples such as word-length distributions [27], and vocabulary
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richness [36]. The structural features are related to the organization of the text such as the average sentence length [27].
Finally, the function words, and the part-of-speech (POS) tags-based features are examples of the syntactic features [25].

Most existing authorship identification studies are focused on English. However, the authorship identification ap-
plications are not limited to a specific language, community, ideology, culture or ethnicity. Consequently, this paper
investigates the authorship identification problem of Urdu texts, which is the eight most commonly spoken language
in the world with more than 163 million speakers1. Unfortunately, Urdu authorship identification has received little
research attention. To the best of our knowledge, there are two notable publications that investigate the authorship
identification of Urdu texts [3, 33]. The limitations of these studies are discussed later in this section.

Urdu is a member of the Indo-Aryan language family. Urdu is the national language of Pakistan and is widely spoken
in the Indian subcontinent [2]. It uses Arabic script in cursive format (Nastaliq style) with the segmental writing system
(see Fig. 1). Specifically, the Urdu language is based on an “abjad” system where the long vowels and consonants are
necessarily written while the short vowels (diacritics) are optional. It is a bidirectional language where the numerals
are written from left-to-right, while the characters are written from right-to-left (see Fig. 1). When characters are joined
to make the words, they develop different shapes based on the context. Specifically, a character can have a maximum
four shape variants known as initial, medial, final and isolated. The characters that can develop all four shapes are
known as joiners, while the characters that can only have two shapes (final and isolated) are known as non-joiners
(see Table 1 for joiners and non-joiner characters) [4, 6, 8, 17, 23, 24, 35].

Table 1. A Urdu sentence sample, joiner and non-joiner characters.

Sentence Sample ç̬۔ �όŇ ç �Ŭό˰ ą �ύĜí ïàŕ� όŒ �êą �ύĜ �ï ĕńž �ŋ ņό˂ �êç �ŬɊόʾ ą �όĜë �ŴόĶ ۱۹۵۴Ūόƞ ùíïà
Urdu was declared the national language of Pakistan in 1954.

Joiners �è �è �è ;è è �ì �ìì �ìð ðò �òó �óô �ô �ö �øúƤûý �êĘē
Non-Joiners à í ;í �í ï ;ï �ï ï ùءþ

Unlike English, a white space character is not considered as a reliable word boundary indicator in several lan-
guages [21]. Similarly, Urdu does not have consistent word boundary markings. For example, a writer may insert a
space within a word ýàĠ�źǾà.ü�όěç �όĲ (respectable) in order to make it visually correct, where the character . represents the
ASCII space character. If the writer omits the space it may lead to an incorrect visual form ýàĠ�źǾęĎ �όĜç �όĲ of the same word.
Contrarily, the writer may omit space between two words �êą �ύĜ �ïùíïà (Urdu language) because the shape of characters with
or without space remains the same. That is, the Urdu words ending with non-joiner characters exhibit correct shape
even without space. Consequently, a writer may omit space between words ending with non-joiner characters. These
characteristics of Urdu makes the lexical stylometric features extraction process noisier in comparison to English and
requires a solution associated with outlier handling techniques (see Section 3 for more details).

In addition to this, it is challenging to extract the syntactic or structural features from the Urdu text samples. For
example, in English, if a period is followed by space and a word starting with the capital letter, it has the maximum
probability to become a sentence marker. Unlike English, there is no capitalization in Urdu and the punctuations like
‘-’, ‘!’, ‘.’ can be used as a sentence terminators and can also be used inside the sentence. For example, ‘-’ is used in
dates, part of the abbreviation, to describe range between two values and as a line breaker as well (see Table. 2). The
unavailability of reliable NLP tools for Urdu, such as POS tagger or sentence segmenter, make us unable to extract

1https://www.ethnologue.com/language/urd
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important syntactic and structural stylometric features from text samples. Consequently, there is a need to formulate
new features that can capture the stylistic information about authors on structural, syntactic and lexical levels, without
relying on POS taggers or sentence segmenters.

Table 2. The overview of the Urdu System.

˭çό۔ ÿ;ŎŪόƚñ�όķàù Ūόƞ ۳۱ïùà۔۱۲۔۲۰۲۰ ĤǤĚ �Ž �Ȧόǔë �ŴόĶ Ū۔ñ�όķà۔þà۔ �όŊ ÿȋûçόűŁ ;όŇàٓ ۔ �èçόű î̪όɻà
Ahmed has been living in U.S.A for the last six to seven years and will return on 31-12-2020.

As mentioned earlier that there are only 2 studies which investigate the authorship identification problem on Urdu
text [3, 33] (see Section 2 for more details). In this investigation, we aim at addressing the limitations of these studies,
and other challenges related to feature extraction from Urdu texts which can be illustrated as follows.
The Limitations of Existing Studies and Our Solution.

(1) Due to the unavailability of the reliable POS taggers or sentence segmenters, all existing authorship identifica-
tion studies on Urdu text are limited to the word n-grams features only [3, 33]. In this investigation, we identify
a stylometric feature space (WC) to perform authorship identification on Urdu texts. Unlike existing works which
rely on word n-grams features only, our feature space is based on vocabulary richness, word n-grams, character
richness, and character n-grams features.The extraction of these features do not require POS tagger, or sentence
segmenter, and the performance of these features have never been evaluated on Urdu texts. There are four main
advantages of including the character 𝑛-grams features in our feature space [18, 42]: (i) they can capture compli-

cated stylistic information about authors on the structural, syntactic and lexical levels [18]; (ii) they are capable
of tolerating noise in text samples (i.e., �êç �ŬɊόʾ ą �όĜ and �êç ;ŬɊόʾ ą �όĜ have many common character 2-grams) [42]; (iii) they
require high-dimensional representation, which is difficult for humans to understand and thus the deception
attempts are likely to fail [42]; and (iv) they do not require tokenizers, parsers, taggers, or any non-trivial NLP
tools, which makes them feasible for authorship attribution for low-resource languages.

(2) Existing solutions are unable to achieve good performance when the average number of text samples per candi-
date author is lower than 15. For example, the best existing authorship identification study on Urdu texts [3] uses
400 text samples for each candidate author. However, in real-world cases, such a huge amount of samples per
candidate authors might not be available. For example, in the online review domain, most reviewers (authors)
only write a few reviews (text samples). Specifically, it has been reported that on average each reviewer (author)
only wrote 2.72 English reviews (text samples) in amazon.com, and only 8% of the authors wrote at least 5 text
samples [16] . In addition to this, existing solutions are limited to 15 candidate authors only and increasing the
number of candidate authors drastically drops the accuracy. However, a real-world scenario such as the number
of reviewers on amazon.com or plagiarism detection may involve hundreds of candidate authors.
To handle large number of authors where each author has limited number of text samples, we adopt the proba-
bilistic 𝑘 nearest neighbors classifier (P𝑘NN) [14]. This is because P𝑘NN can learn from the limited set of training
text samples [5]. Moreover, it is an instance-based classifier, it predicts the class of the test sample by com-
paring it with instances stored in the memory rather than a generalized model [5]. Consequently, there is no
information loss through generalization [5].

(3) Authorship identifications process requires to capture the writing style variations within a text sample and
across the text samples. However, existing Urdu authorship identification solutions are unable to capture the
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writing style variations within a text sample. This is because they represent each text sample as one single
vector in multidimensional space. Instead of representing each text sample as one single vector, we represent it
as a set of vectors to capture the writing style variations within a text sample (see Section 3 for more details).
Consequently, each authorship prediction relies on multiple vectors instead of one single vector. We note that
representing each text sample as a set of vectors (data points) requires a set distance measure to compute the
proximity between two point sets, such as standard Hausdorff distance (SHD) [27, 37].
Since Urdu does not have consistent word boundary markings, the lexical stylometric feature extraction process
is noisier than English. Unfortunately, existing Urdu authorship identifications solutions are not associated with
outlier handling mechanism [3, 33]. As mentioned earlier we adopt P𝑘NN classifier to predict the true author
of the anonymous text. We note that the P𝑘NN classifier is also sensitive to outliers in the data. Instead of using
SHD as proximity measure between to point sets, this issue can be addressed by using partial Hausdorff distance

(PHD) [15] as a set similarity measure between two text samples. This is because, PHD is associated with outlier
handling mechanism [15, 22, 27] (see Section 3 for details). One of the main motivations behind adopting the
P𝑘NN classifier is that it allows us to apply set distance measures associated with outlier handling mechanism to
mitigate the effect of outliers in the data, which help to increase the performance of the authorship identification
process[27, 36, 37].

(4) Existing authorship identification studies on Urdu texts are unable to handle a more realistic variation of the
authorship identification problem known as open-set authorship identification. Unlike a standard authorship
identification problem, open-set authorship identification considers that the actual author of the anonymous
text sample might not be in the candidate author set. In such a case, when the actual author of the anonymous
text is not in the candidate author set, an accurate solution should not attribute the anonymous text sample to
any candidate author. We also show that our solution is capable of handling open-set authorship identification
as well.

To evaluate our solution (UrduAI-WC)2, we generate a new corpus of 985 Urdu text samples from 90 authors,
which is larger than existing Urdu authorship identification studies (i.e., an increase of 6 folds in terms of the number
of candidate authors). By using our corpus, we perform experimental studies to show that our solution can (i) mitigate
the effect of outliers in the dataset; (ii) capture the writing style variations within a text sample; (iii) handle large
candidate author set; (iv) perform well with limited number of training samples per class (author); and (v) achieve the
accuracy level of 94.03% which is higher than all previous works.
Research Questions. Based on the aforementioned discussion, we answer the following research questions in this
paper.

• Q # 1. What is the importance of vocabulary richness, character richness, and character n-grams features in
Urdu authorship identification process?

• Q # 2. How important it is to use all four categories of the stylometric features in the authorship identification
process?

• Q # 3. How much accuracy improvement can be obtained by using set similarity measures associated with
outlier handling mechanisms in comparison to the standard set similarity measure (i.e., without outlier handling
mechanism), in Urdu authorship identification process? The set similarity measures are discussed in Section 3.

2We call our solution UrduAI-WC for short where UrduAI refers to Urdu authorship identification and WC refers to our
features space which consists of words and characters based information
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Summary of Our Contributions. The contribution of this paper can be summarized as follows.

(i) We identify an effective stylometric features space (WC) for Urdu authorship identification task. Based on WC,
we use an authorship identification solution (UrduAI) for Urdu that can overcome the limitations of existing
studies and achieve the accuracy level of 94.03%, which is higher than all previous works on Urdu authorship
identification.

(ii) Our solution can handle both the open-set and closed-set authorship identification problems.
(iii) We create a new significantly larger Urdu authorship identification corpus than existing studies (i.e., an increase

of 6 folds in terms of the number of candidate authors).
(iv) We summarize the findings of our studies obtained by comparing the accuracy of our solution (UrduAI-WC)

against existing authorship identification solution for Urdu called FAUT-W15, and LIP-W12; overall state-of-the-
art authorship attribution methods, and four extensively used classifiers in authorship identification studies in
different settings.

The rest of the paper is organized as follows. Section 2 reviews existing studies on authorship identification of Urdu
texts. Section 3 describes our solution. Section 4 presents the experimental results. Section 5 contains the concluding
remarks.

2 Literature Review

This section reviews the existing studies on Urdu authorship identification, the classical machine learning and deep
learning-based methods.

2.1 Stylometric Features

Stylometric features are writing style markers that can be used to differentiate between documents written by different
authors. Studies have proposed various stylometric features, including lexical, syntactic, structural and idiosyncratic
features [9, 13, 20, 25, 28].

• Lexical features can be defined as statistical measures of word-based and character-based lexical variations in
the text, such as vocabulary richness [13], word length distributions and character 𝑛-gram-based features [20].
Character 𝑛-grams are a contiguous sequence of 𝑛 characters from a text sample. For example, the character
3-grams of the beginning of this sentence would be ”For,” ”or␣,” ”r␣e,” ”␣ex,” etc. The motivations for incorporating
character 𝑛-gram-based features into our existing feature space are five-fold [18, 29–31, 41–43]: (i) Character 𝑛-
gram-based features have been proven to perform well in solving authorship identification problems regardless
of the length of text samples. Specifically, the character 𝑛-gram features can effectively capture the stylistic in-
formation of the authors from smaller text samples (i.e., 500 tokens) compared to vocabulary based features. The
character 𝑛-gram features provide the best results when the value of 𝑛 is 5, 4 or 3 [18, 29–31, 41, 43]. (ii) Charac-
ter 𝑛-gram features can capture complicated stylistic information about authors on the syntactic, structural and
lexical levels [18]. (iii) Character 𝑛-grams can tolerate noise in text samples (i.e., “stilometric” and “stylometric”
have many common character 3-grams) [42]. (iv) Character 𝑛-grams require high-dimensional representation,
which is not easy for humans to understand. Thus, attempts at deception are likely to fail [42]. (v) Extracting
character 𝑛-grams does not require tokenizers, taggers, parsers or any language-dependent and non-trivial NLP
tools, which makes them feasible for performing authorship attribution tasks.

• Examples of syntactic features include function words and part-of-speech tags [25].
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• The structural features are writing style markers based on the presentation of the text, such as the average
number of words in a paragraph or in a sentence [20].

• The idiosyncratic features are associated with the errors in the text samples of an author, such as grammatical
mistakes and misspellings [7].

2.2 Existing Urdu Authorship Identification Solutions.

To the best of our knowledge, there are two notable studies on authorship identification of Urdu texts, which can be
summarized as follows.

• FAUT-W15. The first study [3] rely on word n-grams features where the value of n varies from 1 to 5. As for
the classification model, it makes use of improved sqrt-cosine similarity measure with latent Dirichlet allocation

(LDA) to predict the true author of the anonymous text sample. This investigation was performed on a corpus
of 15 authors where each author has 400 text samples. We call this method FAUT-W15 for short, where FAUT
refers to the classification model andW15 refers to the feature space.This method is implemented using Gensim
library [34].

• LIP-W12. The second study [33] also relies on word unigrams and bigrams. As for the classification model, it
is based on linear interpolation of word n-grams probabilities. This investigation was performed on a corpus
of 3 authors. We call this method LIP-W12 for short where LIP refers to the classification method and W12
refers to the feature space. The parameter settings of each existing Urdu authorship identification method are
as suggested in the corresponding literatures.

Comparison With Our Method. Note that unlike our solution that represents each text sample as a point set, the
existing methods represent each text sample as one single data point in a multidimensional space (see Section 3 for
more details). As a result, the existing methods are unable to (i) capture the writing style variations within the same
text sample; and (ii) apply set distance measures to handle outliers in the dataset. Moreover, unlike the feature space
used by existing methods, our feature space contains word richness features, character richness features and character
n-grams features. In this investigation, we compare the accuracy of our solution against these existing Urdu authorship
identification methods.

Table 3. Comparison of related authorship identification methods

Method #Authors # Text samples Avg. # Samples
per Author Avg. # tokens Type of

samples
FAUT-W15 [3] 15 6000 400 1183.2 News Articles
LIP-W12 [33] 3 NA NA NA Poems
LMSAA [11] 62 62,000 1000 306.9 Reviews

StyloMatrix [10] 62 62,000 1000 306.9 Reviews
Our Method 90 985 10.95 1466 News Articles

2.3 Authorship Identification Using Classical Machine Learning Methods

We also compare the accuracy of our solution against well-known extensively used classification methods for au-
thorship identification which includes decision trees (DT) (*.trees.J48) naïve bayes (NB) (*.bayes.NaïveBayes), support
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vector machines (SVM) (*.functions.LibSVM), and random forests (RF) (*.trees.RandomForests) [1, 36, 37]. We used
Weka.Classifiers implementation of these methods with default parameter settings.

We also compared the accuracy of the our solution against LMSAA [C/LM + W/LM + POS/LM] [11] which is based
on the similarity-based paradigm. Specifically this method includes the concatenation of all documents written by a
certain author in a single profile, which is used for the extraction of the style-markers. For the evaluation process, an
attribution model is implemented to estimate the differences between every profile and an unseen text and the most
likely author is chosen. The parameter setting is same as suggested in the corresponding literature.

2.4 Authorship Identification Using Deep Learning Based Methods.

Several existing studies focused on English used deep learning to perform the authorship identification task. For ex-
ample, Solorio [39] performed authorship identification using a three-layer CNN model based on character bi-grams.
They reported an accuracy level of 76.1% using a corpus written by 50 authors where each author has 1,000 samples.
Moreover, Ge [12] reported 95% accuracy for authorship identification using feedforward neural networks. Posada et
al., [32] propose to use the distributed representation at the document level to perform authorship identification. The
proposed method learns distributed vector representations at the document level and then uses the SVM classifier to
perform the automatic authorship attribution. Also, the propose method uses the word n-grams (n:2, 3, 4, 5) as the
input data type for learning the distributed representation model. We call this method SVM-DDR-W25 for short and
compare its performance against our solution (see Table 10).

Posada et al., [32] propose to use the distributed representation at the document level to perform authorship identi-
fication. The proposed method learns distributed vector representations at the document level and then uses the SVM
classifier to perform the automatic authorship attribution. Also, the proposed method uses the word n-grams (n:2,3,4,5)
as the input data type for learning the distributed representation model. We call this method SVM-DDR-W25 for short
and compare its performance against our solution (see Table 10). Specifically, we used the Doc2vec [19] method avail-
able in the freely downloadable GENSIMmodule in order to implement this model.The implementation of the Doc2vec
method requires the following three parameters: (i) length of the vector, (ii) the size of the window that captures the
neighborhood, and (iii) the minimum frequency of words to be considered into the model. We have tried different
values of these parameters and the following values resulted in best accuracy. We set the length of the vector to 300
features, a window size to 10 and the minimum frequency to 4.

The Doc2vec module uses stochastic gradient descend and back-propagation algorithms for generating the model.
We note that, these algorithms use random values that do not guarantee their reproducibility. In order to ensure
the reproducibility of our experiments, the values of the following parameters are fixed as recommended in the user
manual: the value of threshold for configuring which higher-frequency words are randomly down-sampled is set to
1e−3, negative sampling is set to 5, the seed of the random number generator is set to 1, and the number of threads
is set to 1. The rest of parameters are set with default values. We trained the model several times over the unlabeled
corpus but exchanging the order of entry of the documents as described in the original study [32].

We have also compared the performance of our solution against StyloMatrix [10] that incorporates different cate-
gories of linguistic features into distributed representation of words to learn simultaneously the writing style represen-
tations based on unlabeled texts for the authorship identification task. In particular, these models allow topical, lexical,
syntactical, and character-level feature vectors of each document to be extracted as stylometrics and train a simple
logistic regression model on the representations of a chosen modality and use it to classify the unknown document.
There are four hyper-parameters for the aforementioned models. The d1, d2, and d3, respectively, denote the vector
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size of the topical-lexical model, the character model, and the syntactic model. W(tp) is only for the topical-lexical
model, which denotes the size of the sliding window for context. We tried different parameters and then we picked d1
= 700, W(tp) = 8, d2 = 600, and d3 = 600 as our final hyper-parameter values.
Comparison with Our Work. The deep learning methods may achieve high accuracy for authorship identification
task only when a large amount of training data is available. However, in this investigation, we aim at designing an
authorship identification solution for Urduwhich can performwell in real-world caseswhere a huge amount of training
data is not available and where the average number of writing samples for each candidate author is around 10.

3 Methodology

Our solution consists of four parts including (i) data collection, (ii) preprocessing, (iii) candidate retrieval, and (iv)
probabilistic 𝑘 nearest neighbour (P𝑘NN) classification as shown in Figure 1. The data collection part of our solution
extracts the text samples of the authors from the website and send it to the preprocessing part of our solution. The
preprocessing part of our solution performs two processes: (i) text sample partitioning, and (ii) feature extraction.
Once the feature extraction process is completed, we then store the feature values into the stylometry database. Given
a query text sample, the candidate retrieval part of our solution executes the set similarity query to retrieve a set of
top-𝑘 stylistically similar text samples (SSTs) from the stylometry database and send it to the P𝑘NN classifier.The P𝑘NN
classifier identifies the original author of the query document from the set of top-𝑘 SSTs. Each part is discussed in the
following subsections.

3.1 Data Collection.

We note that the number of publicly available corpora for Urdu authorship identification is limited; and the size of the
publicly available corpora is small in terms of the number of candidate authors. To perform experiments, we created
a new Urdu authorship identification corpus extracted from an online news website3. We wrote a data scrapper in
Python which extracts the data by retrieving all the URLs of each author and based on the retrieved URLs, extracts the
text of each author from the website. Our corpus contains 985 text samples from 90 authors where the average length
of texts is 1466 tokens. Moreover, our corpus is significantly larger than existing studies (i.e., an increase of 6 folds in
terms of the number of candidate authors). Furthermore, the average number of text sample for each class (author) is
between 10 to 11, which is a more realistic scenario where a large number of writing samples per author may not be
available.

3.2 Preprocessing.

The preprocessing part of our solution performs two processes: (i) text sample partitioning, and (ii) feature extraction.
In the first process we partition each text sample into fixed-size chunks4, where the size of each chunk is 500 tokens.
Consequently, a 1000-token text sample results in 2 chunks. However, 2 chunks per text sample might not be enough
to obtain reliable stylometric information for each author. To obtain more chunks from each text samples, we use the
concept of the sliding window to partition the text samples into chunks, where the size of the sliding window is fixed
to 100 tokens. Consequently, each 1000-tokens text sample results in 5 chunks. We tried different values of chunk size
and sliding window size. We found that chunk size of 500-tokens and sliding window of size 100-tokens provide the
best accuracy. There are two advantages of partitioning each text sample into a set of chunks. (i) We can compute the

3http://dunya.com.pk/
4A chunk is a collection of tokens
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Fig. 1. System Overview.

stylistic variations between text samples as a set distance. Specifically, we can use those set distance measures which
are capable of mitigating the effect of outliers in the data such as PHD [15]. (ii) We can capture the stylistic variation
of an author within a text sample. This is because each authorship identification prediction is produced by multiple
points rather than one single point.

In the second process, we extract the features from each chunk using_THE_NLTK toolkit. As a result, each text
sample is represented as a point set in a multidimensional space. Our feature space is given in Table 4. As shown in
Table 4 our feature space contains different features based on vocabulary richness (from 1 to 13), word n-grams (from
14 to 513), character richness (from 514 to 520) and character n-grams (from 521 to 1520).

In Table 4 N represents the count of words, V represents the count of distinct words, 𝑉𝑖 represents the count of
words that occur i times, and 𝐶 represents the total number of characters. The word and character n-grams features
are based on the most frequent n-grams with respect to the TF-IDF scores where the value of n varies from 1 to 5. Once
we complete the feature extraction process, we store the feature values into the stylometry database.

3.3 Candidate Retrieval.

Given query text sample (Q), we first apply the preprocessing step of our solution on Q which transforms it into a
point set. We then execute set similarity query to retrieve top-𝑘 stylistically similar text samples (SSTs) from the corpus.
While retrieving the top-𝑘 SSTs, we tried two set similarity measures including SHD and PHD [15] as a proximity
measure between two point sets. The SHD between two points sets 𝑄 and 𝐹 can be calculated as:

ℎ(𝑄, 𝐹 ) = max
𝑞𝑖 ∈𝑄

min
𝑓𝑗 ∈𝐹

𝑑 (𝑞𝑖 − 𝑓𝑗 ).

That is, SHD can be calculated by: (i) ranking all data points in a query text 𝑄 in accordance with the minimum

distance to the text 𝐹 in the corpus; and (ii) selecting the maximum of the minimum distances. It has been reported that
SHD is sensitive to the noise in the data [15, 22]. To mitigate the noise (outlier) sensitivity issue associated with SHD,
researchers formulated another variant of SHD known as partial Hausdorff distance (PHD) [15]. Specifically, the PHD
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measures average out the effect of the outlier over theminimum distances falling into a specified range i.e., (50%, 75%].
We have tried different values of 𝑘 and PHD range. We found that the 𝑘 value of 10 and the PHD range (50%, 75%]
resulted in the best accuracy. The experimental results regarding set distance measures are reported in section 4.1.

3.4 Probabilistic 𝑘 Nearest Neighbors Classification (P𝑘NN)

We apply P𝑘NN [14] to the retrieved top-𝑘 SSTs tomake a probabilistic prediction of a query sample. Unlike simple𝑘NN
classifier where the output is one single class (author), the P𝑘NN classifier produces a probability mass function (PMF)
over all classes (candidate authors) associated to the retrieved SSTs. We apply the P𝑘NN [14] that utilizes the distance
values of the 𝑘 nearest neighbors (SSTs in this case) to weight the distribution of the probability. An exponential
function is used to smooth the distance-probability mapping [36].

Table 4. List of Stylometric Features (N represents the count of words, V represents the count of distinct words, 𝑉𝑖 represents the
count of words that occur i times, S.D represents the standard deviation and𝐶 represents the total number of characters. )

Vocabulary Richness Features
1. 𝑁 : Total #words 2. 𝑉 : Total #distinct words 3. Average word length
4. S.D. of word lengths 5. 𝑉𝑁 6. 104 (∑ 𝑖2𝑉𝑖−𝑁 )

𝑁 2

7. 𝑉√
𝑁

8. log𝑉
log𝑁 9. (100 log𝑁 )

(1−𝑉1)/𝑉
10. 𝑉2

𝑉 11. 𝑙𝑜𝑔𝑉
log(log𝑁 ) 12. (1−𝑉 2)

𝑉 2 (log𝑁 )
13. Entropy of word freq. ditri. 14-513. Word n-grams (n:1-5)
Character Richness Features
514. C: Total # chars 515. Freq. of Urdu chars 516. Freq. of wowel and tone marks
517. 𝐹𝑟𝑒𝑞. 𝑜 𝑓 𝑈𝑟𝑑𝑢 𝑐ℎ𝑎𝑟𝑠

𝐶 518. 𝐹𝑟𝑒𝑞. 𝑜 𝑓 𝑊ℎ𝑖𝑡𝑒 𝑠𝑝𝑎𝑐𝑒𝑠
𝐶 519. 𝐹𝑟𝑒𝑞. 𝑜 𝑓 𝐴𝑟𝑎𝑏𝑖𝑐 𝑛𝑢𝑚𝑒𝑟𝑖𝑐 𝑐ℎ𝑎𝑟𝑠

𝐶

520. 𝐹𝑟𝑒𝑞. 𝑜 𝑓 𝐴𝑟𝑎𝑏𝑖𝑐 𝑛𝑢𝑚𝑒𝑟𝑖𝑐 𝑐ℎ𝑎𝑟𝑠
𝐶 521-1520.Char. n-grams (n:1-5)

4 Experimental Results

This section is divided into two subsections. The first subsection reports the findings associated with our solution only.
The second subsection provides a performance comparison between our solution and previous authorship identifica-
tion works.
Evaluation Measure and Strategy. We used accuracy as an evaluation measure which is defined as follows: An
authorship prediction is considered correct if the true author of the query text is identified as the most likely author.
To evaluate the accuracy of all methods in this investigation, we use 5-fold cross-validation unless stated otherwise.
Recall that, as for our method, each text is represented as a point set. To avoid test-train set contamination in the
evaluation process of our method we ensure that when a text sample is used for testing it is purely used for testing.

4.1 Experimental Results of Our Solution Only.

Effect of Feature Types.This study provides answers to the first two questions mentioned in the Introduction section.
As can be seen from Table 5 that the most important feature type is character n-grams, followed by word n-grams,
character richness and vocabulary richness respectively. Moreover, the stylometric information captured by different
features categories is complementary and orthogonal. Consequently, combining all feature categories improves the
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performance of authorship identification process. Hence, we confine the rest of the experimental studies to combined
categories of the stylometric features only.

Table 5. Our solution: Ablation study to show the effect of feature types by leave-one-out evaluations

Vocabulary
Richness

Character
Richness Word n-grams Character

n-grams Accuracy

- ✓ ✓ ✓ 90.13%
✓ - ✓ ✓ 89.67%
✓ ✓ - ✓ 87.69%
✓ ✓ ✓ - 85.13%
✓ ✓ ✓ ✓ 94.03%

Writing Style Variations and Outlier Handling Mechanism. There are two objectives of this experimental study.
The first objective is to show the effect of capturing the writing style variations within a text sample. Recall that,
in order to capture the variations within a text sample, instead of representing each text sample as a point (feature
vector), we represent it as a point set (set of feature vectors). As a result, each authorship identification prediction
relies on multiple data points instead of one single data point. We note that, representing each text sample as a point
set requires a set distance measure to compute the similarity between two text samples. In this study, we use standard
Hausdorff distance (SHD) as a proximity measure between two point sets. To show the effect of capturing the writing
style variations within a text sample, we formulate a baselinemethod and compare its performance against our solution
(UrduAI-WC).The difference between the baseline method and our method (UrduAI-WC) is that, the former represents
each text sample as a one single data point and the latter represents each text sample as a point set. The experimental
results given in Table 6 show that our method (UrduAI-WC) is capable of capturing the writing style variations within
a text sample and thus outperforms the baseline method.

The second objective of this study is to show the effect of outliers in the data on the accuracy of the authorship iden-
tification process. Specifically, we provide the accuracy comparison between two set distance measures: (i) standard
Hausdorff distance (SHD), and (ii) partial Hausdorff distance (PHD), the former is not associated with outlier handling
mechanism, and the latter is associated with outlier handling mechanism (i.e., PHD). The experimental results given
in Table 6 show that PHD outperforms the SHD. This is due to the fact that our dataset has the noise to be handled.
and using PHD, which is associated with outlier handling mechanism, improves the accuracy of the authorship iden-
tification process. Since the PHD measure provided better performance in comparison to the SHD measure, all other
results are reported based on PHD only.
Open-set Authorship Identification. To perform an open-set authorship identification study, we generate a new
corpus of 500 text samples5 from 90 authors. There are 90 test samples6. Out of 90 test samples, 45 of them are from
authors in the candidate author set and rest of the test samples are from the non-candidate authors. All test samples are
from different authors. The test sample is considered to be written by the most likely author if and only if the author
has a probability larger than a predefined threshold value. Otherwise, the prediction is considered uncertain and the
query sample was classified as written by a non-candidate author. According to this definition, consider the following

5text samples refer to the training data
6test sample refers to the anonymous text
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Table 6. Our Solution: The effect of capturing writing style variations and outlier handling mechanism on the accuracy of authorship
identification task

Set Distance Measure Accuracy

Baseline 77.38%

UrduAI-WC (SHD) 87.96%

UrduAI-WC (PHD) 94.03%

two cases. (i) Outside Author: when the test sample is written by a non-candidate, a prediction is considered correct if
and only if no author in the prediction has a probability greater than the probability threshold value. (ii) Inside Author:
when the test sample is written by an author in the candidate set, a prediction is considered correct if and only if the
most likely author is the correct author and its probability value is greater than the predefined threshold.

The experimental results given in Table 7 are two-fold. (i) Table 7 shows that as the threshold value increases
from 30% to 70% the accuracy of identifying that the test sample is written by a non-candidate author increases. This
is because, as the threshold value increases, it becomes more difficult for any author to clear the threshold in each
prediction making it easier for each prediction to be considered uncertain. (ii) Table 7 shows that as the threshold
value increases the accuracy of identifying the author inside the candidate set decreases. This is because, since it is
becoming more difficult for the most likely author to clear the probability threshold, predictions with the correct
author are more likely to be mistakenly treated as uncertain. We can also see that the probability threshold value of
40 provides a good trade-off between the inside author accuracy and outside inside accuracy.

Table 7. Our solution: The effect of varying the threshold from 30% to 70% on the accuracy of the open-set and closed-set authorship
identification

Outside Candidate (Open-set) Inside Candidate (Closed-set)
30 40 50 60 70 30 40 50 60 70

92.13% 94.42% 95.14% 95.53% 95.78% 96.12% 94.23% 93.52% 91.61% 91.17%

The effect of Chunk Size. In this study, we vary the chunk size as 300, 400, 500, and 600 tokens. As shown in
Table 8 increasing chunk size positively affects the accuracy. However, chunk size of 600 tokens shows only a marginal
performance reduction over the chunk size of 500 tokens. This might be due to the fact that increasing chunk size
reduces the number of result chunks from a text sample.

Table 8. Accuracy: Effect of chunk size on the accuracy of authorship identification

The effect of Chunk Size
400 500 600 700

93.61% 93.96% 94.03% 94.01%

The effect of Sliding Window Size. In this study, we vary the sliding window size between 50 to 200 tokens. As
shown in Table 9 increasing sliding window size negatively affects the accuracy. This might be due to the fact that
increasing the sliding window size reduces the number of resulting chunks from a text sample.
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Table 9. Accuracy: Effect of sliding window size on the accuracy of authorship identification

The effect of Sliding Window Size
50 100 150 200

94.02% 94.03% 93.98% 93.89%

4.2 Detailed Comparison between our method and previous state-of-the-art authorship identification

methods.

In this subsection, we study the effect of increasing the number of candidate author. Moreover, we cross-compare the
feature extraction and the classification parts of all previous state-of-the-art authorship identification solutions against
the proposed solution.
The Effect of the Candidate Author Set Size. In this study, we provide the performance comparison between our
solution and the existing authorship identification studies by varying the size of the candidate author set from 30 to
90. To vary the size of the candidate author set we randomly choose the authors from our dataset. The experimental
results given in Table 10 show that (i) our solution (UrduAI) can scale as the number of candidate authors increases;
and (ii) our method (UrduAI) outperforms all existing authorship identification methods.

Table 10. Accuracy: Effect of candidate author set size on the accuracy of authorship identification task

Method The effect of Number of Candidate Authors
30 60 90

UrduAI-WC [Our Method] 94.12% 94.10% 94.03%
FAUT-W15 84.39% 80.16% 74.33%
LIP-W12 81.56% 81.22% 72.19%
LMSAA [C/LM + W/LM] 80.15% 82.25% 65.85%
StyloMatrix [Lexical+Topical] 75.65% 72.87% 69.93%
SVM-DDR-W25 74.82% 71.22% 69.42%

We also cross-compare the feature space and themethod part of all solutions. At this stage, we also introduce another
feature space called C15 which consists of character n-grams where the value of n is between 1 to 5. The experimental
results are given in Table 11. Our findings of this study are twofold: (i) Ourmethod (UrduAI) outperforms othermethods.
This is because, unlike other methods that represents each text sample as a point, our method UrduAI represents each
text sample as a point set. As a result, our method is capable of capturing the writing variations within a text sample
since each prediction is based on multiple data points, and mitigating the effect of outliers in the data with the help
of set similarity measures associated with outlier handling mechanism. (ii) Our feature space (WC) reports higher
accuracy than all other feature spaces. This is because, unlike W12 and W15 feature spaces, our feature space contains
vocabulary richness features, character richness features and character n-grams features which play an important role
in improving the authorship identification accuracy (see the experimental results given in Table 5).

We also compare the performance of all methods on different datasets. Recall that the FAUT-W15 dataset consists
6000 text samples from 15 authors. On the other hand, our dataset consists of 985 text samples from 90 authors. The
experimental results are given in Table 12.The findings of this study show that our method can outperform all methods
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Table 11. The performance comparison between our solution and existing methods

Feature Space Method
UrduAI FAUT LIP SVM DT NB RF LMSAA

WC 94.03% 85.11% 84.91% 84.40% 82.66% 83.44% 81.63% 82.34%
W15 92.22% 74.33% 73.91% 73.02% 71.29% 72.14% 70.41% 76.83%
W12 91.59% 73.21% 72.19% 71.69% 69.73% 70.11% 68.91% 74.08%
C15 90.78% 71.44% 72.13% 79.11% 63.81% 70.16% 69.85% 77.34%

on every dataset. That is, our method is capable of handling large number of candidate authors where each candidate
author has a small number of writing samples.

Table 12. Performance comparison between our solution and existing methods on different datasets

Method Accuracy
Data used in
FAUT-W15 [3] Our Dataset

UrduAI-WC [Our Method] 94.22% 94.03%
FAUT-W15 92.89% 74.33%
LIP-W12 87.24% 72.19%
LMSAA [C/LM + W/LM] 84.20% 65.86%
StyloMatrix [Lexical+Topical] 83.65% 69.93%
SVM-DDR-W25 76.12% 64.42%

Performance of Our Solution on Urdu and English Corpora. In this study, we apply our solution on Urdu and
English corpora. To perform a fair comparison, we create the subsets of CCAT50 [40] and our Urdu corpora where
each subset corpus consists of 500 documents written by 50 authors. As can be seen from Table 13 that our solution
outperforms the existing authorship attribution methods for both English and Urdu corpora.

Table 13. Performance comparison between our solution and existing methods on different languages

Method Accuracy
CCAT50 [40]
(English) Our Dataset (Urdu)

UrduAI-WC [Our Method] 92.97% 94.11%
FAUT-W15 83.15% 82.30%
LIP-W12 82.11% 81.43%
LMSAA [C/LM + W/LM + POS/LM] 83.61% 80.12%
StyloMatrix [Lexical+Topical] 79.22% 74.29%
SV-DDR-W25 78.90% 73.04%
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5 Conclusions

This paper presents an authorship identification solution for Urdu texts. By using a significantly larger corpus than
existing studies, we perform extensive experimental studies to show that our solution can (i) mitigate the effect of
outliers in the dataset; (ii) handle a large number of candidate authors in data-poor conditions; and (iii) achieve the
accuracy level of 94.03% which is significantly higher than all previous authorship identification works. In addition to
this, we have answered important research questions in this paper. This paper has laid the foundation for future work
in Urdu authorship identification task and opened the door for future work on Urdu to keep up with the work in other
languages.
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