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ABSTRACT Early identification of diabetic retinopathy (DR) is critical as it shows few symptoms at the
primary stages due to the nature of its gradual and slow growth. DR must be detected at the early stage to
receive appropriate treatment, which can prevent the condition from escalating to severe vision loss problems.
The current study proposes an automatic and intelligent system to classify DR or normal condition from
retina fundus images (FI). Firstly, the relevant FIs were pre-processed, followed by extracting discriminating
features using histograms of oriented gradient (HOG), Shearlet transform, and Region-Based Convolutional
Neural Network (RCNN) from FIs andmerging them as one fused feature vector. By using the fused features,
a machine learning (ML) based faster RCNN classifier was employed to identify the DR condition and DR
lesions. An extended experiment was carried out by employing binary classification (normal and DR) from
three publicly available datasets. With a testing accuracy of 98.58%, specificity of 97.12%, and sensitivity
of 95.72%, this proposed faster RCNN deep learning technique with feature fusion ensured a satisfactory
performance in identifying the DR compared to the relevant state-of-the-art works. By using a generalization
validation strategy, this fusion-based method achieved a competitive performance with a detection accuracy
of 95.75%.

INDEX TERMS Diabetic retinopathy (DR), fundus image, histograms of oriented gradient (HOG), Shear
let transform, faster RCNN, feature fusion.

I. INTRODUCTION
Diabetes mellitus is a category of metabolic disorders marked
by chronic high blood sugar levels [1]. This raises blood
glucose levels to a dangerously high level, and therefore,
the body seems unable to create enough insulin under this
circumstance or the body cannot respond to the insulin that is
produced [2]. Many life-threatening diseases such as blind-
ness, kidney failure, heart attacks, stroke and lower limb
amputation could be caused by diabetes. According to the
latest IDF statistic, about 547 million individuals will be
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affected globally by diabetes in 2022, accounting for almost
10% of all adults aged between 20 to 79. In 2030, this number
is forecast to rise to reach 634 million and by 2045 to reach
786 million. Furthermore, it is estimated that 240 million
people with diabetes are now undiagnosed [3]. Likewise,
caused by diabetes, approximately 1.6 million people die
immediately [4]. In developing countries like Bangladesh,
around 13.1 million people are affected by diabetes, due to
lack of awareness and proper diagnosis [2]. The quantity of
diabetes patients is rising every day, and so the mortality is.

Diabetic Retinopathy (DR) is a diabetic condition caused
by hyperglycemia, or high blood sugar level [5]. DR causes
the retina’s blood vessels to enlarge and leak blood and other
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FIGURE 1. Comparison between (a) normal and (b) Diabetic Retinopathy (DR) fundus images.

TABLE 1. List of existing works for diabetic detection.

body fluids [6]. If DR is left undiagnosed and untreated, this
might result in significant eyesight loss. DR usually takes
many years to progress to the point where it can cause total
blindness. DR is involved in 2.6% of blindness worldwide [7].
Patients who have been suffering from uncontrolled diabetes
for a long time are more likely to have the DR. Diabetics
should have regular retina screenings to identify and treat DR
early enough to avert blindness [8]. The presence of various
lesions on a retina picture, for instance, Micro aneurysms
(MA), internal bleeding, and hard and soft exudates (EX),
is used to detect the DR [9], [10]. The comparison of both nor-

mal and DR retina images is depicted in Figure 1. In normal
retina images, the components of the retina (macula, fovea,
and blood vessels) are visible, but the image in the diabetic
retina is physical distortion by deep vein thrombosis (blood
clots) and yellow pigmentation [11]. DR must be identified
and classified in a timely and precise manner. Because of
low-intensity information in the retina fundus images (FI),
detecting the DR lesions remains a challenging task.

A large number of research has been conducted on DR
detection using different deep learning approaches with fea-
tures extracted and classified with a variety of techniques
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FIGURE 2. Illustration of the proposed Faster-RCNN architecture for DR identification.

FIGURE 3. Dataset image samples of (a) normal (b) diabetic retinopathy (DR) images.

[7], [18], [19], [20]. Zago et al. [21] presented a CNN-based
solution for automated detection of DR using the CNN
approach, which pinpointed the location of the wound lesions
in the FIs. The developed model produced good results
(ACC=95.78%).

DR detection from retinal pictures based on CNN, and the
random forest was proposed byWu et al. [22]. The severity of
the DR was identified using the presented approach with the
Messidor-2 dataset. In another study, a synergic deep learning
approach-based automated technique for DR detection and
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FIGURE 4. Cropped and resized FI image during the pre-processing stage.

FIGURE 5. Preprocessing of the input FIs.

classification was presented by Guo et al. [23]. DenseNet,
ResNet50, and VGG16 models were used for detecting DR
lesions [24]. The approach was computationally sound. How-
ever, it may not accurately categorize microaneurysms due
to the presence of fluorescein, which makes them readily
misclassifiable.

Leeza et al. [18] proposed a method for detecting DR
lesions automatically by incorporating the pathological

qualities of the input image into a bag of features (BOF) con-
cept. SURF and HOG descriptors were utilized to compute
the critical points of an input sample, whichwere thenmerged
to form a dictionary. Furthermore, the generated dictionary
was subjected to coding and pooling to produce a compressed
representation of the characteristics.

An approach to automatically classify DR lesions was
given by Seoud et al. [13] using the idea of dynamic form
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FIGURE 6. Flowchart of adaptive mean filtering of noisy DR image.

characteristics (DSF). The features are extracted using a
multi-scale ring-shaped matching filter. An RF classifier is
used to perform the classification. The main limitation of this
research is only red lesions can be found with this method.
A method for DME identification based on the Gaussian
and difference of Gaussian filter bank was introduced by
Marin et al. [14]. The potential DME regions are classified
using a regularized local regression (RLR) classifier. A DL
technique was presented by Abramoff et al. [15] for the
automatic identification of DR. Comparing the approach in
[15] to straightforward hand-coded-based solutions, a supe-
rior performance was reported. The DL technique was used
by Gargeya et al. [16] to develop a completely automated
system for DR recognition. Finally, CNN and SVMwere used
to classify the data. This study was effective in DR detec-
tion; nevertheless, many samples were misclassified because
they did not account for the DR with maculopathy. Table 1
summarizes other relevant research reported in the literature
on the DR detection. Although the evidence of successful
DR classification has been presented with a variety of DL
models, the feature fusion technique has not been studied
extensively.

In this research, a machine learning method has been
proposed based on Faster-RCNN to concurrently detect DR
anomalies by calculating the deep features of the input FIs
and locating the impacted region for overcoming the limita-
tions of the existing methods. The working procedure of this
proposed system is preprocessing, filtering, feature extrac-
tion, fused features, classification, and localization. This
work’s main novelty lies in creating a fused feature vector by
combining features extracted by three techniques to achieve

better DR detection performance by a Faster RCNN classifier.
The significant novelty of this research can be outlined below.

(1) A new dataset of 21,171 FIs was developed using three
publicly available datasets.

(2) An adaptive filter was used to eliminate noise from the
retina images, which can assist in obtaining better classifica-
tion output.

(3) HOG, Shearlet transform and RCNN were used to
extract discriminating features and to create a fused feature
vector.

(4) A Faster RCNN-based feature fusion model was devel-
oped to detect DR anomalies and locations of the affected DR
lesions.

(5) The results were compared to the state-of-the-art meth-
ods for DR classification available in the literature.

The remaining sections of the paper are organized as fol-
lows. Section II discusses the proposed deep learning archi-
tecture for the DR classification. Section III provides details
on the experiments conducted, results obtained and analysis
of the outcomes. Finally, Section IV draws conclusions based
on the findings.

II. PROPOSED DIABETICS CLASSIFICATION
METHODOLOGY
Detecting DR from FI is a four-way process: preprocessing,
feature extraction, classification, and localization between
the DR anomalies and healthy images. In the first stage, the
images for the dataset were collected, appropriately catego-
rized, and merged into a single dataset. It was preprocessing
involved cropping unwanted regions from the original image,
resizing to a standard size, and transforming the original
data set’s RGB images to grayscale images. After performing
annotations, the Faster-RCNN approach [26] was employed
to extract characteristic features from the FIs. In addition,
features were also extracted individually by Histogram of
oriented gradient (HOG) and Shearlet transform, and all three
feature vectors were fused. Finally, a Faster-RCNN was used
to classify the DR and normal images and locate the DR
anomalies within the images. The architecture of the sug-
gested approach is depicted in Figure 2.

A. DATASET DEVELOPMENT
A number of datasets are publicly available for detecting DR
and normal images in the retina. They are frequently utilized
for training, to test and validate different ML algorithms
employed, and to compare the performance of one system
to that of the others. As a benchmark for evaluating the
intelligent system’s performance, the datasets were classified
as DR or normal retina images. In this work, three standard
datasets were used for DR detection.

1) DIARETDB1 [24]
The dataset includes sample retina FIs with a resolution of
1500× 1152 pixels and a field of vision (FOV) of 50 degrees
for 89 distinct candidates. Professionally anointed DR images
(84) and normal images (5) are included.
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FIGURE 7. Illustration of the Faster RCNN architecture.

2) KAGGLE [25]
The dataset contains 20,702 high-resolution retina images
captured from several cameras with dimensions ranging from
433×289 pixels to 1184×1456 pixels. In this dataset, 10,500
images represent the DR, and the rest of the 10,202 images
are normal images. The ground facts for training images are
provided to the public. Many of the images on Kaggle are of
poor quality and have inaccurate tagging [22], [26].

3) DDR [22]
These publicly available images were used to segment
blood vessels. It provides 45 images with a size range
of 1504 × 1336 pixels. There are 200 images with DR,
180 images with healthy eyes, and 15 images with glaucoma.

The three datasets were merged in one single dataset con-
taining a total of 21,171 fundus retina images (excluding
15 glaucoma images) and divided into 10,784 images as the
DR images and 10,387 images as the normal images. All
images were in RGB format and different sizes ranging from
433 × 289 to 1504 × 1456 pixels. Figure 3 shows sam-
ple images of DR and normal categories. The highlighting

regions represent that the FI with diabetes is diagnosed where
the image is fractured.

B. PREPROCESSING
One of the most important aspects of medical image analysis
is data preparation, which aids in extracting valuable charac-
teristics. The image size was transformed to 227 × 227×3
pixels and converted to grayscale (227× 227×1) pixels from
the RGB format. An adaptive median filtering was utilized
for denoising and making the scaled image uniform. In this
step, each original image was first squared by cropping from
the left and right sides. The cropped square images were then
down sampled to 227×227×3, as shown in Figure 4. Finally,
the RGB images were converted to the grayscale format,
as displayed in Figure 5.

The existence of superfluous information in the train-
ing images can influence the proposed network’s detection
performance. The input images were subjected to a light cor-
rection process utilizing an adaptive median filtering (AMF)
approach [24], which eliminated noise, improved contrast,
and restored the image quality (Figure 5). This study used a
new technique for designing the AMF to remove impulsive
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FIGURE 8. Calculated (a) HOG features and (b) histogram of oriented gradients.

FIGURE 9. Feature extraction procedure by Shearlet transform (ST).

noise and minimize image distortion. The noise reduction
filter was meant to reorganize itself in real-time. Therefore,
a high-speed non-linear adaptive median filter was imple-
mented in this study. The filtering process can improve an
image damaged with impulse noise by up to 70% using
the AMF. The images were filtered by following the AMF
algorithm presented in Figure 6.

The adaptive filter operates in two steps, first determining
the kernel’s median value and then if the current pixel value
is an impulse or not. If a pixel’s value is corrupted, it either

modifies it using the median or keeps the grayscale pixel
value.

The maximum window size has been initialized, Wmax =

39 × 39 (original image). If any pixel was found to
be a noisy one then initialized the current window size
3 × 3 (mask) surrounding the noisy pixel and computed
the minimum, median and maximum value of the window.
If maximum>median>minimum, then the output pixel is
equal to the median value of the window. Otherwise, the
window size is increased by 2 and repeat the process with
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FIGURE 10. Detected cotton wool and hard exudates spots in the DR images.

TABLE 2. Distribution of dataset for training, testing and validation.

increase of window size to get a suitable output pixel and this
process is continued until the window size is less than equal
to the maximum window. If the window size is more than the
maximumwindow then the output pixel is equal to themedian
value of the maximum window.

C. FASTER RCNN FEATURE EXTRACTOR
The faster RCNN classifier consists of two modules: a deep,
fully connected network, a region proposal network (RPN),
and a fast RCNN detector. The region proposal network’s
mission is to support the discovery of the best areas of various
sizes and proportions. To build the collections of regions,
faster R-CNN employs a region proposal approach. Faster
R-CNN has an additional CNN for obtaining regional propos-
als, which is referred to as the regional proposal network. The
proposal network in the training region accepts the feature
map as input and produces region proposals. These recom-
mendations are then forwarded to the ROI pooling layer
for further processing [43]. The architecture of the faster
RCNN is shown in Figure 7. The four steps of the faster
RCNN approach are convolution layer, RPN, ROI pooling,
and classification.

The Faster RCNN comprises 13 convolutional and ReLu
layers and four pooling layers. The Faster RCNN network
uses these convolutional layers to produce the feature map
of the input picture, which is subsequently communicated
with the RPN module and other layers. The RPN module is
made up of 3 × 3 fully convolutional layers that are utilized
to construct anchors and bounding box regression offsets.

The Softmax function is adopted to determine whether the
computed anchors lie in the background or foreground. The
object suggestions are computed using the produced anchors
and bounding boxes at the final stage. This layer generates
proposal feature maps and shares them with all the related
network layers. Finally, the categorization stage determines
the spots of diabetics found. It operates by utilizing the ROI
pooling layer’s output. The resultant position of the identified
test box is displayed via bounding box regression.

D. HISTOGRAM OF ORIENTED GRADIENTS (HOG)
FEATURE EXTRACTOR
The suggested approach employed a greater number of his-
togram bins on distinct parts of the pictures to retrieve HOG
features [42]. The gradient of an image can be expressed as
∇f for an image f(x, y) in Equation 1.

∇f =

[
gx
gy

]
=

[
∂f
∂x
∂f
∂y

]
(1)

Here, ∂f
∂x and ∂f

∂y is the image’s derivative with respect to x
and y. Equations 2 and 3 can be used to determine derivatives.

fx (x) =
∂f
∂x

= f (x, +, 1) − f (x, −, 1) , (2)

fy (y) =
∂f
∂y

= f (y, +, 1) − f (y, −, 1) . (3)

The derivatives are calculated in practice by convoluting
the pictures along the x and y axes with the kernels [−1 0 1]

and
[

−1
0
1

]
. The magnitude (g) and direction (θ) of the gra-

dients can be estimated using Equation 4 and 5 after the
gradients have been calculated.

g =

√
g2x + g2y (4)

θ = tan−1 gy
gx

(5)
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TABLE 3. Comparison study of different filtering methods.

TABLE 4. Experiment results of performance based on different fused methods with Faster RCNN classification.

TABLE 5. Comparison outcomes for several CNN based feature extractors with Faster RCNN classification.

TABLE 6. Comparison performance for classification using different CNN models with features extracted by HOG+ Shear let Transform +Faster RCNN.

Blobs from retina images are clipped and shrunk to
(64 × 128×1) before HOG is calculated. Figure 8(b)
illustrates the generated histogram of directed gradients for
a retina image from the dataset.

The scaled blobs are then separated into (8× 8) cells, with
each cell’s gradient histogram is calculated along the x and y
axes. By doing so, the features (or histogram) are obtained for

the smaller patches which in turn represent the whole image.
This value can be certainly changed from 8 × 8 to 16 × 16 or
32 × 32. If the image is divided into 8× 8 cells and generate
the histograms, a 9 × 1 matrix will be obtained for each
cell. The frequency of certain values is shown via histograms.
The histogram is calculated for nine angles with 20 degree
apart: 0, 20, 40, 60, 80, 100, 120, 140, and 160 degrees. The
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FIGURE 11. Acuracy and loss curves of (a) VGG19 (b) RCNN (c) fast RCNN.

value of the gradient magnitude is multiplied by the value of
the matching gradient direction value in the histogram. The

histogram output is represented as a 1× 9 dimensional array.
As a result, the histograms are normalized after calculation
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FIGURE 11. (Continued.) Acuracy and loss curves of (d) faster RCNN models during training and validation.

FIGURE 12. Confusion matrixes of the overall framework with fused feature for (a) VGG19
(b) RCNN (c) fast RCNN (d) faster RCNN models.

to lessen the system’s susceptibility to overall lighting. L2
normalization is typically performed on (16 × 16) blocks.
Four (8 × 8) gradient histograms are included in a (16 × 16)
block with no overlaps. The histograms are concatenated to
form a (1× 36) element array. The histogram H are concate-
nated to form a (1 × 36) element array. And normalized the
histogram H_norm. The L2 norm of a vector H = [h1, h2, h3,

h4,. . . . . . . . . h_n] can be calculated by Equation 6 and 7.

Hl2 = |H | =

√
h21 + h22 + h23 + h24 (6)

Hnorm =
H
|H |

(7)

These normalized vectors’ characteristics are then
employed to carry out different computer vision tasks.
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TABLE 7. Measure the several RCNN techniques.

In Figure 8(a), there are either (7 × 15) or 105 blocks of
(16 × 16). A vector of size (1 × 36) is contained in each
of these 105 blocks. As a result, the total features in an image
would be 105×36=3,780. The features are subsequently sent
to a CNN for object identification. Finally, a total of 3,780
accurate features were obtained from HOG.

E. SHEARLET TRANSFORM FEATURE EXTRACTOR
The Shearlet transform (ST) is a common framework for
analyzing and displaying anisotropic information in an input
image at many scales [22]. This method is useful for detecting
an edge in the images and identifying their locations. The
non-subsampled ST is illustrated in Figure 9. The extraction
of features for a two-level Shearlet decomposition with eight
orientations was conducted. For each level of decomposi-
tion, a histogram with the number of the same bins and
orientations is computed by applying the ST. These his-
tograms represent the distribution of edge orientations at the
specified scales. From Shearlet coefficients at the relevant
orientation, the absolute value is determined and combined
to get each histogram bin’s entry. Concatenation of the his-
tograms computed for each decomposition level, followed
by L2-norm normalization, yields the histograms of shearlet
coefficients (HSC). Finally, thirteen features such as energy,
mean, median, entropy, homogeneity, correlation, and others
were obtained from the value of the shearlet coefficient.

F. FUSED FEATURES
A fusion-feature vector was created by combining the
extracted features from HOG, Shearlet transform (ST) and
RCNN. As previously stated, overlapping, redundancy, and
dimensional increase are regular occurrences in all fusion-
based techniques. The final fused features were used to
classify the DR from the retina FIs. HOG, ST and RCNN
retrieved features in Equations (8)-(10), as shown at the
bottom of the next page, respectively. Concatenation is used
to combine the retrieved feature vectors, represented by
Equation (11), as shown at the bottom of the next page.

G. FASTER RCNN CLASSIFICATION AND LOCATING
AFFECTED REGION
Finally, the classification stage was used to determine the
DR or normal image by utilizing the ROI pooling layer’s
output. The faster RCNN classifier method classify the DR
or normal images. After classifying the DR retina images the
system locating affected region. Two types of spots can be
noticed in the DR image. Spots of cotton wool (Figure 10 (a))
have yellowish-white, slightly raised lessons, and their fuzzy

borders provide the illusion of clouds on the retina. The hard
exudates (Figure 10 (b)) are tiny deposits that are white or
pale yellow in color, with distinct edges. The resultant posi-
tion of the identified test box is displayed via the bounding
box regression. The impacted sections are used as a positive
example for DR sign localization, whereas other portions
and the background are used as a negative example. The
overlapping region is labeled as background or harmful using
the threshold value Intersection over Union (IoU), set to 0.3.
If the IoU value is less than 0.3, the region is considered
negative.

Similarly, regions with an IoU value greater than 0.7 are
deemed to be the DR lesions. For the DR lesions localization,
the Faster RCNN approachwere used. As shown in Figure 10,
the localization result of the Faster RCNN was applied to the
dataset.

III. EXPERIMENTAL RESULTS AND DISCUSSION
A. EVALUATION CRITERION
In this exploration, DR detection performance was assessed
by six metrics including accuracy (ACC), sensitivity (SE),
specificity (SP), Precision (PR), mean average precision
(mAP) and intersection over union (IoU), defined by
Equation 12 to Equation 17. Here, TP stands for true positive,
FP for false positive, TN for true negative, and FN for false
negative.

Accuracy (ACC) =
TP+ TN

TP+ TN + FP+ FN
(12)

Specificity (SP) =
TN

TN + FP
(13)

Sensitivity (SE) =
TP

TP+ FN
(14)

Precision (PR) =
TP

TP+ FP
(15)

mAP =

T∑
i=1

AP(ti)/T (16)

IoU =
Area of overlapp
Area of union

(17)

B. EXPERIMENTAL SETTINGS
This study used 21,171 retina FIs for training, testing, and
validation without data augmentation to confirm the sug-
gested system established for automated DR identification.
To address the issue of data disequilibrium, the data distribu-
tion was laminated in this study. All data sets were separated
into 0.8 and 0.2 portions for training and testing, respectively.
The data distribution for developing the DR detection frame-
work is presented in Table 2.

A PC with 64-bit Windows, 8 GB RAM, and an Intel
Core i7 CPU with a processing speed of 3.00 GHz was used
for all computations tasks. All relevant experiments were
carried out using MATLAB 2019b. The experimenting times
were calculated using a GEFORCE RTX 2070 super GPU
configuration.
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FIGURE 13. ROC curves of the overall framework with fused feature for (a) VGG19 (b) RCNN (b) fast RCNN (b) faster RCNN models.

TABLE 8. Performance of 5 sub fold cross-validation for test and training data.

C. FILTERING METHOD PERFORMANCE
The research applied different filtering methods and the
filtering performance was evaluated based on the criteria
such as PSNR (Peak Signal to Noise Ratio), MSE (Mean
Square Error) and Normalized Cross Correlation (NK) [27],
[28]. Equation (18) to Equation (20) provide the MSE,

PSNR and NK formulas. All of the filters are applied to
the Gaussian-noise-affected retinal picture. The suggested
filtering technique, Adaptive Median Filter (AMF), denoised
the image better than the mean filter, average filter, and
median filter as shown in Table 3. AMF produced the lowest
mean square error, the highest peak signal to noise ratio, and

fHOG1×n = {HOG1×1,HOG1×2,HOG1×3, . . . . . . . . . . . .HOG1×n (8)

fST1×m = {ST 1×1, ST 1×2, ST 1×3, . . . . . . . . . . . .ST 1×m} (9)

fRCNN1×p = {RCNN 1×1,RCNN 1×2,RCNN 1×3, . . . . . . . . . . . .RCNN 1×p} (10)

Fused (featuresvector)cat1×q = {fHOG1×n, fST1×m,fRCNN1×p} (11)
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a content of 1.000 in Normalized Cross Correlation. This
clearly illustrated that in the recovered image from the noisy
image, the AMF produced the best quality.

MSE =
1
MN

M∑
j=1

N∑
k=1

(xj,k − xj,k )2 (18)

PSNR = 10log
(255) ∧ 2
MSE

(19)

NK =

M∑
j,k

N∑
j,k

xj,k − x ′
j,k ′

M∑
j,k

N∑
j,k

x2j,k (20)

D. INDIVIDUAL AND FUSED FEATURE PERFORMANCES
In this section, features extracted by different methods were
combined and faster RCNN classification technique was
used to assess which feature fusion method produces the
best performance. The neural features of the Faster RCNN
model are additionally merged with the extracted features
of HOG and Shearlet transform using the gradient descrip-
tor. While concatenating with Faster RCNN, the fusion of
HOG and Shear let transform exhibits superior classification
results than the interpolation-oriented descriptor [40]. Table 4
shows the comparative analysis of the results obtained using
individual feature extractors and different fused methods.
The feature vector obtained by the fusion of three methods
performed better than the other double fused methods.

Multiple CNN based feature extractors were merged with
HOG and shearlet transform extractors and the fused fea-
ture performance was also investigated individually. Merging
HOG and Shear let Transform features with the faster RCNN
provided the best performance compared to the that meged
with others CNN feature extraction methods such as LSTM,
VGG16, ReNet50, VGG16, RCNN, Fast RCNN (Table 5).

E. CLASSIFICATION PERFORMANCES
After merging the three feature vector data into one vector,
classification was performed using different RCNN classifier
models along with VGG19 as shown in Table 6. The faster
RCNN model again provided the best performance than the
other RCNN or VGG19 with an accuracy of 98.58% and
a specificity of 98.57%. Figure 11 shows different perfor-
mance accuracy and loss curves for the classification. The fast
RCNN validation accuracy curve (Figure 11(c)) significantly
drops because some validation features might have deviated
more than the training features for the outliners in the valida-
tion datasets.

Figure 12 shows the confusion matrix created from the
entire system’s performance measurement during the clas-
sification step. The suggested approach needed marked test
data to evaluate its intended outcome during the evaluation.
According to the proposed faster RCNN confusion matrix,
out of 2,156 images, the model accurately detected 2,120 DR
images and could not detect 36 DR images. Out of 2,077
healthy images, the system failed to detect 24 normal image
and correctly detected 2,053 normal images.

Three two-stage detector models used were Fast-RCNN,
Faster-RCNN, and RCNN. The main difference between
the two models is that two-stage detectors work by first
using different region proposal strategies to locate the impor-
tant item in an image, which is then narrowed down
before doing the final classification task. As mAP metric
is very popular and considered a standard metric for solv-
ing subject identification problems, this was implemented
to conduct the performance study of all object-detection
models. Table 7 compares the findings, showing that our
proposed method obtains 96% mAP, greater than the other
methods. Furthermore, the test times of all of the models
were measured to assess their computational complexity.
The Faster-RCNN framework achieved the highest mAP
value with the shortest test time, as shown by the reported
results.

The Receiver Operating Characteristics (ROC) curve for
the suggested approach is shown in Figure 13. Compared
to the other methods, the Faster-RCNN approach produced a
nearly 1.00 area under the ROC curve (AUC). This indicated
that the developed technology was quite effective in detecting
the DR from the retina FIs.

F. VALIDATION EVALUATION
Generalization validation techniques were used to validate
the system’s performance further. The term ‘‘generalization’’
refers to a model’s ability to respond to new inputs. This tech-
nique can digest new data and produce accurate predictions
after being taught. This study used the IDRID retina image
dataset for generalization purposes, which was not the same
as the training set [39] containing 516 imageswith two classes
of DR (310 images) and normal images (206 images). From
the confusion matrix results for the generalization outcomes,
only 15 out of 310 DR images are incorrectly detected. The
DR retina images had the lowest false detection rate, with a
generalization accuracy of 95.34%. Even with a completely
fresh set of data, the system’s image classification reliability
was demonstrated.

K-fold cross-validation is generally used in applied
machine learning to evaluate a model’s performance to gen-
erate predictions on data that was not utilized during the
model’s training [41]. To increase the confidence in the exper-
imental outcomes, a five-fold cross-validation procedure was
applied with the feature vector being randomly divided into
5 sub folds. Four sub folds were chosen for the training
dataset, but for the testing dataset, just one sub fold was
chosen. Table 8 shows the accuracy and loss values for differ-
ent folds during training and validation. Figure 14 shows the
performance of 5 fold cross validation for test and training
data.

G. COMPARATIVE ANALYSIS
The mean performance evaluation metrics were obtained
after carrying out 5 runs with randomly choosing the data
80:20 ratio for training and testing. Compared to other
strategies reported in the literature, the proposed approach
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FIGURE 14. Accuracy and loss curves for 5-fold cross-validation study.

produced a higher classification accuracy score of 98.58% in
detecting DR images (Table 9) possibly due to the utilization
of fused features from three different extraction techniques.

Wan et al. [33], used large number of data (35,120 images)
but overall performance was not as good (accuracy 95.68%).

This could be due to the fact that the authors used a
CNN based model to classify and extract features. In this
model, a balanced dataset was employed to classify the
DR images by using the fused features. Oliveira et al [35]
found improved accuracy of 96.94% by combiningmultiscale
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FIGURE 14. (Continued.) Accuracy and loss curves for 5-fold cross-validation study.

analysis provided by the Stationary Wavelet Transform with
a multiscale Fully Convolutional Neural Network. This could
be owing to the fact that they employed a significantly smaller
dataset for testing the system’s performance (total 88 images)
[35]. In [36], the researcher only used the CNNmodel for fea-
ture extraction and classification and produced a competitive
performance (97.89%)with less than half of the images in this
dataset. Some studies [29], [30], [31], [32], [38] used small
number of data ranging between 3,000 to 5,000 to achieve
reasonable accuracy between 79 % to 95% using

CNN models. However, these models would take more
time to run. Furthermore, it requires extensive training
and has decreased accuracy when used to train imbalance
samples. Islam et al. achieved an accuracy of 98.36% by
using supervised contrastive learning (SCL) with super-
vised contrastive loss function [46]. The main drawbacks
in that research identified are unbalanced datasets, grading
errors, and resource limitations. According to the official
APTOS 2019 documentation, the Messidor-2 dataset grading
annotation contains flaws and was provided by a third party.
The batch size was restricted to 8 due to the computational

resource limitations. However, in the proposed model, appli-
cation of balanced dataset could eliminate some of the
limitations.

H. FALSE PREDICTION AND ANALYSIS
The system was tested with many poorly rated images to
explore if it could properly detect them. The system did
not provide the expected results for some unknown images
collected from Kaggle [47] as shown in Figure 15 and also
show why the images could not be detected by our system.
These images were not used for training purposes.

I. LIMITATION AND FUTURE WORK
Despite the excellent performance achieved by the proposed
method there is still room for improvement. For example,
the DIARETDB1 dataset was imbalanced containing 84 DR
images and 5 normal retinal images. This issue could be
overcome by introducing generative adversarial network
technique on both majority and minority classes. However,
this did not make the overall dataset size highly imbal-
anced with over 21,000 images. Another limitation was that
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TABLE 9. Comparative analysis of relevant research.

FIGURE 15. Images in the Kaggle dataset with wrong predictions:
(a) False-negative in an image with foggy view and retinal laser scar,
(b) False negative in an image with poor illumination, (c) False-negative
in an image with reflective spots and shadows and (d) False-positive in
an image with overexposure and halo.

the proposed feature fusion method misclassified 127 DR
images. However, this could be solved by either training the
model more or employing a more robust regularization strat-
egy. Further fine tuning of the model is required to shorten the
long training time resulted from the feature fusion operation.
In the near future, it has been planned to collect diabetic
macular edema images to enhance the model performance
on a dataset containing diverse images. Furthermore, the

effectiveness of the model needs to be tested in clinical set-up
with even using mobile app.

IV. CONCLUSION
In this research, systematic attempts were undertaken to build
an automated system that can forecast DR by analysing retina
FIs from three different publicly available datasets and using
fused features and Faster-RCNN classification. Findings
suggests that the adaptive median filtering approaches pro-
vided better noise eliminations and obtain improved accuracy
and precision from other filtering methods. The proposed
model produced an accuracy, specificity, sensitivity and pre-
cision scores of 0.9858, 0.9757, 0.9861, 0.9859 during the
binary classification of a modified dataset of over 21,000
retina images. According to the experimental results, all
RCNN classification models achieved better results with
Faster-RCNN classifier delivering the best performance with
mAP, IoU, required time values of 0.965, 0.975, 0.20 s. It was
also demonstrated that the proposed framework can precisely
locate the DR affected region in the retina images. Further-
more, the model also generated state-of-the-art performance
in comparison with the reported approaches in the literature.
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