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Abstract 
Valid and informed interpretations of changes in physical performance test data are important 
within athletic development programmes. At present there is a lack of consensus regarding a 
suitable method for deeming whether a change in physical performance is practically-relevant 
or not. We compared true population variance in mean test scores between those derived from 
evidence synthesis of observational studies to those derived from practioner opinion (n=30), 
and to those derived from a measurement error (minimal detectable change) quantification 
(n=140). All these methods can help to obtain “target” change score values for performance 
variables. We found that the conventional “blanket” target change of 0.2 (between-subjects 
SD) systematically underestimated practically relevant and more informed changes derived for 
5-m sprinting, 30-m sprinting, CMJ, and Yo-Yo Intermittent Recovery Level 1 (IR1) tests in 
elite female soccer players. For the first time in the field of sport and exercise sciences, we 
have illustrated the use of a principled approach for comparing different methods for the 
definition of changes in physical performance test variables that are practically-relevant. Our 
between-method comparison approach provides preliminary guidance for arriving at target 
change values that may be useful for research purposes and tracking of individual female soccer 
player’s physical performance. 
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Introduction 

Physical performance testing is an integral component of an elite soccer player’s development 
programme and is considered important by coaches, practitioners and players [1, 2]. Such 
performance assessments offer an opportunity to evaluate a player’s physical qualities, and the 
derived information can be used to provide coaches and practitioners with evidence to guide 
talent identification, player selection and development programmes [3]. In the sports and 
exercise sciences, published research [4] has failed to provide information that may enable 
adequate study planning and facilitate meaningful interpretations of physical performance test 
data in the real-world [5]. It remains under-explored whether methods used to interpret group-
level research [6] might be of any value to inform tracking processes at the individual-level [7-
10]. We highlight that “individual-level” refers to individual-player data gathered in daily 
practice, whereas “group-level” indicates the aggregation of individual-player data for research 
purposes [7]. Real-world practice conventionally involves the examination and interpretation 
of individual-level (player) data [7]. 

Given that physical performance assessments are used to inform decision making throughout 
the player development process [11], robust interpretation of test performance data is, 
therefore, paramount [12]. In sports performance research, investigators are usually concerned 
with the determination of a group-level reference threshold, termed the smallest worthwhile 
change (SWC) or “target change”, which is considered the ‘practically relevant’ change in the 
measure of interest [6]. In practice, changes in test score may be interpreted using the SWC 
statistic computed as i) percentage change or ii) some specified fraction of the available sample 
standard deviation (i.e., standardised effect size) [6]. However, the conceptual and contextual 
inconsistencies of these approaches limit the value of the SWC in the real-world [5, 13-19]. 
First, the calculation of pre-to-post changes expressed as percentage changes does not 
necessarily remove the regression-to-the-mean artefact that is a problem in single sample 
intervention or observational studies typical in this research field [17]. Second, use of 
standardised effect sizes (i.e., Cohen’s d) to inform relevant interpretations can be misleading 
given the sample variance dependence and unitless expression lacking biological 
meaningfulness [15, 16, 18, 20]. Third, determining the importance of a change based on a 
magnitude scale as a fraction of a given sample standard deviation, generally 0.2 × between-
subjects standard deviation (SD) [6], may be irrelevant in the context of sports performance 
[13, 18]. For example, a recent study on between-device measurement equivalence for maximal 
sprinting speed assessment showed how these criteria lack practical context [20]. Specifically, 
taking 0.2 × between-subjects SD as the target effect would have represented an unrealistic 
value for interpreting differences between the criterion and non-criterion measure considering 
what practitioners deemed meaningful [20].  

There can be confusion over the different ways that target change thresholds are formulated 
and interpreted [21, 22], especially in terms of the distinction between minimal detectable 
change and minimal important change [21]. Minimal detectable change indicates the change 
in test performance beyond random within-subject variability of the measurement [23]. 
Conversely, minimal important change refers to the smallest change in a score domain of 
interest that players and coaches may perceive as meaningful [13, 24]. In practice, the minimal 
detectable change is based on a statistical threshold, whereas a minimal important change may 
be set irrespective of whether it can be distinguished from measurement error or not [25]. 
Likewise, the notion of practical relevance versus clinical relevance requires differentiation  
[22]. Practical relevance refers to whether the size of a change between two testing occasions 
can be said to differ reasonably [22]. Clinical relevance denotes whether the applied value of 



any observed change makes a real impact on overall sport performance from an empirical 
perspective [13, 22]. In general, tracking physical performance changes in the individual 
athlete is related to the notion of practical relevance. 

Despite the current lack of consensus regarding established methods for specifying target 
change values [26-28], a general and perhaps arbitrary selection of a “global” target change 
may not necessarily coincide with a principled determination of a practically relevant change 
in performance variables on the actual scale of measurement [24, 29]. In the absence of 
objective information, the comparison of different methods involving data from existing 
sources of information and insight from practitioners can serve to provide guidance for real-
world player tracking and research purposes [5, 13, 24, 30]. For example, the sports 
performance researcher may define the change values by comparing relevant information based 
on research evidence synthesis [31], distribution-based methods [32-34], and practitioner 
opinion [35, 36]. A systematic review and meta-analysis of observational data may be useful 
to inform the definition of a target change [30] that may be expressed as the population spread 
for the range of true mean population test scores. In line with its use in other fields of research 
[37], the tau-statistic is a standard deviation that indicates the variation across a distribution of 
true mean test scores [38] beyond random sampling error [39], and may be considered a 
relevant approximation for the definition of a practically relevant change of interest [40, 41]. 
The surveying of opinions from practitioners in the field also constitutes another valuable 
method for specifying change values deemed realistic as opposed to any potential guidance 
resting solely on statistical criteria [30, 35, 36]. Measurement error assessment is also important 
to understand whether a particular test may be useful for real-world practice [12, 42, 43]. 
Formal quantification of the minimal detectable change is relevant to ascertain whether any 
observed change can be distinguished from test-retest error [25, 44]. 

With information that can be obtained from systematic evidence synthesis, practitioner opinion 
and measurement error assessment, this study aimed to compare different methods for 
determining practically relevant changes in physical performance test variables relevant to elite 
female soccer players. 

Materials and Methods 

Systematic review and meta-analysis 
 
Literature search procedures 

Given the context of our study, we pre-determined relevant eligibility criteria [45] to inform 
our systematic review procedures (Table 1). A comprehensive electronic database search was 
conducted in PubMed and Web of Science by the lead author (ND) to identify original research 
articles published from the earliest record up to April 2020. A Boolean search phrase was 
created to include search terms relevant to the sport (soccer), sex (female) and physical 
performance test of interest (5-m sprinting, 30-m sprinting, CMJ), Yo-Yo IR1). Relevant 
keywords for each search term were determined through pilot searching (screening of titles, 
abstracts, keywords, and full texts of previously known articles). Keywords were combined 
within terms using the ‘OR’ operator, and the final search phrase was constructed by combining 
the three search terms using the ‘AND’ operator (Supplementary Table 1). All references were 
downloaded into a dedicated Papers library (Papers version 3.4.18). The library was reviewed, 
and duplicate records were identified and removed. After the removal of duplicate records, the 
title and abstracts of the remaining studies were screened against the inclusion and exclusion 
criteria (Table 1). 



Data extraction 

The full-text versions of the remaining articles were then retrieved and evaluated against the 
inclusion criteria to determine their final inclusion/exclusion status by the lead author (ND) 
and verified by one of the co-authors (LL). Full-text articles that met each of the eligibility 
criteria were included in quantitative synthesis, with a complete overview of the process for 
each test performance measure illustrated in Fig. 1-3. Consensus on study selection and data 
extraction was sought in meetings between the two reviewers throughout the process [46], with 
the sixth author (WG) consulted if necessary. Mean test scores and sampling variance were 
extracted by the lead author (ND) and subsequently verified by one of the co-authors (LL) for 
the observational studies meeting our eligibility criteria. Importantly, only baseline test 
performance measures were extracted in the case of experimental study designs, while a graph 
digitizer software (DigitizeIt, Braunschweig, Germany) facilitated the data extraction process 
where only scatter plots were available. The primary outcome to be reported from our evidence 
synthesis was the τ-statistic value [39, 47] as an approximation of the population standard 
deviation [48, 49] of true mean test scores. 

Practically relevant changes in physical performance measures survey 

Survey design and distribution 

To obtain information relating to practically relevant changes in physical performance in 
female soccer, we conducted a short cross-sectional survey from July 2019 to April 2020. 
Practitioners (sport scientists, strength and conditioning coaches and fitness coaches) currently 
working in elite female soccer were asked on their perception of a practically relevant change 
in a range of physical performance tests (CMJ, 5-m and 30-m linear speed, and Yo-Yo IR1). 
The survey was developed in-house by the authors who represent a broad range of relevant 
expertise and experience in the area, both practically and scientifically [20]. The survey 
consisted of nine questions, covering two main areas: 1) introduction and background 
information (four questions), and 2) perceptions of change values across different physical 
performance tests (five questions). The data were collected using an online survey platform 
(Online Surveys, formerly Bristol Online Surveys). A weblink to the survey was generated and 
emailed with a covering letter to known contacts. The survey was intentionally distributed 
privately to known contacts to ensure completion by appropriate practitioners with the required 
experience within female soccer. Voluntary informed consent was requested at the start of the 
survey and no information regarding participant age, sex or club/national team was requested. 

Measurement error assessment 

Design 

Physical performance tests were conducted on two separate occasions separated by seven days. 
All testing took place during the non-competitive phase of the season. Prior to assessment, all 
players had previously completed each test on at least one previous occasion, which acted as 
their familiarisation. All physical performance tests were performed on third generation turf 
(indoor arena) and players wore shorts, t-shirt and football boots (except for the jumps when 
trainers were worn). Players performed a standardised, generic warm-up prior to 
commencement of the physical assessments. All physical performance tests were completed at 
approximately the same time of day to reduce any circadian rhythm effect [50]. Tests were 
completed in a single session and in the same order (CMJ, linear speed and Yo-Yo IR1) on 
each test occasion. Test order was designed in an attempt to minimise the influence of previous 



tests on subsequent performance. Participants were instructed to refrain from strenuous 
exercise in the 24 hours before the fitness testing session and to consume their normal pre-
training diet. To encourage maximal effort, players received consistent verbal encouragement 
throughout the physical performance tests. Overall, test-retest data were collected from 140 
national team female soccer players (age range: 12 to 33 years). Usual appropriate ethics 
committee clearance was not required as data was collected as a condition of employment and 
all players had previously consented for their data to be used for research purposes. 
Nevertheless, all data were anonymised prior to analysis to ensure player confidentiality. 

Procedures 

A standardised warm-up was completed, consisting of generic warm-up activity prior to 
commencing the physical performance tests. Specific warm-ups were also completed prior to 
each of the performance tests. To ensure consistency between testing occasions, National 
federation staff coached the warm-up activity. 

Countermovement jump (without arms) 

Estimations of player’s lower limb muscular power were assessed via a countermovement jump 
(CMJ) on a jump mat (KMS Innervations, Australia). The jump mat was placed on a firm, 
concrete surface at the edge of the third-generation turf (indoor arena). Following the generic 
and jump-specific warm-up activity, the player was permitted an additional practice jump on 
the mat before performing three recorded trials. The player was instructed to step on to the mat 
and place their feet in the middle of the mat (a comfortable distance apart) and with their hands 
on their hips. The player started from an upright position and was instructed to jump as high as 
possible while keeping their hands on their hips. Players were instructed to keep their legs 
straight whilst in the air and refrain from bringing their legs into a pike position or flicking 
their heels. The highest jump height recorded to the nearest 0.1 cm was used as the criterion 
measure of performance. 

Linear speed 

Players’ linear speed times were evaluated using electronic timing gates (Brower TC Timing 
System, USA) over distances of 0-30 m. A 50 m steel tape measure (Stanley, UK) was used to 
measure the 30 m distance and markers were placed at 0, 5 m and 30 m, in addition, a marker 
was placed 1 m behind the zero line. Tripods were placed directly over each marker at a height 
of 0.87 m above ground level and a timing gate (transmitter) was fitted to each tripod. Opposite 
each tripod, at a distance of 2 m, another tripod and timing gate (receiver) was positioned. 
Following the generic and speed-specific warm-up activity, the player was permitted an 
additional practice sprint through the course before performing three recorded trials. Each 
sprint was separated by a 3-min recovery period. The player commenced each sprint with their 
preferred foot on a line 1 m behind the first timing gate. The fastest time at each distance to the 
nearest 0.01 s was used as the criterion measure of performance. 

Yo-Yo Intermittent Recovery Test Level 1 

Estimations of player’s high-intensity endurance capacity were assessed using the Yo-Yo 
Intermittent Recovery Test Level 1 (Yo-Yo IR1). During the test, participants completed a 
series of repeated 20 m shuttle runs with a progressively increasing running speed (10-19 km.h-

1) interspersed with 10 s rest intervals [51]. 



Statistical analysis 

Second-order information criterion (AICc) [52] assessed the relative quality of different 
models for meta-analysis with method of moments, maximum likelihood, and model error 
variance estimators for the true tau-statistic (τ) value [39]. By definition, the τ is a standard 
deviation describing the typical population variability across the distribution of true mean test 
scores given the summarised effects [39]. With different approaches described in the current 
literature [53], recent recommendations on methods for research evidence synthesis informed 
the meta-analytical framework of the present study [39, 47]. The methods selected to estimate 
the between-effect variance and its uncertainty involved the comparison of seven random-
effects models using the DerSimonian-Laird, Hedges-Olkin, Sidik-Jonkman, maximum-
likelihood, restricted maximum-likelihood, empirical Bayes, and Paule-Mandel estimators, 
respectively [39, 54]. The generalised Q-statistic method estimated the uncertainty around the 
mean τ-statistic value and was reported as 95% confidence interval (CI) [55]. The AICc 
difference (∆AICc) from the estimated best model (i.e., the model with the lowest AICc value; 
∆AICc = 0) was evaluated according to the following scale: 0-2, essentially equivalent; 2-7, 
plausible alternative; 7-14, weak support; > 14, no empirical support [56]. Results were 
interpreted from the best meta-analytical model for the examined data. Results from essentially 
equivalent models were also presented. Weighted raw point estimates were calculated as 
descriptive statistics with the 95% prediction interval (95% PI) describing the expected range 
for the distribution of true mean test scores for 95% of similar future studies [38, 57, 58]. All 
meta-analyses were performed using the metafor package [54]. 

Survey data were summarised as response frequency (expressed as counts or percentage) for 
categorical data, median and interquartile range (IQR) for count data and mean and standard 
deviation (SD) for continuous data. The change value in physical test performance measures 
practitioners deemed of practical relevance to elite female soccer was defined as mean and 
95%CI from the available survey responses. 

For the test-retest error assessment analyses, a paired samples t-test quantified the within-
subjects SD for the mean difference in the test scores [12]. Random within-subject variability 
was quantified as the standard error of the measurement (SEM) [12] and presented with the 
respective uncertainty [59]. To assess absolute agreement between measurements [12], 
percentage coefficient of variation (%CV) was estimated using the logarithmic method [60, 
61]. The minimal detectable change value for each performance measure was calculated as the 
product of the SEM value times 1.96 and the square root of 2 [42]. The underlying patterns in 
the raw test-retest data on each occasion were explored and illustrated in raincloud plots [62]. 

Effects for each selected method were presented and compared using density strips to illustrate 
the uncertainty (95%CI ) surrounding the point estimates [63-65]. Statistical analyses were 
conducted using R (version 3.6.1, R Foundation for Statistical Computing). 

Results 

Systematic review and meta-analysis 

Of the records we screened by title and abstract, 11, 17, 27, and 23 studies met the eligibility 
criteria for the 5-m sprinting [4, 66-75], 30-m sprinting [4, 76, 3, 77, 66, 67, 69, 78, 79, 72, 71, 
80-84], CMJ [85-87, 3, 88, 76, 89, 69, 78, 90-92, 72, 93-97, 82, 73, 98-104], and Yo-Yo IR1 
[105-108, 3, 76, 89, 109, 110, 69, 111, 78, 112, 71, 113, 114, 97, 99, 115-119] variables, 
respectively (Fig. 1-3). The identified samples of studies summarize almost twenty years of 



research on female soccer published between 2000 and 2020 encompassing test performance 
data ranging from youth to senior players. According to the model comparison on information-
theory grounds (Supplementary Tables 2-5), the mean for the distribution of true mean test 
scores was 1.16 s (95%PI, 0.98 s to 1.34 s) for 5-m sprinting, 5.01 s (95%PI, 4.19 s to 5.83 s) 
for 30-m sprinting, 29 cm (95%PI, 21 cm to 37 cm) for CMJ, and 1077 m (95%PI, 527 m to 
1628 m) for Yo-Yo IR1. 

Practically relevant changes in physical performance measures survey 

Median time (IQR) to complete the survey (min:sec) was 08:31 (03:29 to 19:57). Of the 30 
respondents, 63% were strength and conditioning coaches and 30% sports scientists (Q1). 
Respondents had a median of 3 (2 to 6) years of experience working in female soccer (Q2), 
and worked either in senior (37%), youth (30%), or combination of both (33%) female soccer 
contexts at the time surveyed (Q3). The majority of respondents worked with National teams 
or clubs in the top division in their respective country (73%) (Q4), with the following 
breakdown of leagues/level of competition that respondents clubs played in: National teams (n 
= 8), English Women’s Super League (n = 6), English Women’s Championship (n = 3), Italian 
Serie A (n = 3), Australian W League (n = 2), English Regional Talent Club (n = 2), English 
National Premier League (n = 1), USA National Women’s Soccer League (n = 1), USA 
National Collegiate Athletic Association (n = 1), French Division 1 Feminine (n = 1), Northern 
Ireland Women’s Premiership (n = 1), and highest league (country not stated) (n = 1). 

Measurement error assessment 

The estimated mean test-retest difference was 0.002 s (95%CI, −0.004 s to 0.007 s), −0.015 s 
(95%CI, −0.029 s to −0.002 s), 0.01 cm (95%CI, −0.24 cm to 0.26 cm), and −16 m (95%CI, 
−33 m to 2 m) for 5-m sprinting, 30-m sprinting, CMJ, and Yo-Yo IR1 variables, respectively. 
The %CV (95%CI) was 2.3% (2.0% to 2.6%) for 5-m sprinting, 1.2% (1.1% to 1.4%) for 30-
m sprinting, 3.9% (3.4% to 4.3%) for CMJ, and 7.2% (6.3% to 8.1%) for Yo-Yo IR1 data. 
Raincloud plots illustrated the data distribution and degree of raw test-retest measurement error 
(Fig. 4). 

Between-method comparison 

5-m sprinting 

Formal comparison of different meta-analytical approaches revealed the random-effects model 
with maximum likelihood estimator for the τ to be the best of the seven candidates 
(Supplementary Table 2). The τ was ± 0.08 s (95%CI, 0.06 s to 0.14 s). All the essentially 
equivalent models provided similar values for the point estimate based on a sample of 272 
female players. Given the observed degree of test-retest measurement error (Fig. 4), the 
calculated minimal detectable change value in 5-m sprinting performance was ± 0.07 s (95%CI, 
0.06 s to 0.08 s). The survey results suggested a mean change of ± 0.09 s (95%CI, 0.04 s to 
0.13 s). In contrast, use of the “test” reliability data for the calculation of small effect in Cohen’s 
terms (0.2 × between-subjects SD) underestimated the change value (∆ =± 0.011 s; 95%CI, 
0.010 s to 0.012 s). 

30-m sprinting 

The random-effects model with maximum likelihood estimation method for the τ was the best 
in the pool of candidates (Supplementary Table 3). Meta-analyses involved 685 female players 



revealed a τ value of ± 0.39 s (95%CI, 0.31 s to 0.57 s), with essentially equivalent models 
providing similar estimates. The calculated minimal detectable change value was ± 0.16 s 
(95%CI, 0.14 s to 0.18 s) on the basis of the test-retest measurement error analyses (Fig. 4). 
The mean change practitioners perceived as practically relevant was ± 0.21 s (95%CI, 0.11 s 
to 0.32 s). Estimation of a small effect as per Cohen’s criteria using “test” reliability data 
yielded an underestimated change value of ± 0.044 s (95%CI, 0.040 s to 0.050 s). 

CMJ 

Following our meta-analytical model comparison on information-theory grounds, the random-
effects model with maximum likelihood estimator was found to be the best relative to other 
competing models (Supplementary Table 4). With an available dataset including 1792 female 
players, the estimated τ was ± 3.9 cm (95%CI, 3.3 cm to 4.9 cm). The estimated minimal 
detectable change value was ± 2.9 cm (95%CI, 2.6 cm to 3.3 cm), while the mean change value 
perceived as important by practitioners was ± 2.8 cm (95%CI, 2.1 cm to 3.4 cm). The change 
value of ± 1.0 cm (95%CI, 0.9 cm to 1.1 cm) commensurate to a small effect according to 
Cohen was inconsistent with the all the mean estimates obtained from the other approaches.  

Yo-Yo IR1 

The AICc criteria revealed the random-effects model with restricted maximum likelihood 
estimator for the τ as the best model in the set of candidates (Supplementary Table 5). Using 
available Yo-Yo IR1 data from an overall sample of 981 female players, the τ was ± 267 m 
(95%CI, 210 m to 355 m). Given the observed random-within subject variability in the Yo-Yo 
IR1 assessment, the calculated value for the minimal detectable change was ± 206 m (95%CI, 
184 m to 233 m). The mean value for the change deemed of practical relevance by practitioners 
was ± 164 m (95%CI, 123 m to 206 m). Conversely, use of the “test” reliability data for 
calculation of the change as per Cohen’s criteria (0.2 × between-subjects SD) yielded an 
underestimated value of ± 92 m (95%CI, 82 m to 104 m). 

Discussion 

Using a principled approach in the domain of sport and exercise sciences, this is the first study 
to illustrate a formal comparison of different methods for determining practically relevant 
target change values in physical performance test variables. Our study findings suggested that 
the definition of a target change value depends on the context and purpose of the measurement.  

Despite the lack of consensus regarding a standardized methodology for defining change values 
[26, 27], an a priori and arbitrary selection of a single method is unlikely to result in a 
rationalised determination of practically relevant changes on the actual scale of measurement 
[24, 34]. Establishing a change value of interest has inherent challenges, but is considered 
relatively straightforward in sports such as cycling or running, whereby the performance 
outcome is usually time or distance [13, 24]. Conversely, determining a practically relevant 
change in a multi-component sport such as soccer or rugby is more challenging and thus 
consideration of between-method comparisons appears relevant irrespective of the context 
[41]. Specifically, the degree of a target change may differ if considered from research and 
applied perspectives and not correspond to a fixed or universal value that may be of interest to 
different stakeholders [8]. Values deemed meaningful for group-level research may not be 
applicable for individual-player tracking purposes [120]. The sports performance researcher 
would consider a target change to inform study design, while the practitioner is concerned with 
changes which guide player evaluation strategies [8]. The general strategy of inter-



methodological quantification of target changes intends to stimulate further discussion between 
the researcher and practitioner, not an end in itself. For example, adequate sample size planning 
requires explicit specification of an effect of interest [30], yet researchers typically rely on 
unjustified conventions not calibrated to any study context [121]. Failure to specify what 
change would falsify a research hypothesis may lead to unnecessarily inconclusive studies and 
ambiguous interpretations of findings [30, 122]. Use of information from practitioner opinion  
(i.e., opinion-seeking method) would be preferable if one aims to assess whether an 
intervention elicited within-individual changes greater than change values deemed realistic and 
relevant to interpretation of research findings (i.e., group-level research) [36, 123]. The choice 
of this or any alternative method for player tracking purposes would, however, depend on 
whether one is interested in evaluating the size or the meaning of a change for overall sports 
performance [13]. 

Measurement error assessment can represent a first step to support interpretations when no 
empirical guidance is available and should be complementary to other methods [44, 124]. This 
particular evaluation is only useful for understanding whether a change value can be 
distinguished from random within-subject variability [124]. Measurement reliability should not 
constitute a proxy for determining what value may be judged practically or clinically relevant 
[25]. However, a practically relevant change smaller than a minimal detectable change may 
not be distinguished from measurement error irrespective of the purpose. Research in 
clinimetrics highlighted the importance of reducing measurement error, not increasing the 
value of a target change [124]. In practice, if a change deemed relevant by practitioners equals 
1 standard error of the measurement, the minimal detectable change will always be 
systematically larger [124]. In our study, the use of test-retest data from 140 national team 
female soccer players (age range: 12 to 33 years) enabled an estimation of the error in each 
performance test free from the influence of sampling imprecision. The fact that the mean target 
change for the Yo-Yo IR1 performance test based on practitioner opinion did not exceed the 
measurement error value (Figure 5) suggested it may not be helpful for tracking high-intensity 
endurance performance in the individual player [9]. To illustrate this from a practical 
perspective, the derived change for Yo-Yo IR1 performance from each approach was; ± 267 
m (evidence synthesis), ± 206 m (test-retest measurement error assessment) and ± 164 m 
(practitioner opinion). In contrast, change values derived from practioners’ opinions and 
alternative distribution-based methods were larger than measurement error-based values for 
interpretations of data relevant to sprint and jump variables.   Our study confirmed that changes 
deemed practically relevant by practitioners may not converge to a consistent range of values 
determined by the error of the measurement scale or other distribution-based criteria for each 
performance variable of interest.  Any decision for selecting one or another value informed by, 
for example, the range of target changes we described as in the case of the Yo-Yo IR1 variable 
should be pragmatic and based on the context of the measurement [8, 120]. 

In the sport and exercise sciences, the general practice among researchers and practitioners 
typically involves the derivation of practically relevant changes as a function of arbitrary 
fractions of one-off sample standard deviation by calculating the value of interest as 0.2 × 
between-subjects SD of the previous assessment data [6]. The sample-dependent nature of this 
approach is a major drawback precluding the definition of changes having relevance for 
research and real-world practice. Formal comparison of results from different methods 
indicated that determination of a change score as a small effect according to Cohen’s criteria 
[125] systematically underestimated the value of interest when compared to the other 
approaches considered in this study. In this context, a recent study illustrated the discrepancy 
between the use of these criteria and more rationalised methods as practitioner opinion to arrive 



at values deemed realistic [20]. As a consequence, practitioners should be wary of interpreting 
changes in performance assessments based on the conventional 0.2 × between-subjects SD 
criterion a priori [6]. Our preliminary findings were in line with recent observations 
discouraging any specious reliance on effect sizes as limited measures of practical relevance 
[18, 19, 126]. 

The available information in this and other research fields guided the selection of different 
methods to address specific aspects in our study [24, 25, 33, 40, 123]. As a distribution-based 
method, consideration of the variation in a group of test scores is a typical approach used to 
inform the definition of practically relevant effects [40]. Norman and colleagues emphasised 
how change values defined on statistical criteria from individual studies per se might depend 
unnecessarily on sampling and inherent characteristics [41]. Accordingly, the synthesis of 
observational data illustrated in this study aimed to describe an approximation of a population 
variation value for each test measure [48, 49] that may be realistic and generalisable beyond 
the single study of limited size [127]. Quantifying the amount of change needed to be certain 
that a given change that occurred was beyond measurement error is another criterion generally 
adopted by clinical researchers [123]. Acknowledging the fundamental distinction between 
statistical and principled criteria [25], the minimal detectable change may be an informative 
benchmark when no empirical guidance is available as in our study context. Nevertheless, the 
basis of any estimate derived from these or any other plausible approach rests on a formal 
appraisal of their potential importance [123]. Opinion-seeking represents a method valuable 
for maximising the practical context of findings to assess expectations regarding what is 
deemed realistic by practitioners [30]. In this respect, findings from this method can represent 
a critical counterpoint to what might be viewed achievable solely on statistical grounds. 
Nevertheless, in practice, how it should be weighed compared to other methods remains 
unexplored. 

The process for the definition of practically relevant changes in physical performance measures 
may also require careful considerations inherent to the application of group-based values for 
the screening of the individual player [7, 128-131] and the presence of other available 
alternatives, as, for example, anchor-based approaches. Adoption of this method involves the 
comparison of a player’s test performance on two different occasions and then relating the 
observed change score to a predetermined, independent measure or “anchor" [26, 33, 132]. The 
anchor is interpretable itself (e.g., self-reported outcome measures on a psychometric scale) 
and, for example, can be based either on player, coach or practitioner judgements of perceived 
improvement or deterioration in test performance on a given assessment [123, 133].  
Nevertheless, it is important to emphasise that the practical value of determining change values 
using anchor-based methods relies on a well-conceived study design [133, 134]. The extent of 
anchor-based estimates is dependent on the selection of the anchor itself, which may vary 
substantially between different perspectives and contexts [5, 13, 29, 28, 123]. In this, and other 
fields of research, there is no empirical guideline on how and whether the application of group-
based results (between-subjects approach) from sports science studies may be valid to inform 
the monitoring of the individual player over time (within-subjects approach) [28]. Beaton et 
al., [130] maintained that the magnitude of a change value could substantially differ when 
comparing between-subjects versus within-subjects methods considering these as conceptually 
different approaches. Cella et al., [128] however, argued that group-derived data can be used 
to inform the interpretation of changes at the individual-subject level, but not without the 
support of relevant information inherent to random within-subject variability. What emerged 
from our comparison of between-subjects (e.g., meta-analysis) and within-subjects (e.g., 
practioner opinion and measurement error assessment) approaches suggested methods should 



be seen as complementary to each other to arrive at rationalised interpretations of 
measurements in research and  real-world practice [135]. 

Our study is not without limitations.  Our investigation did not provide information regarding 
our survey content validity since the instrument did not undergo a formal pilot phase. However, 
we did not consider that as necessary due to the fundamental simplicity of our survey. As 
illustrated in a recent study [20], our survey focused primarily on one question regarding 
practitioners’ perspectives on change values perceived as meaningful and relevant to the 
interpretation of different physical performance test scores. Specifically, the notion of 
meaningful referred to the degree of an observed change on that particular test and not its 
relative contribution to a potential enhancement in overall soccer performance [13]. The 
synthesis of observational data derived in independent groups both in different studies and 
within the same study is another aspect to consider [136]. Also, our selection [123] of some 
among other potential methods for specifying a change value of interest requires careful 
consideration. The relevance of available methods arguably depends on the research aim and 
context [8, 40]. Clinical researchers highlighted both values and limitations of using 
distribution-based methods, opinion-seeking, and review of the evidence base for specifying 
an effect deemed of minimal importance [18, 24, 28, 34, 40, 123, 137]. Likewise, taking into 
consideration the initial test performance level can be important for the definition and 
interpretation of a practically relevant change in the measure of interest [33]. Consideration of 
the initial test performance level assumes that greater changes between testing occasions for 
subjects with lower initial performance are the consequence of functional adaptations only 
[33]. However, this tendency may just be as consistent with the effects of the regression-to-
the-mean artifact whereby more extreme scores can become less extreme at a follow-up 
assessment [33]. In practice, subjects with relatively higher test scores will find it harder to 
attain a given change when compared to subjects with relatively lower test scores [33]. 
Accounting for this important aspect may limit arriving at conclusions that subjects with 
relatively lower test scores attained true practically relevant changes in test performance [33]. 
Different approaches were applied in the clinical literature [33] and recently in the sports 
sciences [138], although there is no consensus on an established method to address this 
particular statistical phenomenon. Likewise, accounting for the player’s perspective on 
changes in test scores and performance outcomes beyond opinion-based or statistical criteria 
would be of great importance [128, 139].  Given our data, exploration of these particular 
aspects was not, however, practically feasible thereby suggesting caution when generalizing 
what is illustrated in the present study. 

Conclusion 

This study compared different methods for defining practically relevant changes in physical 
performance measures. Our results highlighted how information obtained from between-
method comparisons could be superior to any a priori adoption of conventional statistical 
criteria (e.g., 0.2 ×  between-subject SD) to support more rationalised interpretations of 
individual player test scores and research findings. The specification of a target change in 
physical performance tests is context-specific and should not be determined a priori on one 
study or one method only. Our findings provide guidance that may be useful for research 
purposes and tracking the physical performance of individual elite female soccer players in the 
absence of more objective information.  
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Table 1. Study eligibility criteria 

Criteria Inclusion Exclusion 

1 Article related to human physical 

performance 

Studies with non-human subjects or with no outcome 

measures relating to physical performance  

2 Original research article Reviews, surveys, opinion pieces, books, periodicals, 

editorials, case studies, non-academic/non-peer-reviewed 

text 

3 Female soccer players Male players. Athletes from other sports.  Non-athletic 

populations.  Varieties of soccer which are not association 

football (e.g. futsal, beach soccer).  Match officials. 

4 Elite / professional players Recreational or amateur players.  Non-athletic populations. 

5 Healthy and non-injured Special populations (e.g., clinical, patients), athletes with 

a physical or mental disability, or athletes considered to be 

injured or returning from injury  

6 Full text available in English Cannot access full text in English 

7 Reported the physical performance 

test(s) in question 

Did not report the physical performance test(s) in question 

8 Data can be extracted appropriately Data grouped and cannot be separated, e.g. males and 

females 

9 Original data The same dataset was used in different publications (i.e., 

duplicate data) 

10 Summary statistic for performance 

measures can be extracted 

Relevant summary statistic measures were unavailable 

11 Study design clearly defined Unclear how measurements were gathered and/or nature of 

the study context 
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practical relevance by practitioners (survey data), the minimal detectable change (test-retest 
analysis) and the evidence synthesis (τ) for (a) 5-m sprinting, (b) 30-m sprinting, (c) CMJ, and 
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Supplementary Table 1.  Database search strategy 

Search Term Search 

Number 

Keywords 

Sport 1 “soccer*” OR “soccer player*” OR “football*” OR “football player*” 

Sex 2 “female*” OR “women*” OR “girl*” OR “lady*” OR “ladie*” 

Physical 

performance 

test 

3 “CMJ” OR “counter movement jump” OR “jump*” OR “VJ” OR “vertical 

jump” OR “power” OR “leg power” OR “explosive leg power” OR “lower 

limb power” 

 

 4 “speed*” OR “speed test” OR “velocit*” OR “accelerat*” OR “sprint*” OR 

“sprint test” OR “max* speed*” OR “max* velocit*” OR “5 metres” OR 

“5m” OR “5 m” OR “5-m” OR “30 metres” OR “30m” OR “30 m” OR “30-

m” 

 

 5 “YYIR1” OR “YYIR” OR “YYR1” OR “YYR” OR “YY intermittent” OR 

“YY intermittent test” OR “YY intermittent recovery” OR “YY intermittent 

recovery test” OR “Yo Yo” OR “YoYo” OR “Yo-Yo” OR “Yo Yo test” 

OR “YoYo test” OR “Yo-Yo test” OR “Yo Yo recovery” OR 

“YoYo recovery” OR “Yo-Yo recovery” OR “Yo Yo recovery test” 

OR “YoYo recovery test” OR “Yo-Yo recovery test” OR 

“Yo Yo Intermittent Test” OR “YoYo Intermittent Test” OR “Yo-Yo 

Intermittent Test” OR “Yo Yo intermittent recovery” 

OR “YoYo intermittent recovery” OR “Yo-Yo intermittent recovery” OR 

“Yo Yo intermittent recovery test” OR “YoYo intermittent recovery 

test” OR “Yo-Yo intermittent recovery test” OR “High-intensit*” OR 

“High intensity*” OR “intermittent” 

Search Phrases: 1 AND 2 AND 3; 1 AND 2 AND 4; 1 AND 2 AND 5 

 
 
 
 
 
 
 
 
 
 
 
 



Supplementary Table 2. Relative quality of meta-analytical models for 5-m sprinting data 
Estimation method τ AICc ∆ΑΙCc Inference 
Restricted maximum likelihood 0.082 -19.814 3.282 Plausible alternative 
DerSimonian and Laird 0.086 -22.891 0.205 Essentially equivalent 
Hedges and Oikin 0.083 -23.029 0.067 Essentially equivalent 
Paule and Mandel 0.082 -23.041 0.055 Essentially equivalent 
Empirical Bayes 0.082 -23.043 0.053 Essentially equivalent 
Sidik and Jonkman 0.082 -23.044 0.052 Essentially equivalent 
Maximum likelihood 0.078 -23.096 0 Best 
 AICc, Second-order Akaike’s information criterion; ΔAICc, Akaike difference; τ, tau-statistic. 

 

 

Supplementary Table 3. Relative quality of meta-analytical models for 30-m sprinting data 
Estimation method τ AICc ∆ΑΙCc Inference 

DerSimonian and Laird 0.266 35.886 7.418 Weak support 
Hedges and Oikin 0.405 28.555 0.087 Essentially equivalent 
Sidik and Jonkman 0.401 28.519 0.051 Essentially equivalent 
Empirical Bayes 0.401 28.518 0.050 Essentially equivalent 
Paule and Mandel 0.401 28.518 0.050 Essentially equivalent 
Restricted maximum likelihood 0.396 28.502 0.034 Essentially equivalent 
Maximum likelihood 0.387 28.468 0 Best 
AICc, Second-order Akaike’s information criterion; ΔAICc, Akaike difference; τ, tau-statistic. 

 

 

Supplementary Table 4. Relative quality of meta-analytical models for CMJ data 
Estimation method τ AICc ∆ΑΙCc Inference 

DerSimonian and Laird 4.7 304.234 7.318 Weak support 
Hedges and Oikin 4.0 301.543 4.627 Plausible alternative 
Sidik and Jonkman 4.0 301.540 4.624 Plausible alternative 
Empirical Bayes 4.0 301.539 4.623 Plausible alternative 
Paule and Mandel 4.0 301.539 4.623 Plausible alternative 
Maximum likelihood 3.9 301.526 4.61 Plausible alternative 
Restricted maximum likelihood 3.9 296.916 0 Best 
 AICc, Second-order Akaike’s information criterion; ΔAICc, Akaike difference; τ, tau-statistic. 

 

 

Supplementary Table 5. Relative quality of meta-analytical models for Yo-Yo IR1 data 
Estimation method τ AICc ∆AICc Inference 

Sidik and Jonkman 264 496.912 13.09 Weak support 
DerSimonian and Laird 266 496.908 13.09 Weak support 
Empirical Bayes 263 496.908 13.09 Weak support 
Paule and Mandel 263 496.908 13.09 Weak support 
Hedges and Olkin 263 496.903 13.08 Weak support 



Maximum likelihood 260 496.900 13.08 Weak support 
Restricted maximum likelihood 267 483.8 0.00 Best 
AICc, Second-order Akaike’s information criterion; ΔAICc, Akaike difference; τ, tau-statistic. 
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