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ABSTRACT Abnormal behavior detection (ABD) systems are built to automatically identify and recognize
abnormal behavior from various input data types, such as sensor-based and vision-based input. As much as
the attention received for ABD systems, the number of studies on ABD in activities of daily living (ADL)
is limited. Owing to the increasing rate of elderly accidents in the home compound, ABD in ADL research
should be given as much attention to preventing accidents by sending out signals when abnormal behavior
such as falling is detected. In this study, we compare and contrast the formation of the ABD system in ADL
from input data types (sensor-based input and vision-based input) to modeling techniques (conventional and
deep learning approaches). We scrutinize the public datasets available and provide solutions for one of the
significant issues: the lack of datasets in ABD in ADL. This work aims to guide new researchers to better
understand the field of ABD in ADL and serve as a reference for future study of better Ambient Assisted
Living with the growing smart home trend.

INDEX TERMS Abnormal behavior detection, activities of daily living.

I. INTRODUCTION
ABD in ADL is not a new topic in computer vision. For
the past ten years, much work has been done on anomaly
detection and recognition in a wide array of areas, such as
city surveillance for national security or also known as crowd
scene analysis [1], driving activities for safe traveling [2],
smart-in home monitoring, health care for elderly people [3],
etc. Specifically, much research was done in the city surveil-
lance field to ensure public security [4]. Public safety is a
concern that needs to be taken care of. However, the safety of
human beings at home should not be neglected, particularly
the safety of elderly people staying alone. According to [5]
and [6], the case of home accidents has seen an increasing
rate, especially falling accidents (75%)which happened in the
circle of elderly. Most home accidents occur unexpectedly,
leaving many unnoticed, leading to severe cases such as
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bone fractures, sprains, burns, or even severe injuries [5].
Fortunately, with the help of emerging technology, home
accidents can be prevented with state-of-the-art computer
vision techniques that send out signals as warnings should any
accidents happen to alert the authorities. A thorough review of
this study is necessary to decide on the future development of
a safer society given how important this field of study can lead
to the safety critical events of elderly people. To the best of
our knowledge, our work is the first comprehensive literature
review that covers the types of input data (sensor-based and
vision-based), methodologies (conventional approaches and
deep learning), and datasets (available datasets and ways
to tackle the lack of data issue) analysis in the field of
ABD in ADL, specifically for elderly. Based on the work
by [7], a review of ABD is done, but it is mainly focused
on video-based crowd behavior, and only one type of ADL,
the ‘‘falling’’ action, was mentioned [8], [9] comprehensively
reviewed ABD but only partially discussed ADL and pos-
sessed no analysis of input data type. These papers are more
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TABLE 1. Summary of Phase 1 to Phase 3 in survey selection.

suitable for advanced study and not for new researches. The
survey by [10] stressed video-based ABD and only a few
ADLs such as were mentioned. References [11] and [12]
emphasized only deep learning methods that are popular in
the field of ABD. All the studies mentioned overlooked the
most significant issue in ADL: the lack of dataset problem
that is analyzed and discussed in our study.

In this survey paper, we look into ABD in ADL from dif-
ferent aspects ranging from types of input data (sensor-based
input and vision-based input), methodology (conventional
approaches and deep learning approaches), available datasets
and the challenges faced. This study comprises comprehen-
sive information regarding ABD in ADL. A conceptual dia-
gram is depicted in Fig. 1 to enable a better understanding of
the topic discussed.

FIGURE 1. Conceptual diagram of the study.

A. SURVEY SELECTION
This study conducted an intensive search on ACM Digital
Library, IEEE, Springer, and Scopus. The searches were done
according to the article title, abstract, and keywords from the
year 2012 to the year 2022. In the 1st phase, we searched
by title, abstract, and keyword. Since the word ‘‘abnor-
mal behavior’’ usually can be exchanged with the synonym
‘‘anomaly’’, these two terms were selected in the search
queries. Four databases with queries (abnormal OR anomaly
AND behavior AND detection AND in AND activities AND
of AND daily AND living) were searched and a total of
19931 results were obtained. The number of results for ACM
is too large as every word in the query was taken into account

TABLE 2. Overview of 4th phase in study selection.

TABLE 3. Final papers selected for each database.

by the ACM search engine; thus, in the 2nd phase, the query
for ACM was changed into (abnormal OR anomaly behavior
detection AND activities in daily living). As a result, the
number of papers had been significantly reduced to 8087, but
it was still too large for manual selection. Hence, the scope
was refined again for ACM in 3rd phase into title search with
the same queries and obtained 312. Table 1 summarizes the
study selection from Phase 1 to Phase 3. In 4th phase, filter
functions were used in each database, and the results obtained
are shown in Table 2.

The collected papers were skimmed manually to select
only the relevant ones that matched the study scope. In the
last phase, some papers relevant to the topic but the keywords
are not stated in the studies’ search queries, such as ‘‘falling
detection in activities of daily living,’’ were also included.
Table 3 displays the final number of papers selected for each
database in Phase 5.
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Our Contributions: In this study, we thoroughly analyzed
the scientific literature on ABD in ADL from 2012 to 2022.
To the best of our knowledge, we are the first to carry out
a review study on the work of ABD in ADL, specifically
for the elderly. This paper focuses on the types of input
data to the ABD system, methods for extracting features
and classification into abnormal or normal behavior classes,
relevant datasets available, the challenges faced, and how to
resolve these issues. Fig. 2 depicts the overview flow of the
system discussed. Instead of merely summarizing the current
methods, this study attempts to:

1) introduce and promote the importance of ABD in ADL
to the readers;

2) compare and contrast the types of input data and how
they are applied in the ABD system;

3) discuss the current methods for ABD in ADL based on
conventional or deep learning approaches and how they
affect the performance of the detection system;

4) suggest potential applications of ABD systems in
real-life;

5) assess publicly available datasets suitable for ABD
systems;

6) analyze the performance metrics used in ABD in ADL;
7) outline the challenges of ABD in ADL and ways to

resolve them.

FIGURE 2. General overview of ABD in ADL.

II. CHARACTERISTICS OF ABNORMAL BEHAVIORS
The definition of ‘‘abnormal behavior’’ varies depending
on the user’s context. For example, behavior is defined as
abnormal if it differs from one another under a context [90].
Another definition of abnormal behavior is an ’’activity done
in an unusual location, at an unusual time’’ or ’’events that are
fundamentally different in appearance or having an odd order
of occurrences’’ [91]. In this survey, abnormal behaviors are
defined based on ADL and can be further classified into
‘‘accidental’’ or ‘‘non-accidental’’ activities.

In terms of ‘‘accidental,’’ it refers to the common acci-
dents in the household. According to [92] and [93], com-
mon home accidents include falls, poisoning, falling objects,
bruises, sprains, cuts, burns, choking, mechanical suffoca-
tion, drowning, glass-related injuries, and more. Although
there are a lot of common home accidents, most of the studies
are mainly focused on falling detection. Falls can happen in

every house place and imply to every household member.
However, studies have shown that most falls happen among
elderly and young children [92]. Since falls can occur in
unexpected places, much research has been done to examine
the case further. Falls can be classified into many types and
ways of falling, for instance, (a) forward and backward falls
[22], [94], [95], and (b) fall when sitting down in a wrong
way or losing balance [22], [94], [95], and (c) falling from
standing position and from sitting on the chair [96], [97].
Fig. 3 shows examples of falling from the studies. Besides
falling, [63] presented abnormal behaviors in the form of gas
leaks and flooding.

FIGURE 3. Examples of different types of falling [95].

Apart from ‘‘accidental,’’ according to the definition
from [86], abnormal behavior happens when unusual activity
is done at an unusual time. ‘‘Non-accidental’’ activities often
involve patients with dementia or long-term degradation of
the elderly’s health. The study from [19] shows that dementia
patients tend to carry out abnormal behavior such as (a) for-
getting or doing things repeatedly and (b) sleep disturbance
and dehydration. References [24] and [31] talked about long-
term trajectory analysis for cognitive decline elders. Those
with the symptoms tend to have repeated activities such as
pacing around, lapping, or random walking.

The difference between ‘‘accidental’’ and ‘‘non-accidental’’
activities is that the latter cannot be identified merely on
the data obtained. Some alterations and measures need to be
taken for the logic to work. The authors [26] used wellness
indices which include the user’s well-being, movement, and
emotion level or rules [33] to determine if the activity is
abnormal. References [28], [35], and [59] produced synthetic
abnormal behaviors based on three factors: frequency, order,
and time taken to perform an activity. An abnormal behavior
flag is raised if any activity hits on the threshold set for
these factors. For instance, [14] first defined a sequence of
normal activities based on rules: opening the door, using a
kettle, using a cup, opening a cupboard, and using coffee.
Fig. 4 shows the normal and abnormal behavior for the ‘‘non-
accidental’’ type, such as repeating activities. It is classified
as abnormal as the ‘‘use kettle’’ action has been repeated
multiple times and exceeded the time allocated for its routine
use. Table 4 shows the summary of abnormal behavior types
categorized by this study.
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TABLE 4. Summary of abnormal behavior types.

FIGURE 4. (left) Sequence for normal behavior detection, (right)
Sequence for abnormal behavior detection with repeating activities.

III. INPUT DATA TYPE
The selection of input data type varies according to the prob-
lem to be solved and the resources acquired. For human activ-
ity recognition, the most popular types of input data used are
(a) sensor-based input and (b) vision-based input. For sensor-
based input, it is further classified into (i) ambient sensors
and (ii) wearable sensors. Vision-based input is divided into
(i) image, and video sequences and (ii) pose estimation. Fig. 5
shows the diagram of the input data type discussed in this
paper.

A. SENSOR-BASED INPUT
For sensor-based input, [3], [24], [45] applied ambient sen-
sors such as door and motion sensors to collect ADL data of

FIGURE 5. Input data type.

elderly suffering from dementia. Reference [52] applied two
prototypes of acoustic floor sensors to capture the audio fea-
tures of falling actions. As for wearable sensors, even though
it is not so ordinary compared to ambient sensors, much
research has also been done, which imparted the benefits of
such a data collection method.

For instance, [13] developed a tri-axial accelerometer sys-
tem and mounted it on different human body locations. As a
result, this study found that the system is easier to detect
and differentiate between normal actions and falling actions
by installing the accelerometer on the upper trunk of the
human subject. In the study by [53], an accelerometer-based
wearable sensor was placed on the elder’s waist to help
detect the wearer’s geographic features and send an alarm
to the caregiver should any falling action occur. In [101],
the elderly were asked to perform casual walking on a force
plate provided to record the participants’ kinetic features
and detect whether the elder had Parkinson’s disease. In the
research carried out by [19], ambient and wearable sensors
were studied. The ambient sensor (contact sensor, thermal
sensor) and wearable sensor (accelerometer) were installed in
the kitchen area or mounted on the wearer to detect abnormal
activities in kitchen ADL.

B. VISION-BASED INPUT
Vision-based input is further classified into (i) image/video
sequences and (ii) pose estimation. Image or video sequences
aremore like the raw datawhere thewhole input is fed into the
model to obtain the salient features, whereas pose estimation
feeds in the keypoints from human joints. Both input types are
equally popular in the case of human ABD, but (i) is slightly
common in use compared to (ii) as image sequences are
considered raw data in human activity recognition. It is also
proven effective in line with emerging technology like deep
learning that produces significant results with raw images.

Various studies have been carried out in ABD in ADL with
vision-based input; some significant research was analyzed
in this paper. The authors in [23] and [99] fed dynamic
images from long videos into the model for human fall early
detection. Reference [14] implemented a wireless camera
system to capture the daily activities of the elderly for mon-
itoring purposes and abnormal activity detection, including
slipping and falling actions. Data collection in [18] was
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TABLE 5. Summary of sensor-based input.

TABLE 6. Summary of vision-based input.

TABLE 7. Comparison between two input data types.

carried out using a wireless camera system divided into func-
tional and regular sensors based on different positions of
sensors at home. Instead of using the raw image sequences,
the work [100] converted the image sequences into motion

history images before feeding them into the human fall detec-
tion model. Other than motion history images, depth images
are quite the common input when the problem involves
human action recognition. Depth images in [94] were applied
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to the machine learning model. As for pose estimation, [102]
proposed a five-point inverted pendulum model built on the
key points of a human subject to detect human fall behavior.

However, the easiest yet sufficient way for human activity
recognition would be the raw key points extracted from the
human subject. For instance, studies from [10], [11], [13],
[17], and [93] applied OpenPose and PoseNet, the human
pose estimators, to obtain the key points from a human subject
and feed the features into the proposed models for senior fall
detection.

Table 5 displays the overview of sensor-based input, and
Table 6 summarizes the vision-based input. Given the two
different types of input data, both pose strengths and weak-
nesses in ABD in ADL. Table 7 shows the summary of input
data types compared to different attributes.

There are strengths and weaknesses for both sensor-based
input and vision-based input. The biggest strength of sensor-
based input using sensors in ABD in ADL is less likely
to incur privacy issues for the users as no faces are shown
during the data collection process. Besides, data collection
is regardless of the wearer’s location [14], which makes
the data-obtaining process easier. However, there are also
some significant limitations of sensor-based input. First, it is
uncomfortable for the wearer’s daily use, especially when
it involves mounting the sensors on the human body [103].
The data analysis process also requires experimented users
as it often involves complicated equipment or gadgets [103].
Besides, wearers must understand the essential operation of
the sensors mounted on their bodies, and the wearer might
require charging devices [19].

Additionally, it has been demonstrated that when a person
is wearing warm clothing or when the temperature difference
between the body and the room is small, the performance of
infrared sensors may drop [104]. Finally, it is worth noting
that in [105] abnormal behavior such as falling action requires
higher sensitivity than specificity as an accident like falling
should not be overlooked. This also holds for all the other
abnormal behaviors in ADL.

On the other hand, the biggest strength of vision-based
input is that the data collection process provides ease and
convenience for the users as it requires no contact between
the users and the cameras [103]. It also has a higher chance
of acceptability by the public as it is more realistic to be
carried out in the long term. However, vision-based input also
has its weaknesses. One of them is that sometimes occlusion
happens in the image [106], or different viewpoints might
incur different performances [106] for the model. Apart from
that, the video’s quality significantly impacts the model’s
performance [106] as well. Another disadvantage is that data
collection using a camera may intrude on the wearer’s pri-
vacy [18] and lead to insufficient data [106].

IV. METHODOLOGY
The selection of recognition characteristics informs the
design of the ABD system. Modeling techniques that include
feature extractors and the classifier can be categorized into

(a) conventional approaches, (b) deep learning approaches,
and (c) hybrid approach (combination of handcrafted features
and learned features). Fig. 6 illustrates the diagram of the
three categories as mentioned.

FIGURE 6. Difference between conventional approach and deep learning
approach.

With conventional approaches, the algorithm responds
faster and uses fewer resources since the recognition features
are ‘handcrafted,’ which the designer determines before the
application [107]. However, selecting handcrafted features
needs both meticulous plans and sufficient tests. On the other
hand, deep learning is a type of machine learning, a com-
puter system that learns without explicitly programming and
improves based on past experiences on a task [108]. The
drawback to such state-of-the-art technology is that deep
learning often involves high computational costs and long
model training time. Fig. 7 displays the overall concept of
the conventional and deep learning approaches.

FIGURE 7. Overview of methodology.

A. CONVENTIONAL APPROACHES
Many of the characteristics mentioned in the literature were
’’hand-crafted’’ by the designer to address particular prob-
lems like occlusions and differences in scale and lighting.
However, finding the ideal balance between precision and
computing efficiency is sometimes tricky when designing
handmade features [109].

In this paper, conventional approaches are classified into
two categories: (a) spatiotemporal-based and (b) appearance-
based. Spatiotemporal-based is the finding of features based
on the spatial and temporal statistics of the data [103]. On the
other hand, appearance-based is the finding of features rely-
ing on shape features, motion features, or a combination of
two from 2D or 3D depth pictures [103].
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1) SPATIOTEMPORAL-BASED
The fall alarm system’s algorithm by [53] is based on rotation
angle and cumulative acceleration thresholds. Using simi-
larity and dissimilarity measurements, [45] gauges the two
patterns’ similarity. To attain the optimum results, select
the right measure for a specific binary data analysis [110].
Classic hamming distance does not take nearby bits (the close
bits) into account [111]. To enhance the activity detection
of kitchen ADL, the sensor fusion technique considers the
extraction of pertinent information from each type of sensor
data and their combination. The purpose of [19] is to deter-
mine the key actions of the ADL by using a sensor fusion
technique. The unique statistical characteristics of the Hidden
Markov Model (HMM) have made it a tool for probability-
based modeling that can separate various characteristics of
a random signal sequence. This led to the development
of an HMM-based system that could not only detect falls
and forecast them to avoid falls using various methods like
airbags [112].

2) APPEARANCE-BASED
This work [94] provided a novel vision-based method for
automatic fall detection in an indoor setting. The method
used a Kinect depth camera to retrieve data about human
silhouettes. To protect the anonymity of those discovered, the
authors purposefully avoid using color photos. Then, for each
frame, curvature scale space (CSS) properties of the extracted
silhouette [113], [114] were selected. To describe fall action,
a bag of words model (BoW) [115] based on CSS features
(BoCSS) is employed. Apart from using depth images, a two-
stage fall identification system based on aspects of human
posture is proposed by [98]. Based on the human skeleton
obtained from OpenPose, two additional essential character-
istics for preprocessing were provided: deflection angles and
spine ratio to represent variations in human posture. For clas-
sification, support vector machines (SVM), random forests
(RF), decision trees (DT), K-nearest neighbors (KNN) [98],
and extreme learning machines (ELM) [94] are used.

B. DEEP LEARNING APPROACHES
As the name implies, deep learning calls for a significant
amount of data to be trained using a multi-layered neural
network. To categorize the input into the appropriate cate-
gory, the network layers can be used to learn the key char-
acteristics of the input data. Deep learning can be further
classified into (a) vision-based and (b) temporal-based in
this study. Vision-based refers to the data input in image or
video sequences, whereas temporal-based refers to the input
in signal processing.

1) VISION-BASED
For image and video sequences input, Deep ConvNet [116]
can harvest discriminant characteristics at many levels
of abstraction thanks to its deep design. Reference [23]
trained a Deep ConvNet as an early event detector using

this information. In the study by [22], the authors specif-
ically used CNN as the feature extractor of the model,
as VGG-16 [116] performs better on particular image
sequences using posture data. Although OpenPose can gen-
eralize 18 or 25 key points for 2D pictures, those extra key
points (often facing or finger key points) are unnecessary
for fall detection and slow down the model processing time.
Apart from the feed-forward network, [16] proposed deep
LSTMs that demonstrated remarkable performance while
learning predictable and erratic sequences [117]. The utiliza-
tion of deep neural networks and their derivatives surpasses
methods like SVM and HMM, according to research results
published in the field [118].

2) TEMPORAL-BASED
In the case of sensor-based input, a Siamese Neural Net-
work (SNN) capable of learning a latent representation of
an auditory event is proposed by [52] in their study. Besides
audio features, the neural network also works well in pro-
cessing other sensor-based features [3] and [24] presented
RNN, specifically LSTM and feed-forward networks like
CNNs, for identifying sensor-based dementia-related abnor-
malities in smart homes. Study result on activity recognition
demonstrates that these techniques outperform NB, HMMs,
HSMMs, and CRFs. Studies from [3] and [24] showed that
RNNs effectively recognize activities. They can also effec-
tively handle imbalanced data and anomaly detection, which
is crucial in the case of dementia. They outperform several
well-known and widely used algorithms for activity recog-
nition, including SVM, NB, HMM, and HSMM, while still
being quite competitive with CRF.

Additionally, the empirical tests revealed that all RNN ver-
sions performed similarly across all datasets utilized in this
work. However, LSTM appeared to perform somewhat better.
This concludes that RNNs are highly suitable for activity
recognition and abnormal behavior detection, as proven in the
study.

3) HYBRID
The ’’five-point inverted pendulum model’’ is a new model
of human posture representation of fall behavior proposed
by [102] based on research on the stability of human body
dynamics. The inverted pendulum structure of human posture
in complex real-world scenes was extracted and constructed
by employing an improved two-branch multi-stage convo-
lutional neural network (M-CNN). The approach provides
great resilience, broad universality, and excellent detection
accuracy according to experimental results in real scenarios.
Table 8 shows a detailed summary of the methodology stud-
ied in this paper. Table 9 provides a summary of comparisons
among the approaches.

From Table 9, performance is defined in terms of pre-
diction accuracy. Computational cost is the cost inflicted
upon training the model, and computational time refers to the
time required for training the model. In the context of ADL,
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TABLE 8. Summary of methodology.
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TABLE 8. (Continued.) Summary of methodology.

TABLE 9. Comparison among conventional, deep learning, and hybrid
approaches.

performance and computational time are the most crucial
aspects, as ABD in ADL involves safety-critical events.
Below are the critical evaluations for the three approaches
summarized from the quantitative analysis of reviewed
papers.

a: CONVENTIONAL APPROACH
The conventional approach is best known for having short
computational time and cost. Besides that, this approach also

offers customization of features, allowing users to handcraft
specific features to enhance their work [53]. However, there
are certain limitations to this method. It requires much labor
to create the salient features suitable for the situation, and
most frequently used feature extractors are created using a
particular dataset, making them biased against databases as
they cannot extract features for all purposes [124]. Further-
more, the use of conventional approaches to support ABD
in ADL are insufficient because they are only effective with
limited data. However, abnormal behavior in ADL involves
such awide range of behaviors that even a seemingly insignif-
icant behavior may include several distinct series of actions.
For instance, falling includes actions like falling forward,
falling backward, falling while seated, and more [95]. There-
fore, even though conventional approaches consume less
computational time, they are least recommended for ABD
in ADL since they often only perform well with a limited
data set. Due to the limitations above, state-of-the-art deep
learning methods are introduced to enhance the work in video
classification.

b: DEEP LEARNING
CNN was adopted in [22] and [64] for falling detection in the
elderly, which can automatically extract salient features from
the input data that reduce the labor work while maintaining
the model’s accuracy. Another network variation inspired by
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CNN, such as VGG-16, was used [116] as it performs better
on particular image sequences using posture data. To improve
the accuracy of ABD in ADL, RNNs such as LSTM, GRU,
and VRNNwere used [24] as these methods take into account
the temporal information of the input data, which is crucial,
especially in ABD that involves interpretation of data over
time. However, RNN poses a most significant drawback: the
high computational time and cost consumption. To solve this
problem, the work [125] proposed a Simple Recurrent Unit
that enables highly parallelized implementation, which sur-
passes the performance of LSTM while reducing the compu-
tational time required. The utilization of deep neural networks
and their derivatives surpasses methods like SVM and HMM,
according to research results published in the field [118].

c: HYBRID
A deeper network was created and demonstrated by combin-
ing handmade, and deep-learning HAR approaches. In the
cases of [102], [122], and [123], the hybrid approach is proven
to yield the best performance out of all approaches. However,
the overall architecture of the hybrid approach is technically
more complex and might result in higher computational costs
and time.

In summary, there is no precise answer regarding the best
ABD technique because each method has advantages and
disadvantages that vary depending on the problems and sce-
narios, but the deep learning method is strongly advised in the
area of ABD in ADL based on the findings from the study.

V. DATASETS AND EVALUATION METRICS
A. DATASETS
The volume and variety of publicly available datasets for
experimentation have significantly increased with the devel-
opment of new technologies. However, it is undoubtedly
limited to the case of anomaly events in ADL. In this survey,
datasets are defined based on the type of abnormal behavior
in ADLs, such as (a) falling and (b) others like dementia or
doing the ‘‘wrong’’ actions in the given time frames. Even
though the datasets are limited, this issue will be discussed
in Section IV, Part 2.

1) FALL DATASETS
a: FALL DETECTION DATASET (FDD)
The authors in [126] collected 250 film sequences in four
locations (with home included), of which 192 had fallen,
and 57 featured many everyday actions and body transfers,
such as moving from a chair to a sofa. 320 x 240 pixels are
shown at a frame rate of 25 frames per second. The video data
highlights the critical challenges of creating realistic scenes
appropriate for an elderly person’s household.

b: SDU FALL DATASET
Utilizing a cheap Kinect camera, the authors in [94] cre-
ated a depth action dataset. The study included ten young
men and women participants. Each participant performed

six movements- falling, bending, squatting, sitting, laying,
and walking—30 times. The subjects purposefully fall since
actual falls are difficult to obtain.

c: MULTICAM DATASET
Eight affordable IP cameras with a wide lens make up [95]
a multi-camera system that can capture the whole room.
A healthy individual carried out 24 realistic scenarios in the
dataset. Under an eight-camera setup, the first 22 scenarios
include a fall and confounding events, whereas the latter two
solely include confounding events (11 crouching positions,
nine sitting positions, and four lying on a sofa positions).
7 m × 4 m is the size of the study space, which is furnished
with a table, a chair, and a sofa that mimics a genuine living
room. 720 480 pixels and 30 frames per second were used to
record the video feeds.

d: HIGH-QUALITY FALL SIMULATION DATA
A space was decorated to resemble a nursing home room.
In this room, five web cams (12 frames per second,
640 x 480 resolution) were set up to film various fall and
non-fall events [128]. The room did not have any windows
because it was in the basement. Near-infrared spots were
employed to speed up the acquisition process when lower
light intensities were present. 55 fall situations in all were
noted. Each scenario had several typical events.

e: UR FALL DETECTION DATASET
Reference [96] This dataset includes 70 sequences (40 every-
day life activities + 30 falls). Two Microsoft Kinect cameras
and the related accelerometric data were used to capture fall
incidents. ADL events are only captured using a camera and
an accelerometer. Devices PS Move (60Hz) and x-IMU

(256Hz) were used to gather sensor data. For cameras
0 and 1, which are positioned parallel to the floor and ceiling,
each row includes a sequence of depth and RGB pictures,
synchronization information, and raw accelerometer data.

f: UTD-MHAD DATASET
For a whole collection of 27 human activities, UTD-
MHAD [15] includes RGB movies, depth videos, skeleton
positions, and inertial data from a Kinect camera and a wear-
able inertial sensor. Our dataset has 8 subjects and 27 activi-
ties (4 females and 4 males). Each participant performed each
action four times. It includes 27 complete human activities
and 861 data sequences from 8 people. Table 10 shows the
overview of publicly available fall datasets with their details.

2) OTHER DATASETS
Even though there might be available fall datasets in public,
some of them involve falling actions in crowd scenes, which is
unsuitable for ABD in ADL. The limited source of the dataset
problem can be resolved by simulating anomaly events [3]
or defining the abnormal behavior based on specific time
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frames [19]. Both methods are helpful and can be applied to
cases such as dementia detection.

a: VAN KASTEREN DATASET
Van Kasteren dataset is one example of a dataset consisting
of only normal behavior data in ADL.

i) ALTERATION MADE
The authors in [24] intentionally introduced some anomalies
into Van Kasteren dataset because there is no dataset on the
anomalous behavior of dementia patients that is accessible
during their study time. To demonstrate how the suggested
study may be used to find these anomalies, the authors
concentrated on two distinct types of aberrations seen in
dementia-affected seniors’ daily activities, such as (1) forget-
ting or doing things repeatedly and (2) sleep disturbance and
dehydration.

(1) forgetting or doing things repeatedly: Manually
introducing a specific set of acts into the sequence of regular
activities, the authors created these kinds of abnormal behav-
iors. As a result, that behavior will happenmore than once and
at an inappropriate time of the day, like having supper in the
middle of the night. To create abnormal behavior sequences
associated with frequency, the authors inserted instances of
the following activities into the normal behavior sequences:
brushing teeth, making dinner, eating, and grabbing a snack.

(2) sleep disturbance and dehydration: The authors
recreated these abnormalities by adding certain artificial
activities to a person’s normal nighttime activity patterns.
Specifically, they included the activities of drinking and using
the restroom to the sequences of everyday activities involving
sleeping. This mimics the behavior of obtaining a drink and
repeatedly using the restroom in the middle of the night.

b: ARUBA DATASET AND WSU DATASET
Motion, door, and temperature sensors are employed in the
Aruba testbed [129]. The actions taken in this dataset are
entirely normal. There are 5 actions in the WSU testbed.
It instructed the participants to include mistakes in their
performance. These mistakes can be observed in the routine
activities and behavior of older adults experiencing the effects
of cognitive decline.

ii) ALTERATION MADE
Similar to the previous case, the Aruba testbed [3] was mod-
ified to simulate the first two categories of abnormalities.
The dataset, in this instance, has a single participant. The
authors first used the activities in the training data as a
norm, then synthesized the deviations from this norm and
incorporated them into the test data. When they take place
at the incorrect time of day or immediately after or before a
particular activity, these activities, which are entirely accept-
able on their own, become abnormal. Therefore, it is crucial
to capture these abnormal behaviors in their context. The
WSU dataset already includes the third anomaly category;

therefore, it is utilized without changing sensor readings. The
categories are mainly (1) repeating activities, (2) disruption
in sleep, and (3) confusion. The summary of datasets from
Section V Part 2 is listed in Table 11.

B. EVALUATION METRICS
Evaluation metrics are often used in classification problems
to evaluate a model’s performance. This study discusses some
basic performance measures frequently used in ABD.

1) CONFUSION MATRIX
Summary of model result statistically. The classification
errors and their categories are also displayed in the confusion
matrix. Hence confusion matrix is also known as the error
matrix [103]. Fig. 8 shows the idea of a confusion matrix for
an ABD system.

FIGURE 8. Confusion matrix of an ABD system.

• True Positive (TP): number of abnormal examples
being correctly classified into abnormal class

• False Positive (FP): also known as Type I error, is the
number of normal examples being misclassified into
abnormal class

• True Negative (TN): number of abnormal examples
being correctly classified into abnormal class

• False Negative (FN): also known as Type II error, is the
number of abnormal examples being misclassified into
normal class

2) ACCURACY
Percentage of correct predictions out of all samples. The
calculation of accuracy is as stated below:

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

3) SENSITIVITY
This is also known as recall, true positive rate, or probability
of detection. In the case of ABD, it represents the ratio of
correctly classified abnormal cases out of all actual abnormal
cases. The calculation of sensitivity is as stated below:

Sensitivity =
TP

TP + FN
(2)

VOLUME 11, 2023 5079



N. C. Tay et al.: Review of Abnormal Behavior Detection in Activities of Daily Living

TABLE 10. Summary of fall datasets.

4) SPECIFICITY
Also known as true negative rate or false positive rate (FPR).
In the case of ABD, it represents the ratio of correctly
classified normal cases out of all actual normal cases. The

calculation of specificity is as stated below:

Specificity =
TN

TN + FP
(3)
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TABLE 11. Summary of other datasets.

5) PRECISION
Also known as Positive Prediction Value (PPV). In the case of
ABD, it represents the ratio of correctly classified abnormal
cases from the predicted abnormal class. The calculation of
precision is as stated below:

Precision =
TP

TP + FP
(4)

6) NEGATIVE PREDICTIVE VALUE (NPV)
Also known as negative precision. In the case of ABD, it rep-
resents the ratio of correctly classified normal cases from the
predicted normal class. The calculation of NPV is as stated
below:

NPV =
TN

TN + FN
(5)

7) F SCORE
Also known as F Measure and F1 Score. It shows the har-
monic mean of precision and recall [103]. The F Score is
between 0 to 1 and the higher the score, the better the model’s
performance. The calculation of the F score is as stated
below:

F Score =
2 × Precision × Recall
Precision + Recall

(6)

8) AUC (AREA UNDER THE CURVE)
AUC is used to visualize the performance and shows the
separability between classes of the model. The model is
proven ideal when AUC is near 1 and unsatisfying when AUC
is near 0. AUC visualizes the TP Rate (True Positive Rate)
vs. FP Rate (False Positive Rate) at a given threshold. Fig. 9
shows the typical graph of AUC.

Table 12 shows the types of performance metrics applied
by the papers in this study.

FIGURE 9. Example of AUC [138].

VI. DISCUSSION
A. POTENTIAL APPLICATION DOMAINS
1) HOME MONITORING FOR ELDERLY
Applying the ABD system in ADL poses the same concern
as in public places. Even in the most vigilant of families,
accidents can still occur at home, nomatter how hard wework
to keep our homes as safe as possible. ABD system in ADL
provides the need for automatic and autonomous abnormal
behavior detection in the way it is needed. The elderly nowa-
days is often alone at home without supervision; accidents
can happen anywhere at any time and might lead to severe
circumstances such as death. Fig. 10 shows home and com-
munity death rates in the United States from 1978 to 2020.
With the ABD system, the ADL of the elderly can be moni-
tored 24/7, and early detection of abnormal behavior can be
found to alert the authorities on time before any accidents
happen.

2) ELDERLY HEALTH CARE CENTRE
By 2030, several business associations forecast a shortfall of
about 100,000 physicians [139]. With state-of-the-art tech-
niques, the ABD system in ADL can be implemented in
those elderly health care centers. Moreover, the continuous
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TABLE 12. Excerpt of performance metrics in the study.

and autonomous detection system can better monitor the
behaviors of the elderly and send a warning to the authorities
should any abnormal behavior happen.

3) COGNITIVE DECLINE DETECTION
Other than detecting abnormal behavior in ADL, ABD sys-
tems such as [28] and [29] also look into the cognitive decline
in elders. This type of application is more for long-term
monitoring and analysis. For instance, symptoms such as
increasing pacing around or randomwalking could lead to the
detection of dementia and send a warning to the authorities
for further action.

4) HEALTH MONITORING SYSTEM
Apart from common illnesses in elders like dementia, the
ABD system in ADL can identify many more health-
related issues such as loss of appetite and even urinary tract
infection [37]. This could be implemented as the monitoring
of ADL can produce vast information about the users’ health
conditions.

5) FALL DETECTION SYSTEM
Due to advanced technology, ABD systems in ADL can
detect falls indoors and outdoors [43]. This is important
as ADL does not merely stick to home activities but also
daily activities such as buying groceries. Hence, detect-
ing falls outdoors is as crucial compared to detecting falls
indoors.

B. CHALLENGES AND LIMITATIONS
Even though there are many studies done on the ABD system
in ADL, the research still has many challenges and diffi-
culties. Below are some of the significant challenges and
limitations faced by ABD in ADL in the current trend:

• Lack of real-life datasets

The community has a hurdle because there aren’t many
datasets that can be used as benchmarks to train and evaluate
contextual anomaly detection in ADL. This is understand-
able, given how uncommon and diverse deviant actions are in
the actual world. Apart from the real-life datasets, most of the
researchers [94], [95], [96], [126], and [128] simulated their
datasets in controlled settings to train themodel. However, the
simulated datasets’ diversity is limited, mainly on the action
‘‘falling’’ only. Our study shows that injecting synthetic data
can resolve the problem, but a long-term solution should be
established to counter this problem.

• Limited actions are studied

Besides the ‘‘accidental’’ type action ‘‘falling,’’ some other
accidents commonly happen in ADL, such as poison-
ing, falling objects, bruises, sprains, cuts, burns, choking,
mechanical suffocation, drowning, glass-related injuries, and
more. However, these fields are either seldom touched or not
studied yet.

• Vast variation of ADL

There are no rules to define a standard action sequence for
a human being in ADL. The reason is that ADL covers a lot
of variation [103] depending on the subjects. For instance,
subject A likes to drink water first before going to bed;
however, subject B is used to waking up in the middle of the
night to get water and resume sleeping. These two actions
might seem normal in our eyes, but how do we train a model
to think so with two opposite action flows? Although studies
like [27], [28], [59], and [65] specified the threshold indices
for the abnormal behaviors, [140] allowed the participants
to define their abnormal behaviors in ADL, these methods
are too specific and not generic to all elderly. Hence, the
vast variety of composite nature in ADL might be one of the
biggest challenges in ABD, and this could be the next topic
to be studied thoroughly.

• High false alarm rate

‘‘Non-accidental’’ ABD often involves an examination of an
external factor. The meaning of this challenge is that, for
instance, elder A wakes up in the middle of the night and
opens the front door of his house. It might seem abnormal and
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FIGURE 10. Home and communities death rates in the United States from 1978 to 2020 [93].

have a high chance of being classified as a ‘‘sleepwalking’’
symptom. However, it might be a different scenario if external
factors are considered, such as a dog barking at the door or
people knocking. Hence, to reduce the false alarm rate of
ABD systems in ADL, external factors need to be considered,
and the combination of Internet of Things technology, such
as door sensors, is vital to enable better performance of the
detection system.

• Limited to one location

Given the ADL of the elderly, it should not be limited to
homes, health care centers, or other places only. It includes
the activities of the elderly since they wake up and proceed
to their daily activities no matter where those actions are
taken. For example, elder A tends to go out to the market to
buy groceries for cooking after she finishes her breakfast at
home. Hence, the ABD system should not be limited to her
activities at home only. The system shouldmonitor her behav-
ior from home to the market and the market back to home.
This is crucial as abnormal behaviors such as falling might
happen when the elder goes to the market or vice versa. [43]
proposed a model that can detect abnormal behavior, such
as falls or loss in elders’ outdoor activities, by applying the
sensor to the slippers of the users. Even though this is one
of the ways to trace the behavior of an elderly outside of
the house, it is associated with comfiness acceptance by each
user as not all people are used to wearing a sensor under the
foot.

C. FUTURE PROSPECT
We aim to achieve three milestones for the future study
of ABD in ADL. According to a survey [141] from the
United States, approximately 2200 children die each year
from injuries at home, and 3.5 million children visit the
emergency department due to injuries at home. So first,
rather than merely focusing on elders, we wish to expand
our study scope to children. Second, we will explore more

abnormal behaviors mentioned in the earlier section targeting
both ‘‘accidental’’ and ‘‘non-accidental’’ types to make the
study more compact and comprehensive. Third, the study of
Ambient Assisted Living (ASL) and smart home technologies
can be exploited to enhance the ABD system in ADL in the
future.

VII. CONCLUSION
ABD has been receiving increased attention in society nowa-
days. However, there is comparatively less research work
related to ADL. This study highlights a few essential flows in
developing an ABD system. First, we introduce the input data
type for the system to provide a rough idea when choosing
data, either from sensor-based or vision-based input. Both
input data types pose their benefits and disadvantages.

Nevertheless, defining the study’s scope, such as the target
audiences, is crucial to narrow the research areas to specific
parts, at home or in public facilities like the elderly health
care system. After obtaining the idea of the research settings,
the study’s abnormal behavior types can be defined. One
must select the most appropriate methods to perform ABD
when determining the input data type. A typical ABD sys-
tem consists of both feature extractors and classifiers. This
paper discusses state-of-the-art methods, from conventional
approaches using hand-crafted features to deep learning
approaches with learned features. Conventional approaches
are known for their simplicity and customization of features
but is impractical for ABD in ADL as they only perform well
with small data. Deep learning approaches have proven to
be more effective in ABD but come with the cost of inten-
sive data training. ABD in ADL also has many challenges,
including a limited number of real-life datasets, vast variation
of ADL, high false alarm rate, limited to one location, and
more. These are the most basic yet complex challenges to be
tackled in most ABD systems in ADL. Hence, this could be
the next topic to be studied thoroughly, and the collaboration
of Internet of Things technology should be considered.

VOLUME 11, 2023 5083



N. C. Tay et al.: Review of Abnormal Behavior Detection in Activities of Daily Living

REFERENCES
[1] N. C. Tay, T. Connie, T. S. Ong, K. O. M. Goh, and P. S. Teh,

‘‘A robust abnormal behavior detection method using convolutional neu-
ral network,’’ in Computational Science and Technology. Singapore:
Springer, 2019, pp. 37–47, doi: 10.1007/978-981-13-2622-6_4.

[2] K. Bylykbashi, E. Qafzezi, M. Ikeda, K. Matsuo, and L. Barolli,
‘‘Fuzzy-based driver monitoring system (FDMS): Implementation of
two intelligent FDMSs and a testbed for safe driving in VANETs,’’
Future Gener. Comput. Syst., vol. 105, pp. 665–674, Apr. 2020, doi:
10.1016/j.future.2019.12.030.

[3] D. Arifoglu and A. Bouchachia, ‘‘Detection of abnormal behaviour for
dementia sufferers using convolutional neural networks,’’ Artif. Intell.
Med., vol. 94, pp. 88–95, Mar. 2019, doi: 10.1016/j.artmed.2019.01.005.

[4] K. A. Eldrandaly, M. Abdel-Basset, and L. Abdel-Fatah, ‘‘PTZ-
surveillance coverage based on artificial intelligence for smart
cities,’’ Int. J. Inf. Manag., vol. 49, pp. 520–532, Dec. 2019, doi:
10.1016/j.ijinfomgt.2019.04.017.

[5] V. M. Lee, T. W. Wong, and C. C. Lau, ‘‘Home accidents in elderly
patients presenting to an emergency department,’’ Accid. Emerg. Nurs.,
vol. 7, no. 2, pp. 96–102, Apr. 1999, doi: 10.1016/s0965-2302(99)80029-
0.

[6] C. Johnson. (Sep. 29, 2018). Common Home Accidents for the Elderly
and How to Prevent Them. Caring Village. Accessed: Aug. 8, 2022.
[Online]. Available: https://caringvillage.com/2018/09/29/common-
home-accidents-for-the-elderly-and-how-to-prevent-them/

[7] O. P. Popoola and K. Wang, ‘‘Video-based abnormal human
behavior recognition—A review,’’ IEEE Trans. Syst., Man, Cybern.,
C, Appl. Rev., vol. 42, no. 6, pp. 865–878, Nov. 2012, doi:
10.1109/TSMCC.2011.2178594.

[8] A. B. Mabrouk and E. Zagrouba, ‘‘Abnormal behavior recognition for
intelligent video surveillance systems: A review,’’ Expert Syst. Appl.,
vol. 91, pp. 480–491, Jan. 2018, doi: 10.1016/j.eswa.2017.09.029.

[9] C. Dhiman and D. K. Vishwakarma, ‘‘A review of state-of-the-art tech-
niques for abnormal human activity recognition,’’ Eng. Appl. Artif. Intell.,
vol. 77, pp. 21–45, Jan. 2019, doi: 10.1016/j.engappai.2018.08.014.

[10] H. Mu, R. Sun, G. Yuan, and Y. Wang, ‘‘Abnormal human behavior
detection in videos: A review,’’ Inf. Technol. Control, vol. 50, no. 3,
pp. 522–545, Sep. 2021, doi: 10.5755/j01.itc.50.3.27864.

[11] R. Chalapathy and S. Chawla, ‘‘Deep learning for anomaly detection:
A survey,’’ 2019, arXiv:1901.03407.

[12] B. Kiran, D. Thomas, and R. Parakkal, ‘‘An overview of deep learning
based methods for unsupervised and semi-supervised anomaly detection
in videos,’’ J. Imag., vol. 4, no. 2, p. 36, Feb. 2018, doi: 10.3390/jimag-
ing4020036.

[13] L. Tong, Q. Song, Y. Ge, and M. Liu, ‘‘HMM-based human
fall detection and prediction method using tri-axial accelerometer,’’
IEEE Sensors J., vol. 13, no. 5, pp. 1849–1856, May 2013, doi:
10.1109/JSEN.2013.2245231.

[14] F. Cardile, G. Iannizzotto, and F. L. Rosa, ‘‘A vision-based system for
elderly patients monitoring,’’ in Proc. 3rd Int. Conf. Hum. Syst. Interact.,
May 2010, pp. 195–202, doi: 10.1109/HSI.2010.5514566.

[15] C. Chen, R. Jafari, and N. Kehtarnavaz, ‘‘UTD-MHAD: A multimodal
dataset for human action recognition utilizing a depth camera and a
wearable inertial sensor,’’ in Proc. IEEE Int. Conf. Image Process. (ICIP),
Sep. 2015, pp. 168–172, doi: 10.1109/ICIP.2015.7350781.

[16] T. Gatt, D. Seychell, and A. Dingli, ‘‘Detecting human abnormal
behaviour through a video generated model,’’ in Proc. 11th Int. Symp.
Image Signal Process. Anal. (ISPA), Sep. 2019, pp. 264–270, doi:
10.1109/ISPA.2019.8868795.

[17] S. Bakshi and S. Rajan, ‘‘Few-shot fall detection using shallow Siamese
network,’’ in Proc. IEEE Int. Symp. Med. Meas. Appl. (MeMeA),
Jun. 2021, pp. 1–5, doi: 10.1109/MeMeA52024.2021.9478605.

[18] G. Sun and Z. Wang, ‘‘Fall detection algorithm for the elderly based
on human posture estimation,’’ in Proc. Asia–Pacific Conf. Image
Process., Electron. Comput. (IPEC), Apr. 2020, pp. 172–176, doi:
10.1109/IPEC49694.2020.9114962.

[19] M. Garcia-Constantino, A. Konios, M. A. Mustafa, C. Nugent,
and G. Morrison, ‘‘Ambient and wearable sensor fusion for
abnormal behaviour detection in activities of daily living,’’ in
Proc. IEEE Int. Conf. Pervasive Comput. Commun. Workshops
(PerCom Workshops), Mar. 2020, pp. 1–6, doi: 10.1109/PerCom-
Workshops48775.2020.9156249.

[20] M. Garcia-Constantino, A. Konios, I. Ekerete, S.-R.-G. Christopoulos,
C. Shewell, C. Nugent, and G. Morrison, ‘‘Probabilistic analysis of
abnormal behaviour detection in activities of daily living,’’ in Proc. IEEE
Int. Conf. Pervasive Comput. Commun. Workshops (PerComWorkshops),
Mar. 2019, pp. 461–466, doi: 10.1109/PERCOMW.2019.8730682.

[21] A. Konios, Y. Jing, M. Eastwood, and B. Tan, ‘‘Unifying and analysing
activities of daily living in extra care homes,’’ in Proc. IEEE 16th Int.
Conf. Dependable, Autonomic Secure Comput., 16th Int. Conf. Perva-
sive Intell. Comput., 4th Int. Conf. Big Data Intell. Comput. Cyber
Sci. Technol. Congr. (DASC/PiCom/DataCom/CyberSciTech), Aug. 2018,
pp. 474–479, doi: 10.1109/DASC/PiCom/DataCom/CyberSciTec.2018.
00094.

[22] Z. Huang, Y. Liu, Y. Fang, and B. K. P. Horn, ‘‘Video-based fall detection
for seniors with human pose estimation,’’ in Proc. 4th Int. Conf. Universal
Village (UV), Oct. 2018, pp. 1–4, doi: 10.1109/UV.2018.8642130.

[23] Y. Fan, G. Wen, D. Li, S. Qiu, and M. D. Levine, ‘‘Early event
detection based on dynamic images of surveillance videos,’’ J. Vis.
Commun. Image Represent., vol. 51, pp. 70–75, Feb. 2018, doi:
10.1016/j.jvcir.2018.01.002.

[24] D. Arifoglu and A. Bouchachia, ‘‘Activity recognition and abnormal
behaviour detection with recurrent neural networks,’’ Proc. Comput. Sci.,
vol. 110, pp. 86–93, Jan. 2017, doi: 10.1016/j.procs.2017.06.121.

[25] M. Zerkouk and B. Chikhaoui, ‘‘Spatio-temporal abnormal behavior pre-
diction in elderly persons using deep learning models,’’ Sensors, vol. 20,
no. 8, p. 2359, Apr. 2020, doi: 10.3390/s20082359.

[26] S.W.Yahaya, A. Lotfi, andM.Mahmud, ‘‘Towards a data-driven adaptive
anomaly detection system for human activity,’’ Pattern Recognit. Lett.,
vol. 145, pp. 200–207, May 2021, doi: 10.1016/j.patrec.2021.02.006.

[27] M. Sharma and P. Kaur, ‘‘XLAAM: Explainable LSTM-based activity
and anomaly monitoring in a fog environment,’’ J. Reliable Intell. Envi-
ron., Jul. 2022, doi: 10.1007/s40860-022-00185-2.

[28] R. Hu, B. Michel, D. Russo, N. Mora, G. Matrella, P. Ciampolini,
F. Cocchi, E. Montanari, S. Nunziata, and T. Brunschwiler, ‘‘An unsuper-
vised behavioral modeling and alerting system based on passive sensing
for elderly care,’’ Future Internet, vol. 13, no. 1, p. 6, Dec. 2020, doi:
10.3390/fi13010006.

[29] E. Khodabandehloo and D. Riboni, ‘‘Collaborative trajectory mining
in smart-homes to support early diagnosis of cognitive decline,’’ IEEE
Trans. Emerg. Topics Comput., vol. 9, no. 3, pp. 1194–1205, Jul. 2021,
doi: 10.1109/TETC.2020.2975071.

[30] H. Pazhoumand-Dar, L. J. Armstrong, and A. K. Tripathy, ‘‘Detecting
deviations from activities of daily living routines using Kinect depth maps
and power consumption data,’’ J. Ambient Intell. Humanized Comput.,
vol. 11, no. 4, pp. 1727–1747, Apr. 2020, doi: 10.1007/s12652-019-
01447-3.

[31] H. Ghayvat, M. Awais, S. Pandya, H. Ren, S. Akbarzadeh,
S. C. Mukhopadhyay, C. Chen, P. Gope, A. Chouhan, and W. Chen,
‘‘Smart aging system: Uncovering the hidden wellness parameter for
well-being monitoring and anomaly detection,’’ Sensors, vol. 19, no. 4,
p. 766, Feb. 2019, doi: 10.3390/s19040766.

[32] S.-C. Poh, Y.-F. Tan, S.-N. Cheong, C.-P. Ooi, and W.-H. Tan, ‘‘Anomaly
detection for home activity based on sequence pattern,’’ Int. J. Technol.,
vol. 10, no. 7, pp. 1276–1285, 2019, doi: 10.14716/ijtech.v10i7.3230.

[33] P. Parvin, S. Chessa, M. Kaptein, and F. Paternò, ‘‘Personalized real-
time anomaly detection and health feedback for older adults,’’ J. Ambi-
ent Intell. Smart Environ., vol. 11, no. 5, pp. 453–469, Sep. 2019, doi:
10.3233/AIS-190536.

[34] P. Parvin, S. Chessa, M. Manca, and F. Paternò, ‘‘Real-time anomaly
detection in elderly behavior with the support of task models,’’
Proc. ACM Hum.-Comput. Interact., vol. 2, pp. 1–18, Jun. 2018, doi:
10.1145/3229097.

[35] Z. Liao, L. Kong, X. Wang, Y. Zhao, F. Zhou, Z. Liao, and X. Fan,
‘‘A visual analytics approach for detecting and understanding anoma-
lous resident behaviors in smart healthcare,’’ Appl. Sci., vol. 7, p. 254,
Mar. 2017, doi: 10.3390/app7030254.

[36] D. Riboni, C. Bettini, G. Civitarese, Z. H. Janjua, and R. Helaoui,
‘‘SmartFABER: Recognizing fine-grained abnormal behaviors for early
detection of mild cognitive impairment,’’ Artif. Intell. Med., vol. 67,
pp. 57–74, Feb. 2016, doi: 10.1016/j.artmed.2015.12.001.

[37] K. Fouquet, G. Faraut, and J.-J. Lesage, ‘‘Model-based approach
for anomaly detection in smart home inhabitant daily life,’’ in
Proc. Amer. Control Conf. (ACC), May 2021, pp. 3596–3601, doi:
10.23919/ACC50511.2021.9483053.

5084 VOLUME 11, 2023

http://dx.doi.org/10.1007/978-981-13-2622-6_4
http://dx.doi.org/10.1016/j.future.2019.12.030
http://dx.doi.org/10.1016/j.artmed.2019.01.005
http://dx.doi.org/10.1016/j.ijinfomgt.2019.04.017
http://dx.doi.org/10.1016/s0965-2302(99)80029-0
http://dx.doi.org/10.1016/s0965-2302(99)80029-0
http://dx.doi.org/10.1109/TSMCC.2011.2178594
http://dx.doi.org/10.1016/j.eswa.2017.09.029
http://dx.doi.org/10.1016/j.engappai.2018.08.014
http://dx.doi.org/10.5755/j01.itc.50.3.27864
http://dx.doi.org/10.3390/jimaging4020036
http://dx.doi.org/10.3390/jimaging4020036
http://dx.doi.org/10.1109/JSEN.2013.2245231
http://dx.doi.org/10.1109/HSI.2010.5514566
http://dx.doi.org/10.1109/ICIP.2015.7350781
http://dx.doi.org/10.1109/ISPA.2019.8868795
http://dx.doi.org/10.1109/MeMeA52024.2021.9478605
http://dx.doi.org/10.1109/IPEC49694.2020.9114962
http://dx.doi.org/10.1109/PerComWorkshops48775.2020.9156249
http://dx.doi.org/10.1109/PerComWorkshops48775.2020.9156249
http://dx.doi.org/10.1109/PERCOMW.2019.8730682
http://dx.doi.org/10.1109/DASC/PiCom/DataCom/CyberSciTec.2018.00094
http://dx.doi.org/10.1109/DASC/PiCom/DataCom/CyberSciTec.2018.00094
http://dx.doi.org/10.1109/UV.2018.8642130
http://dx.doi.org/10.1016/j.jvcir.2018.01.002
http://dx.doi.org/10.1016/j.procs.2017.06.121
http://dx.doi.org/10.3390/s20082359
http://dx.doi.org/10.1016/j.patrec.2021.02.006
http://dx.doi.org/10.1007/s40860-022-00185-2
http://dx.doi.org/10.3390/fi13010006
http://dx.doi.org/10.1109/TETC.2020.2975071
http://dx.doi.org/10.1007/s12652-019-01447-3
http://dx.doi.org/10.1007/s12652-019-01447-3
http://dx.doi.org/10.3390/s19040766
http://dx.doi.org/10.14716/ijtech.v10i7.3230
http://dx.doi.org/10.3233/AIS-190536
http://dx.doi.org/10.1145/3229097
http://dx.doi.org/10.3390/app7030254
http://dx.doi.org/10.1016/j.artmed.2015.12.001
http://dx.doi.org/10.23919/ACC50511.2021.9483053


N. C. Tay et al.: Review of Abnormal Behavior Detection in Activities of Daily Living

[38] E. S. Ardebili, S. Eken, and K. Küçük, ‘‘Activity recognition for ambient
sensing data and rule based anomaly detection,’’ Int. Arch. Photogramm.,
Remote Sens. Spatial Inf. Sci., vol. 2020, pp. 379–382, Nov. 2020, doi:
10.5194/isprs-archives-XLIV-4-W3-2020-379-2020.

[39] S. W. Yahaya, A. Lotfi, M. Mahmud, P. Machado, and N. Kubota, ‘‘Ges-
ture recognition intermediary robot for abnormality detection in human
activities,’’ in Proc. IEEE Symp. Ser. Comput. Intell. (SSCI), Dec. 2019,
pp. 1415–1421, doi: 10.1109/SSCI44817.2019.9003121.

[40] R. Mojarad, F. Attal, A. Chibani, and Y. Amirat, ‘‘A hybrid context-
aware framework to detect abnormal human daily living behavior,’’ in
Proc. Int. Joint Conf. Neural Netw. (IJCNN), Jul. 2020, pp. 1–8, doi:
10.1109/IJCNN48605.2020.9206930.

[41] S. Msaad, Y. Zoetgnande, J. Prud’Homm, G. Cormier, and G. Carrault,
‘‘Frailty detection of older adults by monitoring their daily routine,’’
in Proc. IEEE 20th Int. Conf. Bioinf. Bioeng. (BIBE), Oct. 2020,
pp. 701–704, doi: 10.1109/BIBE50027.2020.00118.

[42] A. Konios, M. Garcia-Constantino, S.-R. Christopoulos, M. A. Mustafa,
I. Ekerete, C. Shewell, C. Nugent, and G. Morrison, ‘‘Probabilistic
analysis of temporal and sequential aspects of activities of daily
living for abnormal behaviour detection,’’ in Proc. IEEE SmartWorld,
Ubiquitous Intell. Comput., Adv. Trusted Comput., Scalable Comput.
Commun., Cloud Big Data Comput., Internet People Smart City Innov.
(SmartWorld/SCALCOM/UIC/ATC/CBDCom/IOP/SCI), Aug. 2019,
pp. 723–730, doi: 10.1109/SmartWorld-UIC-ATC-SCALCOM-IOP-
SCI.2019.00158.

[43] H. Li, C. Yang, Z. He, M. A. Imran, and W. Ahmad, ‘‘Health
activities monitoring and warning system for geriatric daily living
in extra care Homes,’’ in Proc. IEEE Int. Conf. Dependable, Auto-
nomic Secure Comput., Int. Conf. Pervasive Intell. Comput., Int. Conf.
Cloud Big Data Comput., Int. Conf. Cyber Sci. Technol. Congr.
(DASC/PiCom/CBDCom/CyberSciTech), Aug. 2019, pp. 386–391, doi:
10.1109/DASC/PiCom/CBDCom/CyberSciTech.2019.00079.

[44] H. Pazhoumand-Dar, M. Masek, and C. P. Lam, ‘‘Unsupervised moni-
toring of electrical devices for detecting deviations in daily routines,’’ in
Proc. 10th Int. Conf. Inf., Commun. Signal Process. (ICICS), Dec. 2015,
pp. 1–6, doi: 10.1109/ICICS.2015.7459849.

[45] S. M. Mahmoud, A. Lotfi, and C. Langensiepen, ‘‘Abnormal behaviours
identification for an elder’s life activities using dissimilarity measure-
ments,’’ in Proc. 4th Int. Conf. Pervasive Technol. Rel. Assistive Environ.,
Crete, Greece, 2011, p. 1, doi: 10.1145/2141622.2141653.

[46] A. Howedi, A. Lotfi, and A. Pourabdollah, ‘‘A multi-scale fuzzy entropy
measure for anomaly detection in activities of daily living,’’ in Proc. 13th
ACM Int. Conf. Pervasive Technol. Rel. Assistive Environ., NewYork, NY,
USA, Jun. 2020, pp. 1–8, doi: 10.1145/3389189.3397987.

[47] A. Qadeer, J.-M. Seigneur, and M.-A. Choukou, ‘‘Recognition system
for behavior & activities of daily living among patients with dementia
using smart algorithms and assistive technology,’’ in Proc. 13th Aug-
mented Hum. Int. Conf., New York, NY, USA, May 2022, pp. 1–2, doi:
10.1145/3532525.3532536.

[48] E. Hoque and J. Stankovic, ‘‘Semantic anomaly detection in daily activ-
ities,’’ in Proc. ACM Conf. Ubiquitous Comput., New York, NY, USA,
2012, pp. 633–634, doi: 10.1145/2370216.2370340.

[49] J. J. P. Suarez, N. Orillaza, and P. Naval, ‘‘AFAR: A real-time vision-
based activity monitoring and fall detection framework using 1D con-
volutional neural networks,’’ in Proc. 14th Int. Conf. Mach. Learn.
Comput. (ICMLC), New York, NY, USA, Feb. 2022, pp. 555–559, doi:
10.1145/3529836.3529862.

[50] S. Sezer and E. Surer, ‘‘Information augmentation for human activity
recognition and fall detection using empirical mode decomposition on
smartphone data,’’ in Proc. 6th Int. Conf. Movement Comput., New York,
NY, USA, Oct. 2019, pp. 1–8, doi: 10.1145/3347122.3347126.

[51] R. East, S. Mbabaali, C. Sivelle, N. Laguelle, and M.-A. Choukou,
‘‘Unobtrusive camera-based monitoring of behavioural disturbances in
patients with dementia living in long term care facilities,’’ in Proc. 11th
Augmented Hum. Int. Conf., New York, NY, USA, May 2020, pp. 1–2,
doi: 10.1145/3396339.3396395.

[52] D. Droghini, F. Vesperini, E. Principi, S. Squartini, and F. Piazza, ‘‘Few-
shot Siamese neural networks employing audio features for human-fall
detection,’’ in Proc. Int. Conf. Pattern Recognit. Artif. Intell., New York,
NY, USA, 2018, pp. 63–69, doi: 10.1145/3243250.3243268.

[53] F. Wu, H. Zhao, Y. Zhao, and H. Zhong, ‘‘Development of a wearable-
sensor-based fall detection system,’’ Int. J. Telemed. Appl., vol. 2015,
pp. 1–11, Feb. 2015, doi: 10.1155/2015/576364.

[54] S. W. Yahaya, C. Langensiepen, and A. Lotfi, ‘‘Anomaly detec-
tion in activities of daily living using one-class support vector
machine,’’ in Advances in Computational Intelligence Systems. Cham,
Switzerland: Springer, 2019, pp. 362–371, doi: 10.1007/978-3-319-
97982-3_30.

[55] T. Zhao, H. Ni, X. Zhou, L. Qiang, D. Zhang, and Z. Yu, ‘‘Detect-
ing abnormal patterns of daily activities for the elderly living alone,’’
in Health Information Science. Cham, Switzerland: Springer, 2014,
pp. 95–108, doi: 10.1007/978-3-319-06269-3_11.

[56] O. Aran, D. Sanchez-Cortes, M.-T. Do, and D. Gatica-Perez, ‘‘Anomaly
detection in elderly daily behavior in ambient sensing environments,’’
in Human Behavior Understanding. Cham, Switzerland: Springer, 2016,
pp. 51–67, doi: 10.1007/978-3-319-46843-3_4.

[57] S. Rossi, L. Bove, S. Di Martino, and G. Ercolano, ‘‘A two-step frame-
work for novelty detection in activities of daily living,’’ in Social Robotics.
Cham, Switzerland: Springer, 2018, pp. 329–339, doi: 10.1007/978-3-
030-05204-1_32.

[58] X. Fan, H. Huang, Q. Xie, X. Pang, and C. Xie, ‘‘Hexagram linkage:
An ambient assistive living system with healthcare for elderly people
living alone,’’ in IoT as a Service. Cham, Switzerland: Springer, 2020,
pp. 343–362, doi: 10.1007/978-3-030-44751-9_29.

[59] F. J. P. Otte, B. R. Saurer, and W. Stork, ‘‘Unsupervised learning in
ambient assisted living for pattern and anomaly detection: A survey,’’
in Evolving Ambient Intelligence. Cham, Switzerland: Springer, 2013,
pp. 44–53, doi: 10.1007/978-3-319-04406-4_6.

[60] M. Zerkouk and B. Chikhaoui, ‘‘Long short term memory based model
for abnormal behavior prediction in elderly persons,’’ in How AI Impacts
Urban Living and Public Health. Cham, Switzerland: Springer, 2019,
pp. 36–45, doi: 10.1007/978-3-030-32785-9_4.

[61] V. Carletti, A. Greco, A. Saggese, and M. Vento, ‘‘A smartphone-
based system for detecting falls using anomaly detection,’’ in Image
Analysis and Processing—ICIAP. Cham, Switzerland: Springer, 2017,
pp. 490–499, doi: 10.1007/978-3-319-68548-9_45.

[62] B. Chikhaoui, M. Lussier, M. Gagnon, H. Pigot, S. Giroux, and N. Bier,
‘‘Automatic identification of behavior patterns in mild cognitive impair-
ments and Alzheimer’s disease based on activities of daily living,’’ in
Smart Homes and Health Telematics, Designing a Better Future: Urban
Assisted Living. Cham, Switzerland: Springer, 2018, pp. 60–72, doi:
10.1007/978-3-319-94523-1_6.

[63] M. A. Patricio, D. González, J. M. Molina, and A. Berlanga, ‘‘Analysis of
the consumption of household appliances for the detection of anomalies
in the behaviour of older people,’’ in Understanding the Brain Func-
tion and Emotions. Cham, Switzerland: Springer, 2019, pp. 60–68, doi:
10.1007/978-3-030-19591-5_7.

[64] I. Mocanu, B. Cramariuc, O. Balan, and A. Moldoveanu, ‘‘A framework
for activity recognition through deep learning and abnormality detection
in daily activities,’’ in Image Analysis and Processing—ICIAP 2017.
Cham, Switzerland: Springer, 2017, pp. 730–740, doi: 10.1007/978-3-
319-68548-9_66.

[65] V. Soto-Mendoza, J. Beltrán, E. Chávez, J. Hernández, and
J. A. García-Macías, ‘‘Abnormal behavioral patterns detection from
activity records of institutionalized older adults,’’ in Human Behavior
Understanding. Cham, Switzerland: Springer, 2015, pp. 119–131, doi:
10.1007/978-3-319-24195-1_9.

[66] D. Zekri, T. Delot, M. Desertot, S. Lecomte, and M. Thilliez, ‘‘Using
learning techniques to observe elderly’s behavior changes over time in
smart home,’’ in The Impact of Digital Technologies on Public Health
in Developed and Developing Countries. Cham, Switzerland: Springer,
vol. 2020, pp. 129–141, doi: 10.1007/978-3-030-51517-1_11.

[67] E. Lupiani, J. M. Juarez, J. Palma, C. S. Sauer, and T. Roth-Berghofer,
‘‘Using case-based reasoning to detect risk scenarios of elderly peo-
ple living alone at home,’’ in Case-Based Reasoning Research and
Development. Cham, Switzerland: Springer, 2014, pp. 274–288, doi:
10.1007/978-3-319-11209-1_20.

[68] L. Zhang, S. Chen, X. Jin, and J. Wan, ‘‘Smart home based sleep dis-
order recognition for ambient assisted living,’’ in Artificial Intelligence
and Security. Cham, Switzerland: Springer, 2021, pp. 466–475, doi:
10.1007/978-3-030-78612-0_37.

[69] A. De Paola, P. Ferraro, S. Gaglio, G. L. Re, M. Morana, M. Ortolani,
and D. Peri, ‘‘A context-aware system for ambient assisted liv-
ing,’’ in Ubiquitous Computing and Ambient Intelligence. Cham,
Switzerland: Springer, 2017, pp. 426–438, doi: 10.1007/978-3-319-
67585-5_44.

VOLUME 11, 2023 5085

http://dx.doi.org/10.5194/isprs-archives-XLIV-4-W3-2020-379-2020
http://dx.doi.org/10.1109/SSCI44817.2019.9003121
http://dx.doi.org/10.1109/IJCNN48605.2020.9206930
http://dx.doi.org/10.1109/BIBE50027.2020.00118
http://dx.doi.org/10.1109/SmartWorld-UIC-ATC-SCALCOM-IOP-SCI.2019.00158
http://dx.doi.org/10.1109/SmartWorld-UIC-ATC-SCALCOM-IOP-SCI.2019.00158
http://dx.doi.org/10.1109/DASC/PiCom/CBDCom/CyberSciTech.2019.00079
http://dx.doi.org/10.1109/ICICS.2015.7459849
http://dx.doi.org/10.1145/2141622.2141653
http://dx.doi.org/10.1145/3389189.3397987
http://dx.doi.org/10.1145/3532525.3532536
http://dx.doi.org/10.1145/2370216.2370340
http://dx.doi.org/10.1145/3529836.3529862
http://dx.doi.org/10.1145/3347122.3347126
http://dx.doi.org/10.1145/3396339.3396395
http://dx.doi.org/10.1145/3243250.3243268
http://dx.doi.org/10.1155/2015/576364
http://dx.doi.org/10.1007/978-3-319-97982-3_30
http://dx.doi.org/10.1007/978-3-319-97982-3_30
http://dx.doi.org/10.1007/978-3-319-06269-3_11
http://dx.doi.org/10.1007/978-3-319-46843-3_4
http://dx.doi.org/10.1007/978-3-030-05204-1_32
http://dx.doi.org/10.1007/978-3-030-05204-1_32
http://dx.doi.org/10.1007/978-3-030-44751-9_29
http://dx.doi.org/10.1007/978-3-319-04406-4_6
http://dx.doi.org/10.1007/978-3-030-32785-9_4
http://dx.doi.org/10.1007/978-3-319-68548-9_45
http://dx.doi.org/10.1007/978-3-319-94523-1_6
http://dx.doi.org/10.1007/978-3-030-19591-5_7
http://dx.doi.org/10.1007/978-3-319-68548-9_66
http://dx.doi.org/10.1007/978-3-319-68548-9_66
http://dx.doi.org/10.1007/978-3-319-24195-1_9
http://dx.doi.org/10.1007/978-3-030-51517-1_11
http://dx.doi.org/10.1007/978-3-319-11209-1_20
http://dx.doi.org/10.1007/978-3-030-78612-0_37
http://dx.doi.org/10.1007/978-3-319-67585-5_44
http://dx.doi.org/10.1007/978-3-319-67585-5_44


N. C. Tay et al.: Review of Abnormal Behavior Detection in Activities of Daily Living

[70] R. Mojarad, F. Attal, A. Chibani, and Y. Amirat, ‘‘A context-
aware approach to detect abnormal human behaviors,’’ in Informa-
tion and Communication Technologies for Ageing Well and E-Health.
Cham, Switzerland: Springer, 2021, pp. 89–104, doi: 10.1007/978-3-030-
67667-4_6.

[71] C. Chatzaki, M. Pediaditis, G. Vavoulas, andM. Tsiknakis, ‘‘Human daily
activity and fall recognition using a smartphone’s acceleration sensor,’’
in Information and Communication Technologies for Ageing Well and
E-Health. Cham, Switzerland: Springer, 2017, pp. 100–118, doi:
10.1007/978-3-319-62704-5_7.

[72] S. Andreadis, T. G. Stavropoulos, G. Meditskos, and I. Kompatsiaris,
‘‘Dem@Home: Ambient intelligence for clinical support of people living
with dementia,’’ in The Semantic Web. Cham, Switzerland: Springer,
2016, pp. 357–368, doi: 10.1007/978-3-319-47602-5_49.

[73] A. Iazzi, M. Rziza, R. O. H. Thami, and D. Aboutajdine, ‘‘A new method
for fall detection of elderly based on human shape and motion variation,’’
in Advances in Visual Computing. Cham, Switzerland: Springer, 2016,
pp. 156–167, doi: 10.1007/978-3-319-50832-0_16.

[74] A. Coronato and G. Paragliola, ‘‘A safe kitchen for cognitive impaired
people,’’ in Ubiquitous Computing and Ambient Intelligence. Context-
Awareness andContext-Driven Interaction. Cham, Switzerland: Springer,
2013, pp. 17–25, doi: 10.1007/978-3-319-03176-7_3.

[75] O. Patsadu, C. Nukoolkit, and B. Watanapa, ‘‘Survey of smart tech-
nologies for fall motion detection: Techniques, algorithms and tools,’’ in
Advances in Information Technology. Berlin, Germany: Springer, 2012,
pp. 137–147, doi: 10.1007/978-3-642-35076-4_13.

[76] K. Zhao, P. Yang, P. Zhang, S. Wang, F. Wang, X. Liu, and H. Deng,
‘‘JoyDigit NexIoT: An open IoT data platform for senior living,’’ in Web
and Big Data. Cham, Switzerland: Springer, 2020, pp. 540–544, doi:
10.1007/978-3-030-60290-1_43.

[77] A. A. Salah, B. J. A. Kröse, and D. J. Cook, ‘‘Behavior analysis
for elderly,’’ in Human Behavior Understanding. Cham, Switzerland:
Springer, 2015, pp. 1–10, doi: 10.1007/978-3-319-24195-1_1.

[78] A. Vecchio, G. Anastasi, D. Coccomini, S. Guazzelli, S. Lotano, and
G. Zara, ‘‘Labeling of activity recognition datasets: Detection of mis-
behaving users,’’ in Wireless Mobile Communication and Healthcare.
Cham, Switzerland: Springer, 2020, pp. 320–331, doi: 10.1007/978-3-
030-49289-2_25.

[79] W. Van Woensel, P. C. Roy, and S. S. R. Abidi, ‘‘SmartRL: A context-
sensitive, ontology-based rule language for assisted living in smart envi-
ronments,’’ in Rule Technologies. Research, Tools, and Applications.
Cham, Switzerland: Springer, 2016, pp. 341–349, doi: 10.1007/978-3-
319-42019-6_22.

[80] J. Chuang, L. Maimoon, S. Yu, H. Zhu, C. Nybroe, O. Hsiao, S.-H. Li,
H. Lu, and H. Chen, ‘‘SilverLink: Smart home health monitoring for
senior care,’’ in Smart Health. Cham, Switzerland: Springer, 2016,
pp. 3–14, doi: 10.1007/978-3-319-29175-8_1.

[81] J. A. Santoyo-Ramón, E. Casilari-Pérez, and J. M. Cano-García, ‘‘Study
of the detection of falls using the SVM algorithm, different datasets of
movements and ANOVA,’’ in Bioinformatics and Biomedical Engineer-
ing. Cham, Switzerland: Springer, 2019, pp. 415–428, doi: 10.1007/978-
3-030-17938-0_37.

[82] B. Pogorelc and M. Gams, ‘‘Recognition of patterns of health prob-
lems and falls in the elderly using data mining,’’ in Progress in Pattern
Recognition, Image Analysis, Computer Vision, and Applications. Berlin,
Germany: Springer, 2012, pp. 463–471, doi: 10.1007/978-3-642-33275-
3_57.

[83] M.Dedabrishvili, B. Dundua, andN.Mamaiashvili, ‘‘Smartphone sensor-
based fall detection using machine learning algorithms,’’ in Advances
and Trends in Artificial Intelligence. Artificial Intelligence Practices.
Cham, Switzerland: Springer, 2021, pp. 609–620, doi: 10.1007/978-3-
030-79457-6_52.

[84] R. Gupta, P. Anand, S. Chaudhury, B. Lall, and S. Singh, ‘‘Compres-
sive sensing based privacy for fall detection,’’ in Computer Vision, Pat-
tern Recognition, Image Processing, and Graphics. Singapore: Springer,
2020, pp. 429–438, doi: 10.1007/978-981-15-8697-2_40.

[85] X. Ma, H. Wang, B. Xue, and Y. Li, ‘‘Spatial–temporal feature fusion for
human fall detection,’’ in Computer Vision. Berlin, Germany: Springer,
2015, pp. 438–447, doi: 10.1007/978-3-662-48558-3_44.

[86] M. A. Alam, W. Wang, S. I. Ahamed, and W. Chu, ‘‘Elderly safety:
A smartphone based real time approach,’’ in Inclusive Society: Health
and Wellbeing in the Community, and Care at Home. Berlin, Germany:
Springer, 2013, pp. 134–142, doi: 10.1007/978-3-642-39470-6_17.

[87] T. Xu, Y. Zhou, and Z. Ma, ‘‘AtHoCare: An intelligent elder care at home
system,’’ in Digital Human Modeling. Applications in Health, Safety,
Ergonomics and Risk Management. Cham, Switzerland: Springer, 2016,
pp. 298–305, doi: 10.1007/978-3-319-40247-5_30.

[88] M. Valero, J. Bravo, J. M. García, D. López-de-Ipiña, and A. Gómez,
‘‘A knowledge based framework to support active aging at home
based environments,’’ in Ambient Assisted Living and Active Aging.
Cham, Switzerland: Springer, 2013, pp. 1–8, doi: 10.1007/978-3-319-
03092-0_1.

[89] Ó. Belmonte-Fernández, A. Caballer-Miedes, E. Chinellato, R. Montoliu,
E. Sansano-Sansano, and R. García-Vidal, ‘‘Anomaly detection in activ-
ities of daily living with linear drift,’’ Cognit. Comput., vol. 12, no. 6,
pp. 1233–1251, Nov. 2020, doi: 10.1007/s12559-020-09740-6.

[90] S.-H. Cho and H.-B. Kang, ‘‘Abnormal behavior detection using hybrid
agents in crowded scenes,’’ Pattern Recognit. Lett., vol. 44, pp. 64–70,
Jul. 2014, doi: 10.1016/j.patrec.2013.11.017.

[91] J. Varadarajan and J.-M. Odobez, ‘‘Topic models for scene analysis and
abnormality detection,’’ in Proc. IEEE 12th Int. Conf. Comput. Vis. Work-
shops, Sep. 2009, pp. 1338–1345, doi: 10.1109/ICCVW.2009.5457456.

[92] Benenden Health. (Sep. 19, 2017). 10 Most Common Accidents
in the Home. Accessed: Aug. 10, 2022. [Online]. Available:
https://www.benenden.co.uk/be-healthy/lifestyle/10-most-common-
accidents-in-the-home-and-how-to-treat-them/

[93] Injury Facts. Home & Community: Introduction. Accessed:
Aug. 10, 2022. [Online]. Available: https://injuryfacts.nsc.org/home-
and-community/home-and-community-overview/introduction/

[94] X. Ma, H. Wang, B. Xue, M. Zhou, B. Ji, and Y. Li, ‘‘Depth-based
human fall detection via shape features and improved extreme learning
machine,’’ IEEE J. Biomed. Health Inform., vol. 18, no. 6, pp. 1915–1922,
Nov. 2014, doi: 10.1109/JBHI.2014.2304357.

[95] E. Auvinet, C. Rougier, J.Meunier, A. St-Arnaud, and J. Rousseau, ‘‘Mul-
tiple cameras fall dataset,’’ DIRO—Université de Montréal, Montreal,
QC, Canada, Tech. Rep. 1350, Jul. 2010.

[96] B. Kwolek and M. Kepski, ‘‘Human fall detection on embedded plat-
form using depth maps and wireless accelerometer,’’ Comput. Meth-
ods Programs Biomed., vol. 117, no. 3, pp. 489–501, Dec. 2014, doi:
10.1016/j.cmpb.2014.09.005.

[97] F. Harrou, N. Zerrouki, Y. Sun, and A. Houacine, ‘‘An integrated
vision-based approach for efficient human fall detection in a home
environment,’’ IEEE Access, vol. 7, pp. 114966–114974, 2019, doi:
10.1109/ACCESS.2019.2936320.

[98] K. Han, Q. Yang, and Z. Huang, ‘‘A two-stage fall recognition algorithm
based on human posture features,’’ Sensors, vol. 20, no. 23, p. 6966,
Dec. 2020, doi: 10.3390/s20236966.

[99] Q. Feng, C. Gao, L. Wang, Y. Zhao, T. Song, and Q. Li, ‘‘Spatio-
temporal fall event detection in complex scenes using attention guided
LSTM,’’ Pattern Recognit. Lett., vol. 130, pp. 242–249, Feb. 2020, doi:
10.1016/j.patrec.2018.08.031.

[100] V. A. Nguyen, T. H. Le, and T. T. Nguyen, ‘‘Single camera based fall
detection using motion and human shape features,’’ in Proc. 7th Symp.
Inf. Commun. Technol., New York, NY, USA, Dec. 2016, pp. 339–344,
doi: 10.1145/3011077.3011103.

[101] H. H. Manap, N. M. Tahir, A. I. M. Yassin, and R. Abdullah,
‘‘Anomaly gait classification of Parkinson disease based on ANN,’’
in Proc. IEEE Int. Conf. Syst. Eng. Technol., Jun. 2011, pp. 5–9, doi:
10.1109/ICSENGT.2011.5993410.

[102] J. Zhang, C. Wu, and Y.Wang, ‘‘Human fall detection based on body pos-
ture spatio-temporal evolution,’’ Sensors, vol. 20, no. 3, p. 946, Feb. 2020,
doi: 10.3390/s20030946.

[103] D. R. Beddiar, A. Hadid, B. Nini, andM. Sabokrou, ‘‘Vision-based human
activity recognition: A survey,’’ Multimedia Tools Appl., vol. 79, no. 41,
pp. 30509–30555, 2020, doi: 10.1007/s11042-020-09004-3.

[104] S. Mashiyama, J. Hong, and T. Ohtsuki, ‘‘A fall detection system
using low resolution infrared array sensor,’’ in Proc. IEEE 25th Annu.
Int. Symp. Pers., Indoor, Mobile Radio Commun. (PIMRC), Sep. 2014,
pp. 2109–2113, doi: 10.1109/PIMRC.2014.7136520.

[105] W.-H. Chen and H.-P. Ma, ‘‘A fall detection system based on infrared
array sensors with tracking capability for the elderly at home,’’ in Proc.
17th Int. Conf. E-Health Netw., Appl. Services (HealthCom), Oct. 2015,
pp. 428–434, doi: 10.1109/HealthCom.2015.7454538.

[106] I. Jegham, A. B. Khalifa, I. Alouani, and M. A. Mahjoub, ‘‘Vision-
based human action recognition: An overview and real world challenges,’’
Forensic Sci. Int., Digit. Invest., vol. 32, Mar. 2020, Art. no. 200901, doi:
10.1016/j.fsidi.2019.200901.

5086 VOLUME 11, 2023

http://dx.doi.org/10.1007/978-3-030-67667-4_6
http://dx.doi.org/10.1007/978-3-030-67667-4_6
http://dx.doi.org/10.1007/978-3-319-62704-5_7
http://dx.doi.org/10.1007/978-3-319-47602-5_49
http://dx.doi.org/10.1007/978-3-319-50832-0_16
http://dx.doi.org/10.1007/978-3-319-03176-7_3
http://dx.doi.org/10.1007/978-3-642-35076-4_13
http://dx.doi.org/10.1007/978-3-030-60290-1_43
http://dx.doi.org/10.1007/978-3-319-24195-1_1
http://dx.doi.org/10.1007/978-3-030-49289-2_25
http://dx.doi.org/10.1007/978-3-030-49289-2_25
http://dx.doi.org/10.1007/978-3-319-42019-6_22
http://dx.doi.org/10.1007/978-3-319-42019-6_22
http://dx.doi.org/10.1007/978-3-319-29175-8_1
http://dx.doi.org/10.1007/978-3-030-17938-0_37
http://dx.doi.org/10.1007/978-3-030-17938-0_37
http://dx.doi.org/10.1007/978-3-642-33275-3_57
http://dx.doi.org/10.1007/978-3-642-33275-3_57
http://dx.doi.org/10.1007/978-3-030-79457-6_52
http://dx.doi.org/10.1007/978-3-030-79457-6_52
http://dx.doi.org/10.1007/978-981-15-8697-2_40
http://dx.doi.org/10.1007/978-3-662-48558-3_44
http://dx.doi.org/10.1007/978-3-642-39470-6_17
http://dx.doi.org/10.1007/978-3-319-40247-5_30
http://dx.doi.org/10.1007/978-3-319-03092-0_1
http://dx.doi.org/10.1007/978-3-319-03092-0_1
http://dx.doi.org/10.1007/s12559-020-09740-6
http://dx.doi.org/10.1016/j.patrec.2013.11.017
http://dx.doi.org/10.1109/ICCVW.2009.5457456
http://dx.doi.org/10.1109/JBHI.2014.2304357
http://dx.doi.org/10.1016/j.cmpb.2014.09.005
http://dx.doi.org/10.1109/ACCESS.2019.2936320
http://dx.doi.org/10.3390/s20236966
http://dx.doi.org/10.1016/j.patrec.2018.08.031
http://dx.doi.org/10.1145/3011077.3011103
http://dx.doi.org/10.1109/ICSENGT.2011.5993410
http://dx.doi.org/10.3390/s20030946
http://dx.doi.org/10.1007/s11042-020-09004-3
http://dx.doi.org/10.1109/PIMRC.2014.7136520
http://dx.doi.org/10.1109/HealthCom.2015.7454538
http://dx.doi.org/10.1016/j.fsidi.2019.200901


N. C. Tay et al.: Review of Abnormal Behavior Detection in Activities of Daily Living

[107] A. K. Bourke, J. V. O’Brien, and G.M. Lyons, ‘‘Evaluation of a threshold-
based tri-axial accelerometer fall detection algorithm,’’ Gait Posture,
vol. 26, no. 2, pp. 194–199, 2007, doi: 10.1016/j.gaitpost.2006.09.012.

[108] T. M. Mitchell, Machine Learning. New York, NY, USA: McGraw-Hill,
1997.

[109] L. Nanni, S. Ghidoni, and S. Brahnam, ‘‘Handcrafted vs. non-handcrafted
features for computer vision classification,’’ Pattern Recognit., vol. 71,
pp. 158–172, Nov. 2017, doi: 10.1016/j.patcog.2017.05.025.

[110] O. Maimon and L. Rokach. (2005). Data Mining and Knowledge
Discovery Handbook. Accessed: Jul. 21, 2022. [Online]. Available:
https://link.springer.com/book/10.1007/b107408

[111] A. Bookstein, V. A. Kulyukin, and T. Raita, ‘‘Generalized Hamming
distance,’’ Inf. Retr., vol. 5, no. 4, pp. 353–375, 2002, doi:
10.1023/A:1020499411651.

[112] H. S. Kim, W. C. Baek, and W. K. Baek, ‘‘A study on a wear-
able smart airbag using machine learning algorithm,’’ J. Korean Soc.
Saf., vol. 35, no. 2, pp. 94–99, 2020, doi: 10.14346/JKOSOS.2020.
35.2.94.

[113] F. Mokhtarian, ‘‘Silhouette-based isolated object recognition through
curvature scale space,’’ IEEE Trans. Pattern Anal. Mach. Intell., vol. 17,
no. 5, pp. 539–544, May 1995, doi: 10.1109/34.391387.

[114] F. Mokhtarian and A. K. Mackworth, ‘‘A theory of multiscale, curvature-
based shape representation for planar curves,’’ IEEE Trans. Pattern
Anal. Mach. Intell., vol. 14, no. 8, pp. 789–805, Aug. 1992, doi:
10.1109/34.149591.

[115] F.-F. Li and P. Perona, ‘‘A Bayesian hierarchical model for learning
natural scene categories,’’ in Proc. IEEE Comput. Soc. Conf. Comput.
Vis. Pattern Recognit., Jun. 2005, pp. 524–531, doi: 10.1109/CVPR.
2005.16.

[116] K. Simonyan and A. Zisserman, ‘‘Very deep convolutional networks for
large-scale image recognition,’’ 2014, arXiv:1409.1556.

[117] P. Malhotra, A. Ramakrishnan, G. Anand, L. Vig, P. Agarwal, and
G. Shroff, ‘‘LSTM-based encoder–decoder for multi-sensor anomaly
detection,’’ 2016, arXiv:1607.00148.

[118] B. R. Kiran, D. M. Thomas, and R. Parakkal, ‘‘An overview of deep
learning based methods for unsupervised and semi-supervised anomaly
detection in videos,’’ 2018, arXiv:1801.03149.

[119] L. Breiman, ‘‘Random forests,’’ Mach. Learn., vol. 45, no. 1, pp. 5–32,
2001, doi: 10.1023/A:1010933404324.

[120] W. Huang, A. A. P. Wai, S. F. Foo, J. Biswas, C.-C. Hsia, and
K. Liou, ‘‘Multimodal situational awareness for eldercare,’’ in Aging
Friendly Technology for Health and Independence, Berlin, Germany,
2010, pp. 85–93, doi: 10.1007/978-3-642-13778-5_11.

[121] T. Banerjee, J. M. Keller, M. Popescu, and M. Skubic, ‘‘Recognizing
complex instrumental activities of daily living using scene information
and fuzzy logic,’’ Comput. Vis. Image Understand., vol. 140, pp. 68–82,
Nov. 2015, doi: 10.1016/j.cviu.2015.04.005.

[122] S. Bai, J. Z. Kolter, and V. Koltun, ‘‘An empirical evaluation of generic
convolutional and recurrent networks for sequence modeling,’’ 2018,
arXiv:1803.01271.

[123] F. T. Liu, K. M. Ting, and Z.-H. Zhou, ‘‘Isolation-based anomaly detec-
tion,’’ ACM Trans. Knowl. Discovery Data, vol. 6, no. 1, pp. 1–39,
Mar. 2012, doi: 10.1145/2133360.2133363.

[124] V. Sharma, M. Gupta, A. K. Pandey, D. Mishra, and A. Kumar, ‘‘A review
of deep learning-based human activity recognition on benchmark video
datasets,’’ Appl. Artif. Intell., vol. 36, no. 1, Dec. 2022, Art. no. 2093705,
doi: 10.1080/08839514.2022.2093705.

[125] T. Lei, Y. Zhang, S. I. Wang, H. Dai, and Y. Artzi, ‘‘Simple recurrent units
for highly parallelizable recurrence,’’ 2017, arXiv:1709.02755.

[126] I. Charfi, J. Miteran, J. Dubois, M. Atri, and R. Tourki, ‘‘Definition and
performance evaluation of a robust SVM based fall detection solution,’’
in Proc. 8th Int. Conf. Signal Image Technol. Internet Based Syst.,
Nov. 2012, pp. 218–224. [Online]. Available: https://www.academia.edu/
30943487/Definition_and_Performance_Evaluation_of_a_Robust_S
VM_Based_Fall_Detection_Solution

[127] M. Yu, A. Rhuma, S. Naqvi, and J. Chambers, ‘‘One class boundary
method classifiers for application in a video-based fall detection sys-
tem,’’ IET Comput. Vis., vol. 6, pp. 90–100, Sep. 2012, doi: 10.1049/iet-
cvi.2011.0046.

[128] G. Baldewijns, G. Debard, G. Mertes, B. Vanrumste, and T. Croonenb,
‘‘Bridging the gap between real-life data and simulated data by providing
a highly realistic fall dataset for evaluating camera-based fall detection
algorithms,’’Healthcare Technol. Lett., vol. 3, no. 1, pp. 6–11, Mar. 2016,
doi: 10.1049/htl.2015.0047.

[129] D. Cook, A. S. Crandall, B. L. Thomas, and N. C. Krishnan, ‘‘CASAS:
A smart home in a box,’’ Computer, vol. 46, no. 7, pp. 62–69, Jul. 2013,
doi: 10.1109/MC.2012.328.

[130] L. Alhimale, H. Zedan, and A. Al-Bayatti, ‘‘The implementation of an
intelligent and video-based fall detection system using a neural network,’’
Appl. Soft Comput., vol. 18, pp. 59–69, May 2014.

[131] M. Hoai and F. De la Torre, ‘‘Max-margin early event detectors,’’ Int.
J. Comput. Vis., vol. 107, no. 2, pp. 191–202, 2014, doi: 10.1007/s11263-
013-0683-3.

[132] A. Jain, A. Singh, H. SKoppula, S. Soh, andA. Saxena, ‘‘Recurrent neural
networks for driver activity anticipation via sensory-fusion architecture,’’
2015, arXiv:1509.05016.

[133] G. Goudelis, G. Tsatiris, K. Karpouzis, and S. Kollias, ‘‘Fall detection
using history triple features,’’ in Proc. 8th ACM Int. Conf. Pervasive
Technol. Rel. Assistive Environ., New York, NY, USA, Jul. 2015, pp. 1–7,
doi: 10.1145/2769493.2769562.

[134] Y. Fan, M. D. Levine, G. Wen, and S. Qiu, ‘‘A deep neural net-
work for real-time detection of falling humans in naturally occur-
ring scenes,’’ Neurocomputing, vol. 260, pp. 43–58, Oct. 2017, doi:
10.1016/j.neucom.2017.02.082.

[135] G. Debard, M. Mertens, M. Deschodt, E. Vlaeyen, E. Devriendt,
E. Dejaeger, K. Milisen, J. Tournoy, T. Croonenborghs, T. Goedemé,
T. Tuytelaars, and B. Vanrumste, ‘‘Camera-based fall detection using
real-world versus simulated data: How far are we from the solution?’’
J. Ambient Intell. Smart Environ., vol. 8, no. 2, pp. 149–168, Mar. 2016,
doi: 10.3233/AIS-160369.

[136] T. L. M. van Kasteren, G. Englebienne, and B. J. A. Kröse, ‘‘Human
activity recognition from wireless sensor network data: Benchmark and
software,’’ in Activity Recognition in Pervasive Intelligent Environments,
L. Chen, C. D. Nugent, J. Biswas, and J. Hoey, Eds. Paris, France: Atlantis
Press, 2011, pp. 165–186, doi: 10.2991/978-94-91216-05-3_8.

[137] D. J. Cook and M. Schmitter-Edgecombe, ‘‘Assessing the quality of
activities in a smart environment,’’ Methods Inf. Med., vol. 48, no. 5,
pp. 480–485, May 2009, doi: 10.3414/ME0592.

[138] Google Developers. Classification: ROC Curve and AUC |
Machine Learning. Accessed: Aug. 7, 2022. [Online]. Available:
https://developers.google.com/machine-learning/crash-course/
classification/roc-and-auc

[139] (Jun. 11, 2019). Finoit Technologies. Accessed: Aug. 11, 2022. [Online].
Available: https://www.finoit.com/blog/top-10-healthcare-challenges/

[140] T. Alshammari, N. Alshammari, M. Sedky, and C. Howard, ‘‘SIMADL:
Simulated activities of daily living dataset,’’ Data, vol. 3, no. 2, p. 11,
Apr. 2018, doi: 10.3390/data3020011.

[141] Safe Kids Worldwide. (Feb. 2015). Report to the Nation: Protect-
ing Children in Your Home. Accessed: Sep. 2, 2022. [Online]. Avail-
able: https://www.safekids.org/research-report/report-nation-protecting-
children-your-home-february-2015

NIAN CHI TAY received the bachelor’s degree
in artificial intelligence and the master’s degree
in information technology from Multimedia Uni-
versity, Malaysia, in 2017 and 2020, respectively,
where she is currently pursuing the Ph.D. degree in
IT. Her research interests include computer vision,
deep learning, and machine learning.

TEE CONNIE (Senior Member, IEEE) received
the M.Sc. and Ph.D. degrees in IT from Mul-
timedia University, in 2005 and 2015, respec-
tively. She has been an Associate Professor with
the Faculty of Information Science and Technol-
ogy, Multimedia University, since 2021. She is
the Dean of Institute for Postgraduate Studies.
Her research interests include computer vision,
machine learning, image processing, and biomet-
ric authentication.

VOLUME 11, 2023 5087

http://dx.doi.org/10.1016/j.gaitpost.2006.09.012
http://dx.doi.org/10.1016/j.patcog.2017.05.025
http://dx.doi.org/10.1023/A:1020499411651
http://dx.doi.org/10.14346/JKOSOS.2020.35.2.94
http://dx.doi.org/10.14346/JKOSOS.2020.35.2.94
http://dx.doi.org/10.1109/34.391387
http://dx.doi.org/10.1109/34.149591
http://dx.doi.org/10.1109/CVPR.2005.16
http://dx.doi.org/10.1109/CVPR.2005.16
http://dx.doi.org/10.1023/A:1010933404324
http://dx.doi.org/10.1007/978-3-642-13778-5_11
http://dx.doi.org/10.1016/j.cviu.2015.04.005
http://dx.doi.org/10.1145/2133360.2133363
http://dx.doi.org/10.1080/08839514.2022.2093705
http://dx.doi.org/10.1049/iet-cvi.2011.0046
http://dx.doi.org/10.1049/iet-cvi.2011.0046
http://dx.doi.org/10.1049/htl.2015.0047
http://dx.doi.org/10.1109/MC.2012.328
http://dx.doi.org/10.1007/s11263-013-0683-3
http://dx.doi.org/10.1007/s11263-013-0683-3
http://dx.doi.org/10.1145/2769493.2769562
http://dx.doi.org/10.1016/j.neucom.2017.02.082
http://dx.doi.org/10.3233/AIS-160369
http://dx.doi.org/10.2991/978-94-91216-05-3_8
http://dx.doi.org/10.3414/ME0592
http://dx.doi.org/10.3390/data3020011


N. C. Tay et al.: Review of Abnormal Behavior Detection in Activities of Daily Living

THIAN SONG ONG (Senior Member, IEEE)
received the M.Sc. degree from the University of
Sunderland, U.K., in 2001, and the Ph.D. degree
from Multimedia University, Malaysia, in 2008.
Heworks with the Faculty of Information Sciences
and Technology (FIST), Multimedia University.
He has more than 70 publications from con-
ferences and international refereed journals pub-
lished. His research interests include biometric
security andmachine learning. From 2013 to 2015,

he served on the Editorial Board of the IEEE BIOMETRICS COUNCIL

NEWSLETTER.

ANDREW BENG JIN TEOH (Senior Member,
IEEE) received the B.Eng. and Ph.D. degrees
in electrical, electronics and system engineer-
ing from the National University Malaysia, in
1999 and 2003, respectively. He is currently a Full
Professor and works with the Department of Elec-
trical and Electronic Engineering, College Engi-
neering, Yonsei University, South Korea. He has
published more than 300 internationally refereed
journal articles, conference papers, edited several

book chapters, and edited book volumes. His research interests include
biometrics, machine learning, and information security.

PIN SHEN TEH received the Ph.D. degree in com-
puter science from the University of Manchester,
U.K., in 2003. He is currently with the Department
of Operations, Technology, Events and Hospitality
Management, Manchester Metropolitan Univer-
sity, U.K. He has more than ten years of expe-
rience instructing, primarily in higher education.
He founded the ManMet Minecraft Project and
is a certified Minecraft Trainer. His research
interests include cybersecurity, biometrics, and
practical applications of machine learning.

5088 VOLUME 11, 2023


