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Abstract 

With quick advancement in web technology, number of web-services offered on the internet is 

ever growing which makes it challenging for users to choose a web-service fit to their objective 

needs. Recommender systems save users the hassle of going through a range of products by 

employing the analytical techniques on the historical data of users and their experiences of the 

available items/products to recommend the products most suited for them. Research efforts have 

developed several methods for web-service recommendation in which multiple QoS related 

attributes play primary role such as response time, throughput, security, privacy and web-service 

delivery. However, the derivable attributes including, user trustworthiness and web-services 

reputation in the context of users and web-services can also affect the QoS prediction. The 

proposed research focuses on web-service recommendation model, namely S-RAP, which 

employs the QoS prediction based on these derivable/hidden attributes to predict the QoS of a 

web-service that would be experienced by a user who has not invoked it before. Earlier proposed 

models have made use of some derivable attributes on either users or services side of the 

recommendation aspect. Mainly, the Services-Relevance attribute is proposed in this publication 

and this work emphasizes on employing the relational data and extracting the degree of relevance 

in the users and web-services context, for proposing a comprehensive model to predict the QoS 

values for a user. The proposed system produces satisfactorily accurate rating predictions as per 

the experiments performed which were evaluated by the mean-absolute-error and normalized-

mean-absolute-error metrics. The results of the proposed model are compared with the state of the 

art models and the observed prediction accuracy has shown relative improvement by 4.0%.  
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1 Introduction 
The recommender systems make it easier for users to choose any new items and offered services 

by anticipating the rating value a user would assign to an item. Such systems are widely used in 

practical applications today, and the most common uses are recommendations of movies, research 

articles, television series, books, hotel reservations, and more. These systems bridge the gap 

between users and online applications and make their decision-making process easier by providing 

a catalogue of recommended items / objects that can be of liking to a user. [1] Recommender 

systems that use a collaborative filtering approach consider user data to predict ratings and make 

appropriate recommendations. This historical data is utilized to calculate the relation between 

entities, such as similarity between users and items, and using this information to predict the 

missing values in the sample space. This has applications in a diversity of fields, such as consumer 

product categories, movies, shows, web-services, software applications, books, and many others. 

We focus on the use of recommender systems in the recommendation of the web-services to the 

end users.  

A web-service is a software component that is platform-independent and supports interoperable 

communication between machines/computers/devices over a network [2]. This technology has 

developed rapidly over the past few decades, enabling vendors and web-service providers to 

customize various profitable infrastructures and business opportunities in the e-industry. The aim 

is to provide a web-service with a higher added value than individual web-services which leads to 

the growth of more web-service-oriented applications [3].  

Quality of Service (QoS) attributes of web-service are cost and execution time, availability, 

reputation, success rate, security, privacy, and frequency of use [4]. For a user, the execution cost 

might refer to the expenses that they have to bear to avail a web-service, and in the context of the 

web-service provider, it refers to the cost incurred to the provider in hosting the web-service over 

a network [5]. The availability is considered in a user’s perspective that how often and where is a 

web-service available. Since web-services are readily available through a network, the inverse 

availability, or unavailability, is more noteworthy for a user [6]. The availability could be bound 

by some factors such as availability in some regions and unavailability in others. The successful 

execution rate talks about the data of the web-service successful and failed executions, how often 

the web-service provided invalid, or useless facilitation to the user. The reputation refers to a web-

service being highly liked by a group of users [4]. The usage frequency is about how often a web-

service is invoked. A highly reputed web-service would have a high usage frequency and a 

frequently invoked web-service would likely have a high reputation. These attributes are what 

steer the overall experience of the user, and eventually become the reasons of a service’s success 

or failure. The aim of a recommender system is to recommend a service to a user which fulfills the 

user-requirements of the above-mentioned quality attributes.  

The web-services have become crowded, and multiple functionally-equivalent web-services are 

present in the market. In such a scenario, it is only natural of the users to avail the best web-service 

for their needs. Such needs differ against each user individually such as requirements of quality, 

availability, affordability, frequency of usage. A web-service that is liked by a user in the long 

term could be disliked by another user who does not need a long term use of this web-service, 

rather just a one-time use [7]. Similarly, in perspective of web-services, feedback of a regular user 

would be more accurate as compared to the feedback of a user who has only used a web-service 

once or twice [8]. This is the problem of data-scarcity that this domain faces in the historical QoS 

data. It addresses that it is impractical for the users to provide QoS information by rating all the 
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available web-services because web-service invocation in a real world scenario requires a lot of 

time and resources. Assessing some QoS characteristics such as reliability and reputation is very 

difficult because they require long-term observation and a series of calls. The increasing presence 

and acceptance of web-services on the internet not only demands security and privacy, but also 

requires effective selection and recommendation with which users of a web-service can be 

recommended the optimal web-services out of a large number of the available web-services. There 

is a need for a way to measure the quality of everyday products and a system to recommend the 

right products to a user based on user needs [10]. Since web-services can be used multiple times 

simultaneously, it is difficult to evaluate the quality of web-services provided remotely over the 

network due to the uncertainty of distance, network quality and other non-functional characteristics 

[11] [18]. Therefore, this matter needs resolution in the form of recommender systems that would 

enable the users to effectively choose a web-service that meets their requirements and affordability 

[9]. These systems aim to eliminate the need for users to go through multiple products by 

statistically recommending to them the most suitable products through historical user data. [10].  

Recommendation technology can offer relevant things to a user based on their interests and 

preferences, and also optimizes the cost and expenditure of time in using web-services in a 

definitive situation [12]. Such technology often discusses the use of latent-correlation factors in 

the prediction such as similarity, trust, reputation, and reliability [13] [14] [15]. This research work 

offers a methodology that utilizes the historical data in figuring the latent correlations of the web-

services and users, which are then used in the process of predicting unexperienced QoS values. 

Comprehensive experiments have been performed to check the reliability and accuracy of the 

proposed technique using two metrics, Normalized Mean Absolute Error and Normalized Root 

Mean Squared Error. The experimentation results have been compared with the state of the art 

approaches and S-RAP has shown noticeable improvement in prediction accuracy. The main 

contributions of the work are A) Focusing on use of information in the products perspective, web-

services in this scenario, B) Defining a latent correlation metric namely web-services relevance 

which can be considered a derivative of item-item similarity. C) Suggestion of using the same 

method coupled with higher dimensional data attributes while performing the extraction of latent 

correlation. 

The organization of the rest of the paper is as follows: Section 2 discusses the research directions 

and efforts available in the latest research conducted. Section 3 discusses the proposed 

methodology with detailed working and factors involved. Section 4 explained the experimentation 

and results obtained from the proposed model and Section 5 concludes the research and suggests 

future directions. 

2 Literature Review 
A recommender system based on collaborative filtering produces a list comprising of item 

recommendations for users by calculating users rating for an item. This approach focuses on the 

relationship between user and item. In this mechanism, typically a user-item matrix is an input to 

the prediction system along with data of the active user. The system works out to calculate which 

other users are similar to the current user and then recommend items that are also liked by those 

similar users. [16] In other words, you can say that it recommends articles by searching for like-

minded people. If a user likes a particular post, a similar user will like that post too. Facebook is 

an ideal example of collaborative filtering, which uses the similarity between two user profiles to 

suggest friends to a user. 
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Researchers have been using various collaborative filtering approach in the recommendation of 

most suitable web-services to the users, for maximizing the productivity and satisfied user 

experience. In an early research, Chen et al. presented a study [17] on the recommendation and 

visualization of personalized web-services with recognition of web-service quality. They propose 

a collaborative filtering model designed to recommend large-web-services. Firstly, they combine 

model-based and memory-based collaborative filtering algorithms for web-services 

recommendation, that improve time complexity and recommendation accuracy compared to 

previous web-services recommendation methods. Chen et al. propose a system [18] to calculate 

exact similarity based on historical QoS data available for a prediction algorithm. They focus on 

the scarcity of historical data, which affects the calculation of similarity which is a key factor in 

collaborative filtering. They argue about the problem of QoS scores prediction by taking into 

account the effect of the QoS data on the Collaborative Filtering method [18]. Their model can be 

understood in three steps: calculation of similarity, selection of neighborhood entities, and 

prediction based on this data. They pre-process the historical data in order to generate the required 

users-services rating matrix referred to by R. After which the neighborhood selection is performed 

in which the calculated similarity matrix is employed to select the similar neighbors set for which 

strategies based on the threshold and the top K similar entities are used for neighborhood selection. 

In the third step, the top chosen neighbors are used by the neighborhood-based Collaborative 

Filtering method for the final QoS prediction, or integrated into the Matrix Factorization model 

for learning a prediction model. 

2.1.1 Contextual Information and Latent Correlations 

Xu et al. introduce the notion of context in the recommendation of web-services by defining the 

context as hidden relational information about the entities involved, users and web-services [19]. 

They discuss that Matrix Factorization approach can decompose a high-level matrix into multiple 

lower-dimensional matrices. For the prediction of the quality of web-service, the Human web-

service-Invocation Matrix, can be taken into account as the User-Characteristics Matrix and the 

web-service-Characteristics Matrix. The perception is that the lack of Quality of web-service that 

a user receives when invoking a web-service depends on how the user's hidden factors affect the 

latent factors of web-service. They emphasize on the location where the web-service is hosted as 

the web-service context because the web-services offered by the same vendor are likely to share 

the same execution resource. In their method, the web-services managed by the same vendor as 

the selected web-service form the neighboring set. They also introduce second-type neighbors to 

cater to the services that have very few or no neighbours. The two neighbors of the first type and 

the second type are used in a coupled environment for the operation of their proposed model. This 

study presents methods which map geographical distance to the similarity and select the best one. 

Secondly, they confirm that contextual data is really useful in predicting quality of web-service.  

Another study by Chen el al. in 2017 also discusses the use of contextual information for predicting 

the web-service quality [20]. They argue that the QoS score of a web-service relates to the scores 

of its geographic neighbors. They present a neighborhood matrix factorization model based on 

Unified web-service geographical locations (GNMF) that improves prediction accuracy by taking 

advantage of neighborhood approaches and latent features. In this approach, for a web-service, a 

set of geographically similar neighbors is summarized at the region level which also is according 

to the latent geographical information and the QoS matrix of the user*service. The neighbor web-

services are systematically integrated into a Matrix Factorization Machine, and the prediction 
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model is resolved as an optimization problem. They used the location context in relation to web-

services and but did not utilize the geographical latent information at users’ side.  

Li et al. propose a system of recommendation of the web-services based on the recognition of 

context characteristics on the server side. They argue that current research only focuses on QoS 

information in client side to predict missing QoS scores [21]. Hence, they focus on using context 

features from server-side web-services and predicting missing values. They argue that in real-

world applications, the context characteristics of users and web-services (e.g. the functional 

categories provided by a web-service) greatly affect the quality of the web-service. In their system, 

the algorithm takes into account the similarities of the client-side QoS values. At the server side, 

details can be obtained about functional models of web-services by analyzing the context 

characteristics of WSDL files. This methodology bases upon on the technique of matrix 

factorization and takes into account both the historical call records of the web-services of the users 

and the context characteristics of the web-services. 

In a study by Chen Wu et. al. [15] talk about calculating credibility of data as the latent correlation 

factor and using it as basis to perform the prediction of missing QoS values. They use a two-phase 

clustering mechanism. In the first phase, they perform clustering on the historical data to screen-

out the untrustworthy users. In the second phase, the users are clustered based on their 

untrustworthy index after which the model predicts the missing QoS scores. This method has a 

basis on the users based similarity, focusing on the users’ perspective of the historical data. Kai Su 

et. al. [14] introduced trust-based prediction methodology in which latent correlation factor of trust 

between users is evaluated using historical data. This trust factor determines how much the entities 

correlates with each other. They use a collaborative filtering to perform the prediction of the 

missing QoS values. They use reputation and user-user similarity to calculate a trust factor between 

users. Based on a list of the most trusted users, the QoS prediction for a user is performed. In this 

work, the services perspective has been ignored which holds equally valuable information in terms 

of statistics. This leads us to the thought process of incorporating the use of services perspective 

for calculating latest correlation factors, which became the basis of the proposed research work. 

Although an exhaustive research on the focused topic would be impossible to perform, the research 

work performed provided a thorough insight in different perspectives of the web-services systems, 

and the how they influence the recommender systems. Multiple techniques from the literature 

record were studied experimented with and architecture for the proposed model of a web-services 

recommender system was formulated. 

3 Proposed Methodology 
The S-RAP model considers the data in the two perspectives of users and web-services and 

processes these data in separate components to generate a predicted QoS values. It derives latent 

co-relational concepts between the entities from the available data and uses it in the prediction 

model. The study introduces a metric “relevance” in the perspective of web-services, as the 

primary contribution, which represents the degree to which two web-services are relevant to each 

other, hence it has been named Services-Relevance Aware Prediction (S-RAP). In the users’ 

perspective, the system uses a trust metric in the prediction of the missing QoS figures. Both 

components work independently while their results are compiled together in the final phase of the 

algorithm to produce the final predicted QoS values. The working of the entire system is explained 

in the sub-sections. 
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3.1 Web-Services-Perspective:  

On the web-service side, data is initially clustered on basis of users to ensure consistency in 

similarity of web-service usage. In proposed system, k-means clustering was used. The clusters 

are made with the equation 1 below where J defines the extent to which a rating value belongs to 

a cluster.  

Here, the 𝐶𝑗
𝑘 is the kth cluster for web-service j, and 𝜇 is the center of kth cluster. 𝑅𝑖𝑗 specifies the 

observed rating of the service j by the user i. 

3.1.1 Services Similarity: 

To understand relevance, it is considered that similar web-services observed by the users in the 

same clusters will have a higher degree of relevance. To compute the degree of the relevance 

among the web-services, the web-services are clustered for each user based on user-rating 

according to the equation 2 below.  

One thing to note here is important that this clustering is on the one dimensional web-services 

rating data against each user, unlike the clustering done in the previous step. This process also 

gives a trend in the rating values assigned by a user, since web-services of similar quality have 

similar rating values and vice versa. After getting the web-service clusters for each user, the 

number of times two web-services are clustered in the same cluster is recorded. It can be 

understood by the following equation 3: 
 

Here, function I indicates if the web-services ss and sr are in the same cluster for the user u, it is a 

Boolean function. The function f returns the number of times that these two web-services are 

grouped together against all the users.  

It should be noted here that the minimum frequency with which two web-services can be grouped 

together can be zero and the maximum number can be equal to the number of users, which means 

that these two web-services are each grouped together in the same group of users. These numbers 

for each web-service are calculated and managed separately to compute the factor of similarity 

between web-services using the equation (4) below [14].dgs 
 

This equation takes the degree of occurrence of the two web-services in the same group and 

normalizes them against web-service sj. This obtained similarity is in the interval [-1.1], where the 

greater the similarity, the greater the value. 

𝐽 =  ∑ ∑ ||𝑅𝑖𝑗 − 𝜇𝑗
𝑘  ||𝑅𝑖𝑗𝜖𝐶𝑗

𝑘
𝑘𝑢
𝑘=1       (1) 

𝑓(𝑠𝑗 , 𝑠𝑟) =  ∑ 𝐼𝑢(𝑠𝑗 , 𝑠𝑟)𝑢𝜖𝑈𝑤
     (3) 

𝑆𝑖𝑚(𝑠𝑗 , 𝑠𝑟) = (𝑓(𝑠𝑗 , 𝑠𝑟) − 𝑓𝑚𝑖𝑛(𝑠𝑗)) / (𝑓𝑚𝑎𝑥(𝑠𝑗) − 𝑓𝑚𝑖𝑛(𝑠𝑗))   (4) 

𝐽 = ∑ ∑ ∑ ||𝑅𝑖𝑗 − 𝜇𝑗
𝑞

 ||𝑅𝑖𝑗𝜖𝐶𝑗
𝑞

𝑞𝑢
𝑞=1

𝑈
𝑖=1      (2) 
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3.1.2 3-Sigma Rule: 

It is a general idea that the web-service QoS scores observed by a wide range of users follow a 

Gaussian distribution, which helps us to use the 3 sigma (standard deviation) rule of the Gaussian 

distribution to our advantage, which indicates that the probability that a QoS value observed by a 

user is within 3 sigmas on both sides of the distribution mean is 99.7%, as in the equation 5 below 

[22].  

These feedback values are classified as positive or negative based on this information. A feedback 

is positive if its difference with the mean value is less than or equal to the 3-sigma value, and 

negative if greater. The equation 6 below explains this process mathematically. 

In this process, web-service feedback vectors are created for each web-service that identify a 

review experience as positive or negative, and positive and negative review counts are maintained 

for each web-service. This information is then used to evaluate the web-services and assess their 

reputation. The rank / reputation of a web-service is directly proportional to the number of positive 

reviews. Reputation mechanisms can encourage honest feedback and help users decide whom to 

trust. The beta reputation system is a widely known trust rating methodology based on probability 

in which the reputation is computed by combining an a priori reputation score with the new 

feedback information [23]. This function in the equation 8 is used here to signify the probability 

distribution of the binary-event for the occurrence of negative or positive feedback. The equation 

7 defines the probabilistic variables alpha and beta. 

As mentioned earlier, it is assumed that observed feedback vector of negative and positive values 

of a user ui contains the positive feedback referred to by pi and the negative feedback referred to 

by ni. Further, to obtain the user probability density function of ui, which will provide positive 

feedback in future, the following information will be used. 

Here, Pi and Ni are the positive and negative feedbacks for a web-service. This equation presents 

that once, feedback-vector of a web-service is known, value of the rank can be dynamically 

computed. Keeping in view the equations 6 and 8, we can calculate the said web-service rank using 

the equation below. [24] The range of the Rank attribute is within [0,1], where higher the value, 

higher the rank can be calculated by the equation 9 below: 

3.1.3 Services Relevance: 

Now, to calculate the Relevance values, the reputation / rank values are used together with the 

similarity values calculated earlier. This can be understood through the equation 10 below. The 

rank of a web-service directly affects its relevance with another web-service. If rank of a web-

𝑃(𝜇𝑗
𝑚𝑎𝑥 − 3𝜎𝑗

𝑚𝑎𝑥 < 𝑅𝑖𝑗
 ≤ 𝜇𝑗

𝑚𝑎𝑥 + 3𝜎𝑗
𝑚𝑎𝑥) = 0.997   (5) 

𝑅𝑖𝑗 =  {
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑖𝑓 |𝑅𝑖𝑗 − 𝜇𝑗

𝑚𝑎𝑥| ≤ 3𝜎𝑗
𝑚𝑎𝑥

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝑖𝑓 |𝑅𝑖𝑗 − 𝜇𝑗
𝑚𝑎𝑥| > 3𝜎𝑗

𝑚𝑎𝑥   (6) 

𝑝𝑒 = 𝛼/(𝛼 + 𝛽)         (8) 

𝑅𝑎𝑛𝑘(𝑆𝑖) = (𝑝𝑖 + 1)/(𝑝𝑖 + 𝑛𝑖 + 2)      (9) 

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒(𝑆𝑖, 𝑆𝑗) = (2 ∗ 𝑅𝑎𝑛𝑘(𝑆𝑗) ∗ 𝑆𝑖𝑚(𝑆𝑖, 𝑆𝑗))/(𝑅𝑎𝑛𝑘(𝑆𝑗) + 𝑆𝑖𝑚(𝑆𝑖, 𝑆𝑗))   (10) 

𝛼 = 𝑝𝑖 + 1   𝑎𝑛𝑑 𝛽 = 𝑛𝑖 + 1  where pi, ni ≥ 0    (7) 
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service is high, and it has a high similarity with another web-service, both these web-services will 

be highly relevant. 

As discussed earlier, the relevance attribute is calculated for all the web-services in the context of 

each cluster separately, after which the relevance values for these web-services are conjoined by 

employing a lambda parameter which is derived based on the initial cluster sizes proportionally, 

as in the equation 11, where the assumption is a larger cluster provides more accurate data as 

compared to a smaller cluster. 

< 
where Relevanceu is the universal relevance between the Si and Sj. The relevance calculated here 

is a value within the range [-1,1].  

3.1.4 QoS Values Prediction at web-services Side: 

After the relevance values for all the web-services have been calculated, the system moves on to 

the part where the prediction values are calculated. In this phase, a neighbor list of top-K most 

relevant web-services of each web-service is defined, which is then used in the calculation of the 

prediction value in this web-services context. The prediction value is computed based on the 

following equation 12. 

where Prediction(s)
ij is predicted figure of the web-service sj observed by the user ui in web-

services context. The web-service referred to as sr is a neighbor web-service of sj. S(sj) is the 

neighbor set of the web-service sj. Rir is the QoS value experienced by the user ui of web-service 

sr. This prediction value is later used with the output value of the algorithm designed in the user 

context.  

The figure 1 displays the overall flow of the functions and processes performed on the Web-

Services side of the framework. The Services Similarity Computation block works based on 

aforementioned equation 2,3, & 4. The equations 5 – 9 are used in the Services Clustering for each 

user and Rank Computation block which results in the Services Rank Matrix as the output. The 

equation 10 makes use of the output of the previous two blocks in the computation of Services 

Relevance Computation as can be seen in the figure 4, the output of which is Services Relevance 

Matrix. The equation 11 normalizes the Relevance values from different clusters into one 

relevance value for a service. Finally, equation 12 uses the output of the Services Relevance 

Computation block to make the prediction of missing QoS values. 

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒𝑈(𝑆𝑖 , 𝑆𝑗) = 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒1(𝑆𝑖 , 𝑆𝑗) ∗ 𝜆1 + 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒2(𝑆𝑖 , 𝑆𝑗) ∗ 𝜆2 +  𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒3(𝑆𝑖 , 𝑆𝑗) ∗ (1 − 𝜆1 − 𝜆2) (11) 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑖𝑗
(𝑠)

= (∑ 𝑅𝑖𝑟𝑠𝑟𝜖𝑆(𝑠𝑗) ∗ 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒(𝑠𝑗 , 𝑠𝑟)) / (∑ 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒(𝑠𝑗, 𝑠𝑟)𝑠𝑟𝜖𝑆(𝑠𝑗) )  (12) 
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3.2 Users-Perspective: 

On the users side of the algorithm, a similar mechanism 

is used for the QoS prediction, as in figure 2, referred to 

as trust-aware prediction [14]. The data is clustered first 

with the interpretation that majority of the historical QoS 

data falls into a same range, as discussed by Zheng et al. 

[25] This also supports that most of the data which 

deviates from the normal range would be dishonest 

observation data, QoS values. In simpler words, an 

observation that highly deviates from the normal value is 

not likely to occur. Thus, if a user always submits QoS 

feedbacks which highly deviate from majority, they are 

perhaps not an honest user. On the basis of this 

supposition, probability of a user being honest can be 

evaluated according to his past submission in UCluster. 

For clustering the users, K-Means clustering is employed 

as in the equation 13 below. 

the 𝐶𝑗
𝑘 is the kth cluster for web-service j, and 𝜇 is the center 

of kth cluster. The system assumes that the majority of the 

users are honest in nature, and hence the largest cluster of 

the users is considered as the honest cluster. [14] Similar 

with web-services side, the positive and negative figures 

observed are calculated against each user, vectors of which 

are maintained, in the users context this time as in equation 

14.  

3.2.1 Users Reputation: 

In this process, the users-feedback vectors for each user 

are created which identify a rating experience being 

positive or negative, and a count of positive and negative 

ratings is maintained for each web-service. This insight is 

then employed for evaluating the reputation of users. 

Reputation of a web-service and the number of positive 

ratings of the feedbacks are directly proportional. 

Reputation mechanisms provide a motivation for honest 

rating and help users in making the decision of whom to 

trust. This function in equation 15 is used here to calculate 

the probability of binary event of occurance of either a 

positive or a negative feedback. 

𝐽 =  ∑ ∑ ||𝑅𝑖𝑗 − 𝜇𝑗
𝑘  ||𝑅𝑖𝑗𝜖𝐶𝑗

𝑘
𝑘𝑢
𝑘=1      (13) 

𝑅𝑖𝑗 =  {
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑖𝑓 |𝑅𝑖𝑗 − 𝜇𝑗

𝑚𝑎𝑥| ≤ 3𝜎𝑗
𝑚𝑎𝑥

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝑖𝑓 |𝑅𝑖𝑗 − 𝜇𝑗
𝑚𝑎𝑥| > 3𝜎𝑗

𝑚𝑎𝑥  (14) 

𝑅𝑒𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝑢𝑖) = 𝑃𝑖 + 1/𝑃𝑖 + 𝑁𝑖 + 2  (15) 

Users Similarity 
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Users Clustering 
Reputation 
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Users Similarity 
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Users Reputation 
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Users Trust 
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Users Trust Matrix 

Users Side 

QoS Value 
Prediction 

Predicted QoS 
Values 

Figure 2: Users Side QoS Prediction 

Services Similarity 

Computation 
Services Clustering 
for each user and 
Rank Computation 

Services 

Similarity Matrix 
Services 

Rank Matrix 

Services Relevance 

Computation 

Services 

Relevance Matrix 

Services Side QoS 

Value Prediction 

Predicted QoS 

Values 

Figure 1: S-RAP Web-Services Side QoS Prediction 
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3.2.2 Users Similarity: 

After reputation, the similarity among the users is calculated using the Pearson Correlation 

Coefficient metric in equation 16 below: 

where Sim(ui,ua) is similarity between the users ui and ua. The calculated similarity is between the 

range of [-1,1]. Any value closer to the positive 1 would mean that the two users are more similar 

in behavior. Rij is the QoS observed by the user i for the web-service sj, and �̅�𝑖 represents mean of 

the QoS values observed by user uw.  

3.2.3 Users Trust: 

To calculate the trust factor between two users, the reputation and similarity, both, are employed 

in the equation 17 below [14]:  

Rep(uj) is reputation of the user j, sim(ui, uj) is similarity as calculated in the equation 15. Since 

the figure of reputation is within the range [0,1], and similarity is within the range [-1,1], the trust 

calculated is in the range [-1,1]. The higher the similarity between the users and the higher the 

reputation of the second user would be, the more would they be trust worthy for the first user.  

3.2.4 QoS Values Prediction at Users Side: 

The QoS value is predicted on the basis of trust value as per the equation 18 below: 

The mean value of the neighbor user is subtracted from the calculation and alternatively, the mean 

value of the subject user is added in the evaluation to remove personal biasness at the user level, 

with the assumption that the overall biasness of a user would remain same for a web-service. Note 

that in this, phase the system has used the evaluation mechanisms in the users’ context and a 

normalized prediction QoS value is generated.   

3.3 Predictions Accumulation 

From the research of similar models working on the web-services in the literature, it has been 

observed that most models focus only one side of the data. If the users perspective is addressed, 

the web-services perspective is often overlooked and vice versa. If only one of the discussed 

methods is followed, the information in the other context would be wasted. It clearly implies that 

results obtained from one of these methods have room for improvement. However, if both the 

prediction scores are accumulated with a mechanism, the resultant values prove to be more 

accurate. A lambda parameter is used to combine both predicted values to produce the final active 

prediction value for a given user and web-service.  

In equation 19, �̂�𝑖𝑗
  is the is the active prediction, final output of the whole model. 𝑅𝑖𝑗

𝑠  is the 

prediction value in the web-services context, and 𝑅𝑖𝑗
𝑢  is the prediction value in the users context. 

𝑆𝑖𝑚(𝑢𝑖, 𝑢𝑎) = (∑ (𝑅𝑖𝑗 − �̅�𝑖)(𝑅𝑎𝑗 − �̅�𝑎)𝑗∈𝑠𝑖𝑎
) (√∑ (𝑅𝑖𝑗 − �̅�𝑖)2

𝑗∈𝑠𝑖𝑎
 √∑ (𝑅𝑎𝑗 − �̅�𝑎) 2

𝑗∈𝑠𝑖𝑎
)⁄    (16) 

𝑇𝑟𝑢𝑠𝑡(𝑢𝑖, 𝑢𝑎) = (2 ∗ 𝑅𝑒𝑝(𝑢𝑗) ∗ 𝑆𝑖𝑚(𝑢𝑖, 𝑢𝑎))/(𝑅𝑒𝑝(𝑢𝑗) + 𝑆𝑖𝑚(𝑢𝑖, 𝑢𝑎))    (17) 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑖𝑗
(𝑢)

= 𝑅�̅� + ((∑ 𝑇𝑟𝑢𝑠𝑡(𝑢𝑖, 𝑢𝑟)𝑢𝑟𝜖𝑆(𝑢𝑖) ∗ (𝑅𝑟𝑗 − �̅�𝑎))/(∑ 𝑇𝑟𝑢𝑠𝑡(𝑢𝑖, 𝑢𝑟)𝑢𝑟𝜖𝑆(𝑢𝑖) ))   (18) 

�̂�𝑖𝑗
 = 𝜆 ∗ 𝑅𝑖𝑗

𝑠 + (1 − 𝜆) ∗ 𝑅𝑖𝑗
𝑢     (19) 
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An overall schema overview of the S-RAP can be seen in 

the figure 3. Both the modules, working on the services 

perspective and users perspective of the data execute 

simultaneously on the same dataset, the outputs of which 

are Services-side Prediction Values and Users-side 

Prediction Values. These outputs are used in equation 19 

as inputs to accumulate the predictions using a lambda 

mechanism and Final Predicted QoS Value as output. In 

the accumulation process, the lambda is the deciding 

factor of the extent to which the users and services 

perspective responsible for the final output of the model. 

The degree of the scarcity of the dataset plays an 

important role in deciding the lambda value in a real 

world scenario. It would be reasonable to state that the 

lambda value stands for the contribution of the data in an 

entity’s perspective (user’s or web-services’) in the 

prediction of the QoS scores. Setting an extreme value to 

the lambda would result in the biasness of the final 

prediction towards of the involved entities, rendering the 

effect of the lambda useless. The experimentations have 

supported this speculation as well, giving the optimal 

values when a moderate lambda value is set retaining some extent of insight from both web-

services and users’ perspectives.  

4 Experimentation and Results 

4.1 Dataset Details: 

WS-DREAM, Web-Services – Distributed REliability Assessment Mechanism, is a project in the 

Chinese University of Hong Kong [34]. It focuses on the assessment and evaluation of web-

services, being used over distributed networks. At the time, they host two types of dataset, a) QoS 

Datasets, b) Usage-log Datasets. Log datasets have system logs of web-services invocation, 

execution, and delivery with other details while the QoS datasets, which have been employed in 

this research work, contain the QoS scores of web-services used by a number of users. The dataset 

used in this project is referred to as “WS-DREAM web-service QoS dataset#1” [35]. It provides 

real QoS values of response-time and throughput delivered by a web-service, obtained from 339 

users on 5,825 web-services. This dataset has approximately 2 million user feedbacks, as per their 

experiences of the respective web-services.  

4.2 Experimentation Setting: 

4.2.1 Generating Untrustworthy Data: 

Different types of users can have different criteria of rating a web service, some of which ratings 

could be biased due to unfavorable conditions of network, traffic, and many other things either on 

the users’ side or the server side. To simulate that factor in the original data, a certain amount of 

users’ data is removed and is replaced with randomly generated figures. These figures are incorrect 

ratings affected by factors mentioned earlier. These users and values would represent the 

untrustworthy users. The density of the untrustworthy users is defined, according to the 

requirements of the projected experiment. The decision of a user being untrustworthy or not is 

based on a probabilistic process through random number generation, and is decided at runtime. 

Web-Services side 

Prediction Process 

Users side 

Prediction Process 

 

Figure 3: S-RAP Complete Schema 

Services-side 

Prediction Values 
Users-side 

Prediction Values 

QoS Prediction 

Accumulation 

Final Predicted 

QoS Values 
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The advantage of making this process dynamic is that it simulates the real world experience more 

accurately, unlike any other setting used in the experiments in the literature review.  

4.2.2 Removing Data: 

Once the data with an untrustworthy percentage of users has been prepared, a set density of the 

data from the entire data-matrix is removed from the data matrix. This has been done to represent 

the unexperienced services by the users so that later on the accuracy of the proposed model can be 

tested. These removed data values are saved separately to serve as ground truth for evaluation. 

This density of removed entries, data cells in the matrix, would serve the purpose of the 

unexperienced web-services by the respective users, giving the experiment a more realistic 

simulation. In this step as well, the users*services are selected dynamically to give the experiment 

a realistic feel. The values removed are preserved separately in a matrix for the future reference, 

along with their index positions. These preserved values are used as reference values for the 

evaluation of the designed approach.  

4.2.3 Evaluation Metrics: 

Each of the experiments is performed number of times and mean values are considered the final 

values. The data is then consolidated and evaluated. Generally, the Mean Absolute Error (MAE) 

metric is used for evaluating the accuracy of the prediction in the recommender systems [26].  

where Rij is the QoS values experienced by the user i for web-service j, �̂�𝑖𝑗 is predicted value, and 

N represents total number of the values that were removed in the earlier step.  

The MAE specifies the exact deviation of the predicted figures from the original, historical values. 

It provides insight about the overall error, but does not work well when a comparison is needed 

where the data being compared are on different scales. This is handled by normalizing the deviation 

values to a standard scale, through which the results can be compared and evaluated. The 

evaluation metric that has been used here is the Normalized Mean Absolute Error (NMAE). 

MAE is normalized to obtain a scaled difference (percentage) of the predicted values from the 

actual ones. This difference helps in the accuracy comparison of differently scaled models. 

Another evaluation metric that has been used in this research study is the Normalized Roots Mean 

Squared Error (NRMSE). The math behind these metrics tells that the NMAE gives a linear figure 

of prediction deviation from the original value, however, the NRMSE provides a quadratic, higher 

dimensional, figure of the prediction deviation. In the NMAE, the individual errors are all given 

equal importance/weight while calculation an average deviation, but in NRMSE, the higher 

deviations get a higher weight in the calculation of the average deviation [27]. This is important in 

case of QoS scores prediction because a higher deviation from the original value would be critical 

for a model. Since the variances of QoS scores, such as throughput or response, matters even by 

tenth of a second, a higher prediction different would affect the accuracy of the recommender 

greatly. The working of RMSE and NRMSE can be viewed in the equations 22 and 23 below. 

𝑀𝐴𝐸 = (∑ (𝑅𝑖𝑗 − �̂�𝑖𝑗)𝑖𝑗 )/𝑁     (20) 

𝑁𝑀𝐴𝐸 =  𝑀𝐴𝐸/(∑ (𝑅𝑖𝑗)𝑖𝑗 /𝑁)  = (∑ (𝑅𝑖𝑗 − �̂�𝑖𝑗)𝑖𝑗 )/ ∑ (𝑅𝑖𝑗)𝑖𝑗    (21) 

𝑅𝑀𝑆𝐸 = √(∑ (𝑅𝑖𝑗 − �̂�𝑖𝑗)𝑖𝑗
2

) /𝑁     (22) 

𝑁𝑅𝑀𝑆𝐸 =  𝑅𝑀𝑆𝐸/(√∑ (𝑅𝑖𝑗)2
𝑖𝑗 /𝑁) = √(∑ (𝑅𝑖𝑗 − �̂�𝑖𝑗)𝑖𝑗

2
) /(∑ (𝑅𝑖𝑗)2

𝑖𝑗 )   (23) 
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From these equations, it can be seen that RMSE gives a deviation figure within the scope of the 

data where the values are within a specified range. Different models have different range of values 

hence RMSE cannot be used to make a comparison between such models. NRMSE normalizes the 

value to a standard range, mostly [0,1] unless specified otherwise, which makes the comparison 

easier. The NRMSE gives a holistic view of the deviation of the prediction and can be used 

relatively. The experiment is performed multiple times with the one setting, and the mean value is 

selected as the final evaluation with that setting. 

4.3 Results 

The experiment was set with 339 users, 5825 web-services and the other variables involved are as 

follows. Percent of untrustworthy users refers to the number of users deemed untrustworthy in the 

first step. Density of the data removed is the percentage of the data removed to represent the 

unexperienced entries. Trust threshold represents the least amount of trust that must exist from 

primary to secondary user for the secondary user to be involved in the calculation of predicted 

QoS value for the primary user. Web-services relevance lambda represents the weightage of 

clusters while consolidating the relevance value between two web-services. Top-K web-services 

is the number of web-services deemed most relevant for the web-services for which the QoS value 

is being predicted. And finally, active lambda represents the weightage of the value obtained via 

web-services and users context in generating the final, active QoS predicted value. The outputs 

with different settings of these variables can be seen in the table 1, 2, 3, & 4 below: 

 

 

 Experiment Settings 

Users 339 339 339 339 339 339 339 

Services 5825 5825 5825 5825 5825 5825 5825 

% of untrustworthy users 10 % 10 % 10 % 10 % 10 % 10 % 10 % 

% of the data removed 5 % 8 % 10 % 13 % 15 % 18 % 20 % 

Trust Threshold 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

S-relevance lambda 1/3 1/3 1/3 1/3 1/3 1/3 1/3 

Top K web-services 5 10 10 15 5 10 10 

Active- Lambda 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

QoS Prediction Predicted values (NMAE) 

Services Context NMAE 0.6056 0.6021 0.5612 0.5623 0.5714 0.5698 0.5835 

Users Context NMAE 0.6435 0.6183 0.6014 0.5989 0.6182 0.6204 0.6353 

S-RAP NMAE 0.5755 0.5324 0.5186 0.5118 0.5278 0.5335 0.5291 
Table 1: S-RAP Prediction NMAE with changing density of the removed data 

 Experiment Settings 

Users 339 339 339 339 339 339 339 

Services 5825 5825 5825 5825 5825 5825 5825 

% of untrustworthy users 10 % 10 % 10 % 10 % 10 % 10 % 10 % 

% of the data removed 5 % 8 % 10 % 13 % 15 % 18 % 20 % 

Trust Threshold 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

S-relevance lambda 1/3 1/3 1/3 1/3 1/3s 1/3 1/3 

Top K web-services 5 10 10 15 5 10 10 

Active- Lambda 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

QoS Prediction Predicted values (NRMSE) 

Services Context NRMSE 0.5836 0.6079 0.5993 0.5811 0.6281 0.6612 0.6421 

Users Context NRMSE 0.9768 0.9355 0.9694 0.9721 0.9692 0.9752 0.9609 

S-RAP NRMSE 0.6591 0.6826 0.6693 0.6082 0.6458 0.7293 0.7245 

Table 2: S-RAP Prediction NRMSE with changing density of the removed data 
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The tables 1, 2, 3, and 4 above present the NMAE and NRMSE results obtained through varying 

settings. It can be seen that the model developed in the web-services context proves to be more 

effective more than the approach in the users’ context. Higher NMAE and NRMSE values would 

mean that the prediction deviates from the original value highly. One other thing that is evident 

here from the data is that the active prediction obtained by the integration of the predictions from 

the models in the web-services and users context returns an even more optimized NMAE. The 

increased density of the data removed helps with better and more accurate evaluation, hence such 

results are more reliable. However, it is to be noted that the density of the data to be removed needs 

to be controlled, otherwise too much data removal would result in data losing any real correlation, 

and metrics, such as relevance, rank, trust, and reputation, would return corrupted figures. The 

graphs in the figures 4 – 7 below depict the aforementioned results at a glance. 

 Experiment Settings 

Users 339 339 339 339 339 339 339 

Services 5825 5825 5825 5825 5825 5825 5825 

% of untrustworthy users 5 % 8 % 10 % 13 % 15 % 18 % 20 % 

% of the data removed 10 % 10 % 10 % 10 % 10 % 10 % 10 % 

Trust Threshold 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

S-relevance lambda 1/3 1/3 1/3 1/3 1/3 1/3 1/3 

Top K web-services 5 10 10 15 5 10 10 

Active- Lambda 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

QoS Prediction Predicted values NMAE 

Services Context NMAE Value 0.5261 0.5345 0.5612 0.5933 0.6224 0.6545 0.6752 

Users Context NMAE Value 0.541 0.5543 0.5973 0.6015 0.6432 0.6674 0.6843 

S-RAP NMAE Value 0.5015 0.5198 0.5404 0.5682 0.5978 0.6235 0.6973 

Table 3: S-RAP Prediction NMAE with changing density of untrustworthy users 

 Experiment Settings 

Users 339 339 339 339 339 339 339 

Services 5825 5825 5825 5825 5825 5825 5825 

% of untrustworthy users 5 % 8 % 10 % 13 % 15 % 18 % 20 % 

% of the data removed 10 % 10 % 10 % 10 % 10 % 10 % 10 % 

Trust Threshold 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

S-relevance lambda 1/3 1/3 1/3 1/3 1/3 1/3 1/3 

Top K web-services 5 10 10 15 5 10 10 

Active- Lambda 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

QoS Prediction Predicted values NRMSE 

Services Context NRMSE Value 0.6295 0.6403 0.6117 0.6358 0.6645 0.6781 0.6825 

Users Context NRMSE Value 0.915 0.9214 0.9338 0.9505 0.9103 0.9321 0.9341 

S-RAP NRMSE Value 0.6772 0.6962 0.6525 0.6982 0.7157 0.7236 0.7395 

Table 4: S-RAP Prediction NRMSE with changing density of untrustworthy users 



15 

 

Above given figures present the trend of the prediction accuracy with the change in settings of the 

experiment. The figures 4 and 5 depict that the model produces optimum results when a matrix 

density of 10-15 percent is removed in the calculation of the NMAE and NRMSE. The reason is 

that the model should have an adequate amount of data to compare the predictions with. Similarly, 

from figures 6 and 7, with an increasing number of untrustworthy user data, the prediction accuracy 

decreases, hence there is an inversely proportional relation between the prediction accuracy and 

the percentage of users deemed untrustworthy. The more the randomized data for users is added, 

the more it would corrupt the accuracy, and effectiveness of the model. From the NRSME values 

obtained in the experimentation suggest that the part of the algorithm in the users’ context produces 

higher errors compared to the errors as produced by the technique on web-services’ side. Due to 

that, the final prediction is affected, incorporating a slightly higher erroneous factor than the web-

services’ side algorithm alone. The proposed S-RAP model is compared (table 5) with the other 

recommender system/models, and it can be observed that the presented approach has provided 

satisfactory results, with the mean deviation of around the figures of 50%. From historical data, 

and literature review, it can be argued that the model is in the right direction with using the data in 

predicting the QoS values. Table 5 presents the values of Normalized-Mean-Absolute-Error, the 

lower the NMAE, the better. 

Figure 5: S-RAP NRMSE Values with Varying Densities of the Removed Data 
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Figure 4: S-RAP NMAE Values with Varying Densities of the Removed Data 
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The aforementioned state of the art approaches UIPCC, RAP, CAP, TAP, are further discussed. 

The model UIPCC [11] is a hybrid collaborative filtering approach that combines the user-based 

and service-based filtering to utilize the information of similar users and similar services. RAP 

[35] is a reputation-aware prediction technique. It firstly evaluates the reputation of users based on 

the historical user data available. The low reputed users’ data is excluded, and finally a hybrid CF 

approach is used to make the QoS prediction. CAP [30] is a credibility-aware prediction model 

employing two-phase K-means clustering for identifying the untrustworthy users. It also falls in 

the collaborative filtering domain, working and significance of which has been explained earlier 

in the introduction. It focuses on utilizing the information of credible similar users to make the 

QoS prediction and TAP [14] is a Trust-Aware prediction model that focuses on calculation trust 

factor between users and using that to perform the prediction of the missing values. 

From the table 6 below, it can be seen that the S-RAP approach produces accuracy much better 

than other state-of-the-art methods. The average improvement in the accuracy of the proposed 

model as compared to UIPCC is 57%, 43% improvement compared to RAP, 12% compared to 

CAP, and 4% improvement compared to the TAP, as displayed in the table 6 below. 

Figure 8 depicts the trend of change in the prediction accuracy affected by the increasing 

percentage of untrustworthy users. The more the randomized data for users is added, the more it 

would corrupt the accuracy, and effectiveness of the model. In figure 6, it can be seen here that at 

start with a small percentage of data removed the deviation is slightly higher, which comes to a 

normal value once the density is increased to an acceptable extent. This analysis is beneficial in 

deciding the allowed extent of scarcity of data in a real world scenario. 

 

 

Used 

Approach 
Prediction NMAE with  Untrustworthy Users / Removed Density 

10 % / 5 % 10 % / 7 % 10 % / 9 % 10 % / 11 % 10 % / 13 % 10 % / 14 % 

UIPCC 1.434 1.364 1.271 1.183 1.065 1.044 

RAP 0.995 0.970 0.911 0.925 0.872 0.815 

CAP 0.658 0.625 0.590 0.586 0.574 0.579 

TAP 0.598 0.581 0.547 0.542 0.529 0.531 

S-RAP 0.575 0.556 0.530 0.528 0.511 0.513 

Table 5: S-RAP Comparison with state of the art approaches 

 

State of the 

art approach 

S-RAP Prediction NMAE  

Improvement 

UIPCC 57% 

RAP 43% 

CAP 12% 

TAP 4% 

Table 6: Compared Accuracy Improvement of the S-RAP 
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The table 7 shows that with the increase in the data removed, there is an increase in the erroneous 

figures being incorporated in the NMAE and NRMSE. The observed increase is uniform and 

exhibits virtually equivalence growth. The NRMSE figure emphasizes on higher erroneous figures 

by amplifying them when the deviation is squared. This gives insight that the users perspective of 

the algorithm incorporates limitations and can be improved. 

4.4 Effect of Lambda Parameter 

The lambda mechanism has been used in the algorithms at two points. Once is when the services 

relevance factor is generalized according to the different services clusters, the other time is when 

the users side and web-services side prediction is combined. The effect of different settings of this 

lambda parameter will be discussed in this sub-section. 
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Figure 8: Comparison with state-of-the-art approachess 

Prediction NMAE and NRMSE Comparison (Untrustworthy Users / Removed Data Density) 
 10 % / 5 % 10 % / 8 % 10 % / 10 % 10 % / 13 % 10 % / 15 % 10 % / 18 % 10 % / 20 % 
 NMAE NRMSE NMAE NRMSE NMAE NRMSE NMAE NRMSE NMAE NRMSE NMAE NRMSE NMAE NRMSE 

Services 

Context 

Prediction 
0.6056 0.5836 0.6021 0.6079 0.5612 0.5993 0.5623 0.5811 0.5724 0.6281 0.5698 0.6612 0.5835 0.6421 

Users 

Context 

Prediction 
0.6435 0.9768 0.6183 0.9355 0.6014 0.9694 0.5989 0.9721 0.6182 0.9692 0.6204 0.9752 0.6353 0.9609 

S-RAP 

Prediction 
0.5755 0.6591 0.5324 0.6826 0.5186 0.6693 0.5118 0.6082 0.5278 0.6458 0.5335 0.7293 0.5291 0.7245 

               

Table 7: Prediction NMAE and NRMSE Comparison 
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4.4.1 Lambda at web-services side 

To value lambda at this point, two mechanisms have been studied. One is where the lambda for all 

the clusters is equivalent, which means that all the clusters are given equal weight in the 

generalization of web-services relevance. However, it is a simple technique, it makes sure that the 

information from all the clusters is retained and a practical web-services relevance is calculated. 

One disadvantage of this is that larger clusters, which may contain more accurate information as 

compared to the smaller clusters do not get as much weight as the amount of information they 

pack. For that purpose, another is used in which the lambda weight given to a cluster technique is 

based on the size of that cluster. Because of that, most of the information in the larger clusters is 

retained, while some importance is given to the smaller clusters as well. The results obtained 

through both the stated settings are in the table 8. The results displayed in the table 8 are the average 

values obtained through multiple runs of the algorithm based on the different settings of Web-

Services Lambda. It can be seen that the predictions based on equivalent lambda exhibit the extent 

erroneousness slightly more than the predictions based on the varying lambda decided on runtime 

according to the cluster sizes in the web-services module of the algorithm. This gives insight that 

further advanced statistical or machine learning techniques can be employed in the lambda 

definition on runtime to yield even better results. 

4.4.2 Lambda at the Prediction Accumulation 

At the stage of prediction accumulation, a similar mechanism of lambda evaluation has been used. 

One approach is that the lambda is given equal weight for both the users and web-services context. 

The average of predictions of both the users and web-services is taken against a user-web-service 

and that is considered as the final prediction. Statistically, this means that the information obtained 

through the historical data in both the users and web-services context is equally important and 

weighed. In the experimentation and through evaluation metrics, it has been observed that the 

algorithm displays some limitation in the users’ context, where the NRMSE values evaluate to be 

higher, which in turns elevates the NRMSE of the active prediction. For that reason, we have 

employed statistical analysis on the obtained results and have derived that for the current 

algorithm, a lambda value inclining more towards the web-services context would yield the best 

results. The optimum value for lambda at the web-services context falls in the range [0.6, 0.7]. It 

is important that lambda is not set at either extreme since that would result in the consequent loss 

of important information in one of the contexts. The context for which an extreme high value of 

lambda is set would dominate the entire active prediction, silencing out the other context. 

Therefore, to prevent the ultimate loss of latent information at either side, while still optimizing 

the results, the range of lambda is set [0.6, 0.7] inclining towards web-services. The experiment is 

Prediction NMAE and NRMSE with different Lambda settings 
 Equivalent Lambda Cluster size based Lambda 
 NMAE NRMSE NMAE NRMSE 

Web-Services 

Context 

Prediction 
0.5593 0.5935 0.5271 0.5597 

S-RAP 

Prediction 
0.5439 0.6888 0.5397 0.6771 

Table 8: Results obtained through varying setting of Web-Services side 

Lambda figure 
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run multiple times with these settings of final prediction lambda and average values are obtained 

which are displayed in the table 9. The NMAE and NRMSE obtained with the active-prediction 

lambda setting based on statistical analysis of the obtained results produces better results. As 

discussed earlier, advanced machine learning techniques can be employed to further improve the 

lambda value at runtime based on the running instance of the algorithm. 

5 Conclusion 
This research study focuses on the web-services recommendation for normal users based on their 

preferences, usage, and needs. This work falls in the category of recommender systems which is a 

wide line of discipline being employed and utilized for an extensive range of purposes. web-

services have become way too overcrowded over the past few decades, with the exponential 

growth of bandwidth and internet availability. A few factors have caused this surge in the 

availability of such a huge variety some of which are availability of high speed internet, its 

affordability, and vast coverage. Same is the matter in the case of smartphones and other smart 

devices, which have played a substantial role in the growth of web-services. This publication 

argues, in consensus with the literature, that with the availability of millions of web-services, 

offered by thousands of vendors and providers, there must be efficient and practical ways to 

recommend the perfect web-services to a user according to their requirements, needs, and 

demands.  

The S-RAP approach follows the collaborative filtering methodology from the machine learning 

discipline. As in the literature [15] [16] [21], the historical data of user experiences is used to 

calculate various correlation figures between web-services and users, such as rank, relevance, 

reputation, and trust. These evaluations are then used in a setting of collaborative filtering model 

to make the prediction of unknown-experienced-ratings. In the proposed approach, the predictions 

are first made separately in the context of users and web-services, which are then combined to 

formulate the active prediction. The dataset used for experiments is WS-Dreams QoS Dataset#1 

and a series of comprehensive experiments have been performed. From these experiments, results, 

and evaluation, it has been observed that S-RAP approach has the capacity to generate satisfactory 

prediction values for users-unexperienced-web-services. Furthermore, the S-RAP approach has 

opened a perspective of seeing, manipulating, and utilizing the historical data in terms of 

contextual data so that more efficient prediction mechanisms can be studied and researched upon.  

The proposed S-RAP approach opens the perspective of the web-services to be focused while 

designing prediction mechanisms and models. Along with focusing on finding the most suitable 

web-services for a user, models can be created that also focus on finding the most suitable users 

for the available web-services, keeping web-services in the primary emphasis. This can prove 

Prediction NMAE and NRMSE with different Lambda settings 
 

Equivalent Lambda 
Lambda inclined towards 

web-services based Prediction 
 NMAE NRMSE NMAE NRMSE 

Web-Services 

Context 

Prediction 
0.5920 0.5909 0.5767 0.5765 

User Context 

Prediction 
0.6861 0.9820 0.6241 0.9742 

S-RAP 

Prediction 
0.6114 0.6507 0.5532 0.6201 

Table 9: Results obtained through varying setting of Active Prediction Lambda value 
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useful in creation of even more accurate models after detailed research and studies. Focusing on 

the data from perspective of users, the model exhibits room for improvement with further research 

upon analysis against the NRMSE values.  

Different techniques can be used to create a framework that focuses on the data of users which can 

further be ensembled with the S-RAP framework to improve the results at the users’ side. 

Furthermore, historical data with secondary contextual information can be integrated with S-RAP 

to derive more comprehensive models. Such type research work can be performed in extension to 

the proposed research which can potentially produce results with higher accuracies.  
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