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Abstract
As a constructive mode of information sharing, collaboration and communication, social 
media platforms offer users with limitless opportunities. The same hypermedia can be 
transposed into a synthetic and toxic milieu that provides an anonymous, destructive pedes-
tal for online bullying and harassment. Automatic cyberbullying detection on social media 
using synthetic or real-world datasets is one of a proverbial natural language processing 
problem. Analyzing a given text requires capturing the existent semantics, syntactic and 
spatial relationships. Learning representative features automatically using deep learning 
models efficiently captures the contextual semantics and word order arrangement to build 
robust and superlative predictive models. This work puts forward a hybrid model, Bi-GRU-
Attention-CapsNet (Bi-GAC), that benefits by learning sequential semantic representations 
and spatial location information using a Bi-GRU with self-attention followed by CapsNet 
for cyberbullying detection in the textual content of social media. The proposed Bi-GAC 
model is evaluated for performance using F1-score and ROC-AUC curve as metrics. The 
results show a superior performance to the existing techniques on the benchmark Form-
spring.me and MySpace datasets. In comparison to the conventional models, an improve-
ment of nearly 9% and 3% in F-score is observed for MySpace and Formspring.me dataset 
respectively.
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1  Introduction

Social media platforms like Facebook, Instagram, Twitter and more are giving people 
an opportunity to connect with each other across distances. Users have become individ-
ual information sources and clearly a part of a limitless sharing community that has bro-
ken the chains of the ancient information mass media order. The social media dynamics 
with pervasive internet access, no-restriction posting, hidden agendas and longitudinal-
latitudinal reach has appended a polarized, radicalized, toxic and an abusive facet to it. 
Social media deception poses a serious threat to people and eventually society as dis-
information, misinformation and malinformation contaminate the information streams 
[3, 34]. Misuse of social media to abuse and inflict harm taints this collaborative-com-
municative Web as an amplifying tool for negative narratives or events. Social media 
platforms now offer a completely new arena where bullies are assured anonymity and 
ready access to their targets incessantly with minimal retaliation. Cyberbullying [4] is 
a form of manipulation, belittlement, and targeted abuse using mean-spirited messages 
and negative electronic postings. It can be as straightforward as sending mean, hurtful, 
rude texts or instant messages to as devious as spreading secrets or rumours about peo-
ple online. Though bullying in electronic form can have multiple-dimensions, such as 
exclusion, harassment, outing, trickery, cyberstalking, dissing, fraping, masquerading, 
trolling and flaming [16, 31], the obvious intention to hurt and harm is common. This 
inveterate nuisance creates mental, emotional and physical risks for the bullied. The 
targets (victims of cyberbullying) feel overwhelmed, powerless, vulnerable, unsafe, 
worthless, humiliated, isolated, depressed, embarrassed, vengeful and at times suicidal. 
An accurate detection can facilitate timely intervention by alarming the moderators to 
take countermeasures. But content moderation practices on these platforms by human 
moderators is often inconsistent and done in a non-transparent manner. It also suffers 
from biasing and may apprehend freedom of expression online. Moreover, spotting bul-
lying instances explicitly as well as spotting victims is tricky too. Blocking and report-
ing might augment the reality if the bully is within the same professional or personal 
community, for example, a classmate. Sadly, the scale and impact of cyberbullying can 
be seen across social media platforms even though its awareness is at an all-time high. 
Figure 1 shows how social media platforms are hotbeds of cyberbullying activities for 
young people.

Figure 1   Statistics on share of social media platforms where cyberbullying occurs. https://​www.​ditch​thela​
bel.​org/

https://www.ditchthelabel.org/
https://www.ditchthelabel.org/
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With the volume and variety of user-generated content on complex social media plat-
forms the challenges to detect cyberbullying in real-time have amplified. The influx of 
content makes it challenging to timely regulate online expression. Moreover, the ano-
nymity and context-independence of expressions in online posts can be ambiguous or 
misleading. The automated cyberbullying detection has attracted growing interest over 
the past decade as it facilitates combating toxic online behaviour. A lot of research has 
been done on detecting cyberbullying in textual data using a myriad of features [31]. 
Many datasets have been made open-source to facilitate research enthusiasts. Efforts 
from an interdisciplinary research space of computational social science and compu-
tational linguistics are required to deal with this antagonistic online delinquency. As 
a classical problem in natural language processing (NLP), cyberbullying detection in 
real-time user generated content needs high-level semantic analysis. Most of the ear-
lier attempts on cyberbullying detection rely on manual feature extraction methods [36]. 
Such methods are not only time-consuming and cumbersome, but often fail to correctly 
capture the meaning of the sentence. Few lexicon-based methods by maintaining a list 
of offensive, abusive and hateful words have also been used, but are quite limited in 
scope [10]. Recent research focuses on the application of deep learning models for vari-
ous NLP tasks and has reported state-of-the-art results [37]. Basically, deep architec-
tures are neural networks with multiple processing layers of neurons with each layer 
having a specific task [2]. Utilizing deep learning models trivializes the need of explicit 
feature extraction techniques as these models are highly skillful and fast in retrieval of 
essential features and patterns by themselves. With minimal human intervention these 
models report superior results than the conventional machine learning models. Vari-
ous deep learning architectures have contributed significantly in computational analyt-
ics of text [37]. Pre-trained word embeddings like Word2Vec, GloVe, ELMo, fastText 
that represent text in vector forms and deep neural networks such as CNN, RNN, GRU, 
LSTM, CapsNet & hierarchical networks that automate the task of feature extraction 
demonstrate best practices for solving text classification problems [17, 22].

In this paper, we propose a Bi-GRU-Attention-CapsNet (Bi-GAC) model to detect bul-
lying in online textual content. The model benefits by learning both sequential semantic 
representations and spatial location information in textual content and acquires better gen-
eralization and prediction capabilities for cyberbullying tasks. The improved text repre-
sentation and feature learning offers a robust model which can avoid the vanishing gradi-
ent problem in comparison to baseline neural models. Capsule networks (CapsNet) [20, 
40] have the competence to express the semantic meanings in a wider vector space using 
which it captures the input instantiation parameters, such as word order and their semantic 
representation. The feature encoding ability of capsules and dynamic routing allow aggre-
gating the important information. Simultaneously, bi-directional gated recurrent unit (Bi-
GRU) [8, 9] are known for their sequential modeling capabilities which learns relationships 
between words from both directions. GRUs are easy and fast to train on smaller sequence 
data like social media posts, making them apposite for various text classification tasks on 
social media. Further, self-attention mechanism [8] helps to model dependencies between 
different parts of the sequence and captures important information using the mutual input 
interaction. Self-attention based neural networks basically extract neural features for the 
input sentence [32]. Thus apprehending the dexterity of Bi-GRU, self-attention and Cap-
sNet, we put forward a hybrid model, Bi-GAC to classify online posts into bullying cat-
egories. The pre-trained ELMo word embedding [28] is used to create the input embedding 
matrix. Bi-GAC uses the fully connected output layer with sigmoid activation to finally 
classify the positive as positive (+ 1) of bullying or negative (-1) of bullying.
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The model is validated on two benchmark datasets, Formspring.me [26] and MySpace 
[5] and compared with state-of-the-art model using the F1-score as performance measure. 
An ablation study is also done to ratify the results. Thus, the primary work undertaken in 
this research includes:

•	 Building a Bi-GRU-Attention-CapsNet (Bi-GAC) model for bully content classification
•	 Validating improved classifier performance in small sequences like social media posts 

by capturing semantic information, context and dependencies
•	 Evaluation of Bi-GAC on two benchmark datasets

The paper is structured as follows: Sect. 2 briefs about the related studies from pertinent 
literature followed by the details of the proposed Bi-GAC model in Sect. 3. Section 4 dis-
cusses the results whereas the final Sect. 5 presents the conclusion and future work.

2 � Related studies

Social misbehavior on online portals has been studied across various dimensions such as 
hate-speech, aggression detection, comment toxicity and detecting cyberbullying [31]. 
Earlier works on cyberbullying are primarily available to understand the socio-cognitive 
aspects and behavioural intentions of bullies and victim experiences with the help of ques-
tionnaires and online surveys [14]. Studies are available on cause and effects of cyberbul-
lying on teenagers, adolescents, school, college, ethnic and minority groups [13, 35]. Two 
surveys in 2019 were reported on automatic cyberbullying detection. Rosa et al. [29] con-
ducted an in-depth analysis of 22 studies on automatic cyberbullying. Kumar and Sachdeva 
[16] did a meta-analysis on application of soft computing techniques for cyberbullying 
detection on social multimedia. Studies reveal most of the work on cyberbullying detec-
tion has been done using hand-crafted features with machine learning. Recent works using 
deep learning models have reported superlative results [7]. Agrawal et al. [1] implemented 
CNN, LSTM and its variants using attention using Twitter, Formspring and Wikipedia 
datasets. Meng et  al. [25] applied a two-branch parallel neural network with multi-head 
self-attention mechanism (MHSA), capsule network (CapsNet) and independent recurrent 
neural network (IndRNN). Paul et al. [27] did the comparative analysis with the slot-gated 
or attention-based DL models using BERT for CB identification. Liu et al. [23] proposed 
a model for multi-label text classification using ELMo and attention with GRU on Kag-
gle’s toxic comment classification data. Krešnáková et al. [24] carried out experimentation 
on the same Kaggle’s dataset using different text pre-processing technique with DL mod-
els such as CNN, GRU, Bi-LSTM + CNN, Bi-GRU + CNN. Özel et al. [26] implemented 
various ML models such as SVM, kNN etc. on Formspring.me dataset using varied feature 
selection methods. Zhao et al. [39] performed automatic detection of cyberbullying using 
bag-of-words and latent semantic features on Twitter dataset.

3 � The Bi‑GAC model for cyberbullying detection

The Bi-GAC model which gets its nomenclature from its constituent core components, real-
izes the complexities of textual data in user-generated content where data representation is 
learned as real-valued vectors. The model has two core components, namely representation 
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learning and classification. A Bi-GRU encoder is trained using ELMo embedding to gen-
erate a sequence context feature vector. This feature vector is flawed due to the existence 
of redundant and irrelevant features. Consequently, a self-attention mechanism is added to 
capture significant information. Next the CapsNet generates semantic representation using 
a dynamic routing algorithm which is finally used for classification of the posts. Figure 2 
depicts the architecture of Bi-GAC model.

3.1 � Embedding layer

Word embeddings are based on the idea of distributional meaning: the fact that semanti-
cally (or morphologically) related words tend to appear in similar contexts. These repre-
sent each word using a continuously valued, lower-dimensional vector so that it reserves 
semantic information of the word. Once word embeddings have been trained, we can 
use them to derive similarities between words, as well as other relations. The pre-trained 
ELMo (Embeddings from Language Models) embedding [28] are used in this work. ELMo 
has an advantage above other conventional embeddings such as GloVe and word2vec as it 
encapsulates context in the word feature representations. These are high-dimensional rep-
resentations of words, based on the contexts that different words appear in. ELMo uses a 
2-layer bidirectional LSTM for learning words and their context. This design allows ELMo 
to learn more context-dependent aspects of word meanings in the higher layers along with 
syntax aspects in lower layers. Figure 3 shows an example of how an ELMo specific repre-
sentation is generated by combining the bidirectional hidden representations.

3.2 � Encoding layer

Recurrent neural network (RNN) models [6] have been popularly used in the field of 
natural language processing. But, seq2seq encoder/decoder architecture suffers from the 
vanishing gradients problem, that is the inability of the RNN unit to reminisce values 

Figure 2   System architecture of proposed model
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that showed initially in the sequence [11]. But this is vital within a typical NLP task like 
text classification, as few words rely on words that appear very early in the sentence. As 
a solution, both gated recurrent unit (GRU) & long-short-term memory (LSTM) solve 
the problem of vanishing gradients in RNN, by replacing the neurons of the hidden 
layer with the memory-units to store early sequence data [33].   GRU uses few train-
ing parameters, less memory, needs fewer data to generalize, execute faster and train 
faster than LSTM whereas LSTM is more accurate on  dataset using longer sequence.   
As social media posts are shorter sequence, GRU is an apt choice for encoding. A GRU 
is a gating mechanism in RNN similar to a LSTM unit but without an output gate. The 
two gates of a GRU are as follows:-

•	 Update Gate:  It determines how much of the past knowledge needs to be passed 
along into the future.

•	 Reset Gate: It determines how much of the past knowledge to forget.

The reset gate sits between the previous activation and the next candidate activation 
to forget the previous state, and the update gate decides how much of the candidate 
activation to use in updating the cell state. These gates aid in dealing with the long-
term-dependencies. They forward and backward pass the information from the previ-
ous state to the next state. The update gate keeps a track of retaining all the important 
features and also aids in solving the long term temporal dependency issues. A vector 
having values from 0 to 1 is received via update gate with point-wise multiplication-
operation (PMO). It uses sigmoid activation function for squashing values b/w 0 and 1. 
It basically helps in updating or forgetting (or disappearing) the data as the PMO would 
result in 0 for any multiplication with a vector of zeros. In such a scenario, the result-
ing values would be considered to have ‘disappeared or be forgotten’. Contrastingly, for 
any multiplication with a vector of ones would result in the ‘same value or be kept’. 
This mechanism would eventually help in retaining the relevant data and forgetting the 
non-relevant ones. The other gate which is the reset gate is normally used to ensure the 
amount of past information that can be forgotten. Figure 4 depicts the architecture of a 
basic GRU cell.

In this research, we use a bidirectional GRU’s (Bi-GRU) encoder which takes the 
input sequence and encapsulates the information as the internal state vectors. A Bi-GRU 
allows capturing information from both previous time steps and later time steps to make 
predictions about the current state. Bi-GRU enables apprehending meaning and context 
for the sentences than a simple GRU. The forward GRU f⃗   reads the sentence si from wi1 
to wiT as given in (1):

Fig. 3   ELMo-specific representa-
tion for “smart”

girl is smart

smartisgirl EoS

The

h2, smart

X smart

h1, smart ELMosmart
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The backward GRU f← reads sentences from wiT to Wi1, as given in (2):

The annotation of the word wit is calculated by combining the forward and backward 
hidden states i.e., hit = [ �⃗hit, �⃖hit].

3.3 � Attention layer

Attention mechanism allows output to focus attention on input while producing output [12, 
21] whereas a self-attention model allows inputs to interact with each other, that is, calcu-
late attention of all other inputs with respect to one input. Self-attention is good at modeling 
dependencies between different parts of the sequence. Self- attention includes both location 
and observation value information and replaces conditioning on the entire sequence with 
pairwise comparisons (the importance of one word and its position conditional on some 
other word and its location) given as vector representations of both. Consider the sentence 
"The dog didn’t eat the food because it was too full". The word "it" refers to the dog. If 
we replace "full" with "much", the word "it" now refers to the food. Attention mechanism 
helps to understand this, that is, in the former case there’s high attention linking "it" and 
"dog" but in the latter case high attention shifts to "food". In this research, a self-attention 
mechanism [32] as shown in Figure 5 is applied on the outputs of the GRU layer.

3.4 � CapsNet layer

Conventionally, artificial neurons output a scalar, real-valued activation that loosely repre-
sents the probability of an observation. CapsNets [15, 40] replace the scalar output feature 
detectors with vector output capsules and max-pooling with routing-by-agreement. A cap-
sule is a collection of neurons which represent distinctive properties of the same entity as 
outputs. Capsule’s activity vector represents the instantiation parameters of a specific type 
of entity which adequately captures the important and relevant information (features). The 
CapsNet is divided into two layers: primary capsule layer and digit capsule layer. As the 

(1)�⃗hit =
��������⃗GRU

(
Xit

)
, t ∈ [1, T]

(2)�⃖hit =
�⃖�������GRU

(
Xit

)
, t ∈ [T , 1]

Figure 4   GRU Cell architecture
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preceding Bi-GRU attention layer outputs high-level feature representation, these feature 
maps are input to the primary caps and subsequent digit caps layer as shown in Figure 6. 
Capsules with vector outputs are generated by the primary caps layers as given (3).

(3)uj|i = Wijui

Linear

Concat

Scaled Dot -product 
Attention

MatMul

Scale

Mask 
(optional)

SoftMax

MatMul

Linear Linear

Linear

V K Q

Q K V

h

Figure 5   Self-Attention [32]

Figure 6   CapsNet Architecture
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where, ‘i’ is in the current lower-level primary-caps and ‘j’ is in the next-level layer. Con-
nection-weight updating (as shown in Eq.  4) will occur during network training using 
dynamic routing algorithm.

The key operations within the capsule are as follows [19]:

•	 Multiplying input vector matrix and weights to encode significant features and their 
relationships within the text.

•	 Dynamic routing for sending output from one low-level capsule to a higher level cap-
sule.

•	 Weighted input vectors summation.
•	 “Squash” function to add non-linearity using. This function takes a vector and 

“squashes” it to have a maximum length of 1, and a minimum length of 0 while retain-
ing its direction.

Figure 7 summarizes the operations within a capsule.
The dynamic routing algorithm [30] is given below (algorithm 1).

(4)sj =
∑

icijuj�i

Figure 7   Operations within a Capsule [22]
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3.5 � Output layer

The final prediction layer of the proposed model is the fully-connected layer with sig-
moid activation that eventually helps in obtaining the probabilities for the binary classi-
fication (target classes: bullying and non-bullying). It basically maps a real valued num-
ber using a threshold to a probability (i.e. to a no. b/w 0 to 1).

4 � Computational results

Various social media datasets from Twitter, YouTube, MySpace, Kongregate, Form-
spring and Slashdot have been created for automatic cyberbullying detection. In this 
work, two benchmark datasets, namely, question-answering Formspring.me and thread- 
style MySpace social network cyberbullying classification datasets are used for experi-
mentation. The datasets are labelled for cyberbullying and non-bullying type and the 
sample distribution is as given in Table 1.

Evidently, the datasets suffer from class imbalance and we over-sampled the data 
from the bullying class (sporadic class) thrice to deal with this skewness. This tech-
nique is usually used for balancing the corpus in similar studies [1]. The training: test 
ratio was taken as 70:30 and tenfold cross validation is used on each dataset. Using 10 
folds means that in each iteration of cross-validation the validation-set would be approx-
imately 10% of the size of the total dataset.  The results are then averaged across the 
folds, using suitable performance measures. We used the Scikit-learn library and Keras 
deep learning library with Theano backend. The hyperparameters in experiments were 
set as follows: The Bi-GRU layer had 50 units and a dropout value of 0.2. The Cap-
sNet layer also had a drop out of 0.2 and had 3 iterations for dynamic routing. Adam 
optimizer was used with the learning rate of 0.0001. The Bi-GAC model was evaluated 
using the F-1 score. The results for both datasets are shown in Table 2.

The results are also compared with the existing techniques used on both datasets. The 
performance comparison of the proposed Bi-GAC model with the existing techniques is 
shown in Tables 3 and 4 for MySpace and Formspring.me datasets respectively. A supe-
rior performance is observed for the proposed Bi-GAC model.

Table 1   Sample distribution in 
datasets

Dataset Bullying 
samples

Non-Bullying 
samples

Total samples

Formspring.me [26] 836 12,288 13,124
MySpace [5] 357 1396 1753

Table 2   F-1 Score for Bi-GAC​ Dataset F1-Score

Formspring.me 94.03
MySpace 93.89
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We also perform an ablation study to learn about the network by removing and/or 
replacing parts of the complex neural network architecture and study the model per-
formance. The two variations studied are: using Bi-LSTM instead of Bi-GRU (Bi-
LSTM + Attention + CapsNet) and using CNN instead of CapsNet (Bi-GRU + Atten-
tion + CNN). Table  5 presents the F1-score of these variations where the proposed 
Bi-GAC (Bi-GRU + attention + CapsNet) outperforms the other two.

Figure 8 shows the ROC (Receiver Operating Characteristic)—AUC (Area under curve) 
curve. ROC curve tells us about how good the model can distinguish between two classes. 
The AUC score gives a good idea of how well the model performs.

5 � Conclusion

Social media serves as a virtual playground for bullying and allows the offenders to 
be mysterious, tough to trace and shielded from confrontation making the detection of 
bullying instances a challenging task. It can become a source of misery for victims and 

Table 3   Comparison of Bi-GAC 
with existing works on MySpace 
dataset

Reference Study Techniques F1-score

Kumar & Sachdeva [18] k-nearest neighbour 67.7
Kumar & Sachdeva [18] J48 69.6
Zhang et al. [38] Logistic Regression 78
Zhang et al. [38] Support Vector Machine 79
Zhang et al. [38] CNN 85
Proposed Model Bi-GAC​ 93.89

Table 4   Comparison of 
Bi-GAC with existing works on 
formspring.me dataset

Reference Study Techniques F1-score

Agrawal & Awekar [1] Random Forest 29.8
Agrawal & Awekar [1] Naive Bayesian 35.9
Agrawal & Awekar [1] Support Vector Machine 42.2
Agrawal & Awekar [1] Logistic Regression 44.8
Agrawal & Awekar [1] Bi-LSTM 86
Paul & Saha [27] RNN + LSTM 88
Paul & Saha [27] Bi-LSTM with Attention 91
Paul & Saha [27], Agrawal 

& Awekar [1]
CNN 91

Proposed Model Bi-GAC​ 94.03

Table 5   Ablation architectures Dataset Bi-
LSTM + Atten-
tion + CapsNet

Bi-
GRU + Atten-
tion + CNN

Bi-
GRU + Atten-
tion + CapsNet

Formspring.me 92.67 91.83 94.03
MySpace 93.10 92.35 93.89
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often lead to mental distress and depression, and in extreme situations, even suicide. It 
is necessary to be both responsive and proactive to such a toxic environment on social 
media platforms. This research proposed a hybrid deep learning model for cyberbully-
ing classification task which combines the advantages of self-attention based Bi-GRU 
encoder and capsule network. ELMo contextual embeddings are used as input. The 
model achieves a superior F1-score of 94.03 and 93.89 for Formspring.me and MyS-
pace benchmark cyberbullying datasets respectively.

As a future direction, we would like to use transformer-based models like BERT, 
especially on multimodal and multilingual cyberbullying datasets. Fine-grain classifi-
cation into cyberbullying categories has not been explored as yet and we would like 
to extend the model to multi-class cyberbullying categories. Cyberbullying divides the 
stakeholders into categories of offender, victim and by-stander (assistants, reinforcers, 
defenders and outsiders) and therefore combining user-based features with text-based 
features to train models for real-time cyberbullying needs investigation.
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