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Sentiment analysis on social media relies on comprehending the natural language and using a robust machine 
learning technique that learns multiple layers of representations or features of the data and produces state-of-
the-art prediction results. The cultural miscellanies, geographically limited trending topic hash-tags, access 
to aboriginal language keyboards, and conversational comfort in native language compound the linguistic 
challenges of sentiment analysis. This research evaluates the performance of cross-lingual contextual word 
embeddings and zero-shot transfer learning in projecting predictions from resource-rich English to resource-
poor Hindi language. The cross-lingual XLM-RoBERTa classification model is trained and fine-tuned using 
the English language Benchmark SemEval 2017 dataset Task 4 A and subsequently zero-shot transfer learn-
ing is used to evaluate the classification model on two Hindi s entence-level s entiment analysis datasets, 
namely, IITP-Movie and IITP-Product review datasets. The proposed model compares favorably to state-of-
the-art approaches and gives an effective solution to sentence-level (tweet-level) analysis of sentiments in a 
resource-poor scenario. The proposed model compares favorably to state-of-the-art approaches and achieves 
an average performance accuracy of 60.93 on both the Hindi datasets.
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1 INTRODUCTION

Social media has become extremely popular in today’s time as people often view it as a platform to 
voice their opinions about various organizations, people, companies, products, or events. There is 
endless possibility to use this wealth of information for getting to know the sentiments of people, 
their attitudes, and their emotions. The quantum of opinionated data on social media is so vast that 
it now finds use in t racking customer reactions, monitoring competitions, anticipating election 
outcomes, and predicting investment trends and box office revenues. Sentiment analysis (SA)
[1, 2] is the field of study that automatically ascertains the polarity of opinions expressed by users 
toward entities in a chunk of text or review. In general, polarity is categorized into one of three 
possible classes, namely, positive, negative, or neutral. But determining real-time sentiments is 
challenging owing to volume of available reviews and variety in review expression. Biased and 
fake/spam reviews further complicate predictive analytics. The studies within the domain of SA are 
primarily divided into six types, which include studies based on granularity, language, modality, 
techniques, application areas, and sub-tasks. On the basis of granularity of analysis, SA are either 
categorized as coarse-grained (document level and sentence level) or fine-grained (phrase level or 
aspect level). On the basis of language analyzed, SA can either be monolingual (one language like 
English, Hindi, Chinese, Arabic, etc.) or Multilingual (combination of two or more languages (code-
mix and code-switch). With the recent proliferated use of multimedia content in social media, the 
studies on SA can either be categorized into mono-modal (single modality, primarily text only) or 
Multimodal (combination of two or more media types, for example, text +image). The techniques 
used for SA broadly fall into four categories, that is, lexicon-based, machine learning-based, deep 
learning-based, and hybrid techniques. There are various application areas where the use of SA can 
assist intelligence and decision making. For example, business, marketing, governance and politics, 
and so on. Finally, the study on SA can further be done based on the related sub-tasks such as 
subjectivity analysis, sarcasm/irony/pun/humour detection, and emotion analysis, to name a few. 
Automatic detection of sentiments in social media platforms is typically a natural language 

understanding-based classification task [3]. The data scientists have accomplished a lot at creat-
ing more accurate sentiment classifiers, but there’s still a  lot to do. Few key challenges of auto-
mated sentiment analysis include identifying subjectivity and tone; context and polarity; irony and 
sarcasm; negations; comparisons; emojis or emoticons and defining neutral. The cultural miscel-
lanies, geographically limited trending topic hash-tags, access to aboriginal language keyboards 
and conversational comfort in native language exemplify the variability and size of user-generated 
content, thereby compounding the linguistic challenges of SA. Hindi is the official language of In-
dia and a sizeable population speaks/writes Hindi, while the rest are comfortable in their regional 
language. The availability of keyboards with “Devanagari” scripts on mobile phones has made it a 
popular language choice. But like other Indian languages, Hindi is also a resource-poor language 
[4]. Sentiment analysis in Indian languages is largely unexplored due to the scarcity of various re-
sources and tools such as annotated corpora, lexicons, dependency parser, Part-of-Speech (PoS) 
tagger and benchmark datasets, and so on. Also, like most of the Indian languages, Hindi too has
free-word order. For example, , , , 
all three statements convey the same meaning with different word order.
There have been several recent studies published on sentiment analysis focusing on different 

aspects of affect recognition such as emotion [5, 6], aspect [7, 8], and mood [9], to name a  few. 
While there are a few studies published on languages such as Arabic [10, 11] and Urdu [12], 
most studies and datasets created primarily contain English data. The use of monolingual word 
embeddings is pervasive in natural language processing (NLP). Data augmentation [13, 14] 
and multilingual word embeddings [15, 16] have also been applied to take advantage of exist-
ing English datasets to improve the performance in systems dealing with languages other than



Fig. 1. Cross-lingual XLM-R transformer model.

English. Even though, multilingual model like BERT-m [13] show some cross-lingual characteris-
tics it has not been trained on cross-lingual data [17]. To representmeaning and transfer knowledge
across different languages, cross-lingual word embeddings can be used. These are embeddings that
are obtained from a dataset in any available language and then used to train a model that will be
used to predict polarity of texts in resource-poor language. To the best of our knowledge, the state-
of-the-art cross-lingual contextual embeddings such as XLM-RoBERTa (XLM-R) [18] have not
been applied yet to sentiment analysis in resource-poor Hindi language. To address this gap, we
evaluate the performance of cross-lingual contextual word embeddings and transfer learning in
projecting predictions from English to Hindi language. The classification model is trained on a
resource rich language, typically English, using a cross-lingual transformer model and zero-shot
transfer learning (while training, the model is not seeing even a single example of test language,
but it can still make predictions in test language) is performed on a resource-poor language, i.e.,
Hindi (Figure 1)
The proposed model compares favorably to state-of-the-art approaches and gives an effective

solution to sentence-level (tweet-level) analysis of sentiments in a resource-poor scenario. Thus,
the primary contribution of this work is:

• Use of cross-lingual XLM-R transformer model for tweet-level sentiment classification for
resource-poor Hindi language

• Apply zero-shot transfer learning for target resource-poor languages that lack extensive
labelled and unlabelled data sets

Organization of the article is as follows: Section 2 briefs about the related work within
the domain of Hindi sentiment analysis, followed by the discussion on methodology used in
Section 3. Section 4 presents the details of model performance, and the conclusion is given in
Section 5.

2 RELATEDWORK

Sentiment analysis is the detection of attitudes, defined using a 4-tuple {Holder, Target, Type,
Text}, where the holder is the source of attitude, target is the aspect of attitude, type defines the



commonly weighted polarity type such as positive, negative or neutral and text is the piece of
information containing the attitude (sentence or entire document).
Having started with simple polarity detection, contemporary SA has advanced to a more nu-

anced analysis of context, affect and emotion sensing. But detecting fine-grained sentiment in
natural language is tricky even for humans, making its automated detection more complicated.
Moreover, online opinions can be put forth in the form of text reviews or ratings, for a product
as a whole, or each of its individual aspects. Multiple and lengthy reviews, usage of casual dialect
with micro-text (wordplay, neologism and slang), use of figurative language (sarcasm, irony), mul-
tilingual content (code-mixed and code-switched), and opinion spamming add challenges to the
task of extracting opinions. Recently, memes, GIFs, typo-graphic (artistic way of text representa-
tion), info-graphic (text embedded along with an image) visual content and edited videos dominate
the social feeds. Hence the task of SA can range from a simplistic classification of text attitude as
positive or negative to a more advanced fine-grain emotion analysis and complex attitude type
detection. In recent times the “text” component has compounded as multimedia text owing to
the extensive use of various semiotic modalities (aural, visual, and textual) on social media. At the
same time, multilingual sentiment analysis has also emerged as a prominent research problem as
most of the existent work has been done on English only text [19]. Figure 2 depicts the various
sentiment analysis tasks and the approaches used.
Various studies on diverse resource-poor languages have been reported in literature. Del-

brouck et al. [20] proffered a transformer-based joint-encoding (TBJE) for the task of emo-
tion recognition and SA in CMU-MOSEI dataset. González et al. [21] gave a transformer encoder
model for Twitter SA in Spanish language. Sultan et al. [22] used XLM-R and transfer learn-
ing on both the monolingual English and Spanish data and Spanish-English code-mixed data.
Kuratov and Arkhipov [23] used transfer learning from a multilingual BERT model to mono-
lingual model for SA in Russian language. Sarkar et al. [24] proposed a Hierarchical Attentive
Network using BERT for multilingual document-level SA. Recent studies report SA in code-mix
Hindi-English text [25, 26], which was provided as the SemEval 2020 Task 9 [27]. Literature also
reports emotion analysis in Hindi text. In 2019, Kumar et al. [28] introduced a Hindi emotion an-
notated text corpus, BHAAV. In 2020, Garg and Lobiyal [29] propose Hindi EmotionNet for SA in
Hindi.
Studies related to SA on Hindi have been reported since the start of decade. Benchmark studies

have been reported on three datasets, namely, the Twitter (SAIL 2015) dataset,1 IIT-Patna Prod-
uct/Service reviews dataset (sentence-level and aspect-level), and IIT-Patna Movie review dataset
(sentence-level).2 In 2012, Bakliwal et al. [30] provided Hindi subjective lexicon for SA. In the
same year, Balamurali et al. [31] linked WordNets of Hindi and Marathi for cross-lingual SA. In
2015, various studies have been reported on the shared task SAIL dataset [32-34], which contained
Hindi, Bengali, and Tamil tweets. Akhtar et al. [35] presented work on aspect-based SA (ABSA)
in Hindi have also been reported. Cross-lingual and multi-lingual ABSA has also been reported
[36, 37]. Pertinent studies also report deep learning architectures for SA in Hindi. In 2016, Akhtar
et al. [38] proposed a hybrid deep learning model and evaluated its performance on four Hindi
language datasets. The model achieved an average accuracy of 51.11% on the IITP-Movie and IIIT-
Product review datasets. Most recently, in 2020 Kunchukuttan et al. [16] presented the IndicNLP
word embeddings and achieved state-of-the-art results for the IITP-Movie and IIIT-Product review
datasets.

1http://amitavadas.com/SAIL/data.html.
2https://www.iitp.ac.in/∼ai-nlp-ml/resources.html.

http://amitavadas.com/SAIL/data.html
https://www.iitp.ac.in/{char '176}ai-nlp-ml/resources.html


Fig. 2. Sentiment analysis tasks.

3 METHODOLOGY

3.1 Datasets

The SemEval 2017 Task 4A dataset,3 which consists of English tweets annotated for positive, neg-
ative, or neutral categories, is used to train the language model on the sentiment analysis task
on English, i.e., the training dataset. The IIT-Patna Movie and Product review datasets, which
contains Hindi texts, are used to experiment transfer learning and accomplish sentence-level

3https://alt.qcri.org/semeval2017/task4/.

https://alt.qcri.org/semeval2017/task4/


Table 1. Dataset Statistics

Dataset Language Positive Negative Neutral Conflict Total

SemEval-2017 Task 4A* English 2,352 3,811 5,742 F 11,905
Movie Review Hindi 823 530 598 201 2,152
Product Review Hindi 2,290 712 2,226 189 5,417

*Only Tweet IDs provided by organizers and therefore some tweets were not available for download due to edited
privacy or removed.

sentiment analysis task on Hindi language. Though the IIT-Patna Movie review set has been an-
notated with four labels (positive, negative, neutral, or conflict), we choose to ignore the conflict
class to ensure the same number of classes in the target dataset. The dataset statistics are given in
Table 1.

3.2 Pre-processing

Deep learning models accept certain kinds of inputs, which is vectors of integers, each value rep-
resenting a token. Each string of text must first be converted to a list of indices to be fed to the
model. Also, the data is converted into BERT specific format. That is, before performing tokeniza-
tion, the text is converted to lower case. This conversion to lower-case is performed through the
BERT tokenizer and the TFIDF vectorizer. Long sentences, if any, were split into multiple samples.

3.3 XLM-R Transformer Architecture for Sentiment Classification

XLM-R is a transformer-based multilingual masked language model released by the Facebook AI
team in November 2019 as an update of its original XLM-100 model. It is a scaled cross-lingual
sentence encoder trained on 2.5 Tb of data across 100 languages data filtered from CommonCrawl
texts. Compared to the original version, the biggest update of XLM-Roberta is a significant increase
in the amount of training data [18].
XLM-R achieves state-of-the-arts results on multiple cross-lingual benchmarks. Based on

masked language model, it works as a successful alternative for non-English NLP. The remarkable
fact about XLM-R is that it is compatible with both monolingual as well as cross-lingual bench-
marks and alleviates the curse of multilinguality. In this research, we first fine-tune pre-trained
XLM-RoBERTa (XML-R) with the SemEval-2017 Task 4 A dataset and then use zero-shot cross
lingual transfer learning to test Hindi sentiment dataset. That is, the classification model is trained
on a resource rich English language using XML-R cross-lingual transformer model and transfer
learning is done on the resource-poor Hindi language. The model consists of two components:
(1) Sentiment classification component for both languages and (2) cross-lingual transfer learning
component that uses English sentiment analysis data to predict positive, negative and neutral sen-
timent class in resource-poor Hindi.
We use the XLM-Rlarge model. The model contains approximately 355M parameters with 24-

layers, 1,027 hidden-states, 4,096 feed-forward hidden-states and 16-heads. The maximum se-
quence length can be set to default, 512, that is, it takes an input of a sequence of no more than
512 tokens and outputs the representation of the sequence. The first token of the sequence is al-
ways [CLS], which contains the special classification embedding [39]. The first token of every
sequence is always a special classification token ([CLS]). The final hidden state, h, corresponding
to this token is used as the aggregate sequence representation for classification tasks. A simple
softmax classifier is added to the top of XLM-R to predict the probability of label c, as shown in
Equation (1), where W is the task-specific parameter matrix:

(c |h) = so f tmax (W h). (1)



Fig. 3. Sentiment classification architecture using XLM-R.

We fine-tune all the parameters from XLM-R as well as W jointly by maximizing the log-
probability of the correct label. The architecture of the sentiment classification is shown in
Figure 3.

3.4 Zero-shot Cross-lingual Transfer Learning

From a psychological point of view, transfer of learning is the “study of dependency of human con-
duct, learning, or performance on prior experience.” Analogously, in machine learning, transfer
learning is the ability of a system to recognize and apply knowledge and skills learned in previous
domains/tasks to novel tasks/domains, which share some commonality. Building everymodel from
scratch is time consuming and expensive in terms of data collection/labeling, privacy and train-
ing time whereas reusing common knowledge extracted from existing systems is a viable solution.
Transfer learning differs from traditional machine learning, because it involves using a pre-trained
model as a springboard to start a secondary task. A pre-trained model is a saved network that
was previously trained on a large dataset, typically on a large-scale sentiment classification task.
Advantages of using transfer learning include less training data with better generalization capabil-
ities make deep learning more accessible, faster convergence and higher asymptomatic accuracy.
In transfer learning, we reuse by freezing or fine tuning the layers of a model. Domain adap-
tion, domain confusion, multi-task learning, one-shot learning and zero-shot learning are various



types of transfer learning. For training and testing a learning model, we need data and the number
of samples of a class required in data for learning are shots for that class. In zero-shot the ma-
chine is capable of describing what class an unlabeled sample belongs to when it does not fall into
the category of any of the trained categories, that is, zero shots for the data point. In this work, we
utilize zero-shot cross-lingual learning [40] to solve a sentiment analysis task in Hindi despite not
having received any training examples of the task. Zero-shot means that the cross-lingual XLM-
R is fine-tuned on one language and then evaluated on the foreign language test. In this case,
machine translation was not involved at all in either the pre-training or fine-tuning.
The concept of transfer learning allows a novel algorithm to inherit the knowledge (features,

weights) of the existing algorithm [41, 42]. That is, we use what well-trained, well-constructed
networks have learned over large sets, and apply them to boost the performance of a detector on
a smaller data set. Deep neural models are centered on network weights that come from train-
ing them on huge amount of data. That is, if the weights in the existing model are obtained and
transferred to the new neural model, then it implies the “transfer” of learned features without
building the model from scratch and retraining it. The object in the transfer method has both the
network structure and weights. For adopting transfer learning to cross-lingual sentiment analysis
two methods describing what to transfer can be used:

• Transfer learning method 1 (TLM1):Network is pre-trained on source task and the full struc-
ture (all layers), and all weights of network are transferred to the second network. That is,
it starts with all the previously trained, fine-tuned weights from source, and then test it for
the target. (Freeze the base.)

• Transfer learning method 2 (TLM 2): Network is pre-trained on source task and the partial
structure (some layers), and their weights are transferred to the second network. The trans-
ferred weights are frozen, whereas the non-transferred weights are randomly initialized for
a second training phase for the target task. Fine-tuning is done. (Train some layers, leave
some frozen, i.e., selectively unfreeze.)

In this work, we use TLM1, where the XLM-R classification model is trained using the English 
language Benchmark SemEval 2017 dataset Task 4A. The complete network structure including 
the fully-connected softmax layer is adopted along with all weights to initialize the weights for 
the Hindi language sentiment classification model. Basically, we freeze the weights of pre-trained 
model in one language and use them for extracting the features in the other. In Keras, each layer 
has a parameter called “trainable”. For freezing the weights of a particular layer, we should set 
this parameter to False, indicating that this layer should not be trained. To examine TLM1, we 
experiment on both the IIT-Patna Movie and Product review datasets, which has four sentiment 
classes, namely, positive, negative, and neutral or conflict, but as discussed, we choose to ignore 
the conflict class to ensure the same number of classes in the target dataset. If we consider dif-
ferent number of output classes to predict in the target language, then TLM2 is a better strategy 
where the last softmax layer is detached from the pre-trained base XLM-R. Therefore, in this case 
new fully-connected layers according to the number of classes in the target dataset are added with 
randomized weights (with frozen weights of re-trained model) and updated by training the classi-
fier layers on training data available for task. It involves hyperparameter tuning and may require 
unfreezing more layers as needed.

4 MODEL PERFORMANCE

4.1 Experimental Setup
The pre-trained model that is used were made available online using the transformers library 
(Wolf et al., 2019) and the same have been fine-tuned for the training of the model. To examine



Table 2. Hyperparameters

Hyperparameter Value

Epochs 3
Batch Size 32
Learning Rate 9e-06
Max Sequence Length 64
Warmup Proportion 0.1
Optimizer Adam

Table 3. Performance of XLM-Rlarge on SemEval2017-Task4A

Model AvgRec F1PN Acc

BB_twtr [44] (Leader SemEval-2017, TaskA) 68.1 68.5 65.8
DataStories [45] (Leader SemEval-2017, TaskA) 68.1 67.7 65.1
State-of-the-art [43] 73.2 72.8 71.7
XLM-Rlarge 73.5 72.3 71.8

the effectiveness of our classification model, we tested it on two datasets, namely, the IIT-Patna
Movie and Product review datasets. The training dataset was SemEval-2017 Task A.We divided the
SemEval 2017 Task A English dataset into a training set and a validation set using 80:20 split and
primarily fine-tuned the learning rate and number of epochs of the classification model manually
to obtain the best results for the validation set. Training XLM-R on the SemEval-17 data required
nearly 30 min. Nvidia Tesla K80 GPU to train the models. Early stopping was done if the evaluation
loss did not improve over ten evaluation rounds. Table 2 depicts the hyperparameter setting.

4.2 Baselines and Evaluation

To ensure that the XLM-R achieves state-of-the-art performance, we compared its effectiveness to
the existing best reported performance on both the Hindi language datasets. The metrics used for
evaluation were average recall, F1PN and Macro F-score. The best performing system on the Se-
mEval 2017 task (English language) dataset is the one described in Reference [43], which achieved
a macro-average recall of 73.2. There were two winners [44, 45] of the SemEval 2017 Task A with
a macro-average recall of 68.1. The focus of this research was to implement XML-R for sentiment
analysis in Hindi language (non-English data) and not to outperform the SemEval-2017 state-of-
the-art (SOTA). Interestingly, we achieved superlative results than the winners of task and also
better results to the SOTA. Table 3 depicts the comparison of SemEval-2017 sentiment analysis
task on English language.
Akhtar et al. [38] reported an average performance accuracy of 51.55 on both the Hindi datasets.

They proposed a hybrid deep learning CNN-SVM (W+X) model trained and evaluated using word
embeddings and extra hand-crafted features. The SOTA was recently given by Kunchukuttan
et al. [16], reporting a 54.64 average accuracy on both datasets. The transfer learning with XLM-R
cross-lingual embeddings provided the best results achieving an average performance accuracy
of 60.93 on both the Hindi datasets. Table 4 depicts the comparison of IIT-P: Movie and product
sentiment analysis datasets on Hindi language.
Figures 4 and 5 depict the precision-recall bar graph for both the Hindi datasets.
We take a closer look at the predictions made by XLM-R with zero-shot TL with the help of

heatmap visualization for both the Hindi datasets as shown in Figures 6 and 7. The rows show the



Table 4. Accuracy of XLM-Rlarge with Zero-shot TL on IIT-P, Movie

and Product Hindi Dataset

Model IITP-MovieAcc IITP-ProductAcc
Pre-trained word embeddings using
the IndicNLP corpus (SOTA) [16]

45.81 63.48

ReviewSH and MovieH [38] 44.88 57.34
XLM-Rlarge with Zero-shot TL 51.74 70.12

Fig. 4. Precision-recall of IITP-movie dataset. Fig. 5. Precision-recall of IITP-product dataset.

Fig. 6. HeatMap confusion matrix of IITP-

movie dataset.

Fig. 7. HeatMap confusion matrix of IITP-

product dataset.

actual class of a repetition and columns show the classifier’s prediction of the respective confusion 
matrix.

5 CONCLUSION

Huge volumes of unstructured, multi-lingual, and multi-modal data is created on social media 
every day. Undeniably, social intelligence on these platforms is continuously increasing but the 
heterogeneity of content makes it hard to analyze and understand sentiments. This work uses the



existing cross-lingual transformer model, XLM-R as the pre-training model to provide an effective
solution to sentence-level (tweet-level) analysis of sentiments in a resource-poor scenario with
the help of zero-shot transfer learning. Both the network structure and weights are fine-tuned on
benchmark English dataset and tested on two benchmark Hindi datasets. Interestingly, XLM-R
achieves an average recall of 73.5 and accuracy of 71.8 for the English benchmark dataset, which
is superlative to the best performing models. XLR-M outperforms the SOTA on Hindi datasets
too. Future work included considering more Hindi test datasets for classification. Also, currently
the training and test dataset are for sentence-level sentiment analysis, evaluation of XLM-R for
aspect-based sentiment analysis is also a prominent direction of future research. Last, the model
can be tested on other regional Indian languages such as Kannada, Marathi, or Sindhi.
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