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Abstract 
  

Exchanges with digital assistants, such as Apple’s Siri, have a functional aesthetic related to 
asking informational questions, such as for weather updates. However, when these human-
machine conversations include recorded testimony by real-life people, the identity of our 
conversational partner changes our relationship with these talking machines. Such complexities 
require transdisciplinary perspectives to identify the conversational dynamics at play. The 
Innovate UK funded Audience with a Hero research project undertaken by Forever Holdings 
LLC, Bright White Ltd. and Manchester Metropolitan University sought to allow audiences to 
speak with a celebrity figure in a virtual reality environment. Research from that project 
presented here provides insights into the psychological, sociological, narratological and linguistic 
design considerations that arose during development. It finds that when we reposition the 
speaking and listening computer as a virtual human celebrity, our language is constrained by 
many of the anxieties of a real-life encounter. Existing personal relationships with the subject 
lend a sense of aliveness to the conversational agent as we enter the exchange. Once in 
conversation, a sense of fidelity in both human prosody and convincing instances of self-
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disclosure help maintain the necessary social presence required to conduct a worthwhile 
conversation with a machine.  
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Heading: Introduction 

  

[INDENT QUOTE] 

“I am sitting in a room different from the one you are in now.” [1] 

[END QUOTE] 

  
Our research and insights in the following essay are based on the Audience with a Hero project, 
still in progress at time of writing. The project was a partnership between researchers at 
Manchester Metropolitan University (UK) and three UK-based partners: Forever Holdings LLC, 
Bright White ltd. and Pollen Studio. It was funded by the Creative Industries support body, 
Innovate UK, as part of its Audiences of the Future call. The project combines research into 
conversational narrative content design with new film-based production processes in virtual and 
extended reality to allow a fan to meet and interact with their hero in a virtual environment. One 
of the purposes of public funding for the project has been to produce new knowledge on 
conversational agent-based experience design for the benefit of creative industries in the UK and 
globally, which this paper seeks in part to provide. 
 
Creating a conversational experience that conveys more than just information necessitates a 
transdisciplinary design approach. Challenges more familiar in creative media production arose 
along with those already explored in the field of HCI. [2] Without integrated disciplinary 
knowledge, the creative and technical teams collaborating on the project required new research 
input to inform human-machine conversational interactions. Following a user-centered rather 
than discipline-based approach, [3] transdisciplinary design researchers are immersed across 
relevant disciplines, informing solutions to emergent and more complex design problems where 
existing disciplinary knowledge is not yet established. [4] The paper documents the findings 
from transdisciplinary research into the user’s journey, both before and during the conversation.  
  
The experience was due to develop knowledge from interactions with audiences both at SXSW 
in March 2020 and through the launch of a prototype experience in Autumn 2020. Covid-19 has 
delayed the rollout of an out-of-home virtual reality experience. As a result, in this paper we 
describe the user journey identified through the design-informing transdisciplinary research and 
novel aspects that provide new insights into the production of language models with a living 
media figure as an interactive subject. The paper begins by describing the lead-up to a dialogue 
with a hero in VR, using AI as a tool for enabling a conversation; many elements in the journey 



before the actual conversation with the digitized hero influence it. Once inside the experience, 
they adapt to having an exchange with a virtual digital persona, the AI who mediates the 
experience, as well as the hero. The user for this journey is described in the text as ‘we.’ In this 
context, the collective pronoun is meant to refer to us the authors, academics from a UK 
university, as participants in the imagined experience. The approach continues to be relevant 
beyond the normal design cycle because the delivery of the experience itself has been postponed. 
We have taken a subjective approach to presenting the research to reflect the experiential nature 
of the experience. [5] 
 
 
  
Heading: 1. The Morning of the Event  

Subheading: Reflections on the ubiquity of voice-based interaction 

The digital assistant uses our name when it wakes us. It also states the time, apprises us of the 
weather outside and asks whether we would like to know our schedule. Yes, we say. Please, we 
add. A female-sounding voice responds: 
  
“At 12.30 this afternoon you have your Audience with a Hero appointment. You have no other 
appointments today.”  
   
The human voice is one of the fundamental tools at our disposal for interacting with the world 
and others in it. Through synthesis of the voice, computers can provide naturalistic interaction, 
learning from what we say both through algorithmic processes and through hundreds of 
thousands of human hours spent listening and transcribing recordings from our devices to 
improve its software. [6] The Audience with a Hero project is a novel articulation of the very 
same speech-recognition technology in our digital assistant. 
 
The experience we are going to have was created by the team that developed the Forever Project 
(2017), a mixed reality experience commissioned by the National Holocaust Centre in the UK 
which began in 2013. That project was designed to safeguard the testimonies of Jewish 
Holocaust survivors and allow audiences to witness and ask questions of the survivors in 
perpetuity. A paper by Ma, Coward and Walker, describes how processes focused on both 
creating an experience that felt like audiences speaking to a survivor and on legitimate archival 
processes for high quality interactive content that would ensure the legacy of documentary 
footage captured. [7] The Audience with a Hero project further develops those processes but also 
imagines a more intimate kind of encounter, a one-to-one experience with a living celebrity. 
  
The experience will be voice responsive in a way similar to the interfaces that already cohabit 
millions of homes: smart Internet of Things (IoT) devices such as Google Home, Amazon’s 
Echo, and others. However, interactions with household digital assistants are typically ‘telic’, in 
the sense that the interactions are goal orientated (i.e., to find out the temperature, change the 
music or the lighting). In marked contrast, the Audience with a Hero experience is ‘autotelic’ [8]: 
we interact with language technology for the sake of the experience. There is no obvious 
extrinsic goal in the idea of having a conversation with our hero, except to have a conversation 
with our hero. Such an autotelic experience creates a new role for the audience: engaging in a 



more ambiguous, conversational encounter that emulates more closely our daily human 
interactions. [9] 

  
Heading: 2. Onboarding 

 

Subheading: Experiencing parasocial anxiety whilst we wait 
  
On arrival at the venue, there is enough time before our appointment to realize that we are 
anxious. It is an ‘unreal’ and virtual meeting, but we have been fans of the hero for some time. 
He has been pretty open about his personal struggles and seems like a genuine person but 
suddenly the prospect of meeting him face to face is intimidating. We remind ourselves again 
that this is a virtual encounter. 

Face-to-face relationships help us model our interactions with figures from the media, such as 
newscasters or actors and the characters they play on TV. They each constitute a parasocial 
relationship (PSR), a concept introduced by theorists Horton and Wohl in their 1956 paper, 
“Mass Communication and Para-Social Interaction: Observations on Intimacy at a Distance.” In 
the paper, Horton and Wohl use the terms “para-social relationship” and “para-social interaction” 
somewhat interchangeably but describe a parasocial relationship as one made up of a “seeming 
face-to-face relationship with a performer.” [10] These virtual relationships develop through 
parasocial interaction (watching, reading, listening to perceive “relational development” [11]) 
and as we intertwine our lives with our technology, we do so while attentive to the “nuance and 
appearance of gesture to which ordinary social perception is attentive and to which interaction is 
cued.” [12] 

This has an impact on our upcoming conversation. We might as well be meeting a computer in 
‘person,’ for the effect this audience with our hero will have on our relationship with the hero 
himself. He won’t remember meeting us at all and the version of him we’re about to encounter is 
a collage of his utterances. Having learned the formation of relationships primarily with other 
humans, we subject our interactions with technology to many of the same standards. It has never 
been the condition of a parasocial relationship that the mediated figure is ‘real’ in the way that a 
human is ‘real.’ When a crucial dimension of the parasocial relationship is that its participants 
have not met, the mediated persona is also free to be fictional. 

When encountering a person with whom we have developed a parasocial relationship, the 
collision of the ‘ordinary’ frame of the individual and the ‘extraordinary’ frame of the figure can 
result in a variety of unpredictable outcomes related to the different rules of conduct and rituals 
attached to each. [13] During a conversational encounter, intense "emotion can be generated in 
this collision of frames: excitement, disappointment, exhilaration, risk, superiority, and shame.” 
[14] If we misspeak or have difficulty navigating the technology of the experience, will it be 
‘alive enough’ to be embarrassing for us? 

Subheading: ‘Alive enough’ to speak to? 
 



The idea of ‘alive enough’ identities is derived from Sherry Turkle’s studies into children’s 
interactions with “sociable robots” [15] through which she observed new ad hoc and pragmatic 
categories of aliveness. When interacting with computer-controlled toy animals, for example, 
children considered them “alive enough for this purpose.” [16] In doing so, they go beyond 
movement-based notions of what constitutes aliveness (if it can move on its own it is alive) to a 
psychological model of aliveness (if it can think then it is alive). It is a conditional aliveness 
based on an assessment of its living qualities in the context of a purpose. Part of our nervousness 
is in trying to identify what our purpose is for our meeting with this hero: what will be enough in 
terms of the intelligent features of a conversation?  

  
The project uses machine learning so we can directly ask our hero a question and get an 
appropriate response.  What we don’t know is how ‘real’ it will feel once we’re inside the virtual 
room. 
 

Heading: 3. Our Virtual Encounter 
  

We are sitting in a dark, virtual room similar to the one we left behind at the venue, our senses 
encased in a VR headset. There are familiar objects in this space that appear to be obeying the 
laws of physics. There is a chair, an amplifier, and guitar stand. We reach out and brush empty 
air; the objects are here and not here simultaneously. Someone approaches, emerging out of the 
black surroundings, playing a guitar. He takes the seat in front of us, settling.  
 
“Hello,” he says. “What’s your name?”   
 
Subheading: The prosodic dimensions of virtual conversations 
  
When the conversation begins there is a quality to his voice, the shadow of the original 
interaction, the “paradoxical simultaneity of presence and absence” [17] of the speaker whom we 
have come to recognize through other recorded media. However, in this instance he waits for a 
response, and when we do speak, he replies, if not always with the answer we were looking for. 
 
The well-learned grammar of recorded media – for example, interviewees responding to an 
unheard question or spontaneous leaps in narrative time and space common to film and television 
grammar – is disrupted by our own voice speaking. The voice denotes the body, both ours and 
his. [18] Each utterance is the body’s auditory signature and situates the body “as a kind of 
receiver for stimuli given by the world and generator of appropriate responses to it.” [19] So, by 
speaking to our mediated hero we confer on him a body, we become attuned to his presence. But 
listening more closely, it is more than his words that we are attuned to. The way we say 
something demands a particular and nuanced response from the digital speaker’s voice. In their 
review of current studies of prosody in linguistics, Heinz and Moroni note that prosodic features 
(such as the tone, volume, speed, and pitch) in language are considered to be essential 
contextualization cues involved in important conversational tasks, such as signaling focus, 
clarifying grammatical constructions and providing rhythmic indicators for turn taking between 
speakers. [20] The way we say things is contextual to the way our interlocutor has spoken. It is 
probably this, a sort of deep listening, that we have an ear for when our hero responds to our 
questions and niceties. There is a slight but perceptible dissonance, the rhythmic indicators of 



another conversation are present in our interactions, even when his message is congruent with 
our prompts and questions. In Emma Rodero’s’ 2017 study comparing stories told by humans 
and by machines, she found that the expressive prosodic qualities of the human voice are very 
important for listeners when understanding and remembering a story. Human voices were “better 
processed” in terms of “effectiveness, attention, concentration and recall” of the stories. [21] 
Human use of prosody, through normal patterns of stress, pitch and pace clarified the meaning of 
what was being spoken for the listener, allowing them to “focus on the story.” [22] Rodero notes 
that people “evaluate a synthetic voice interaction as they do a human interaction.” [23] Given 
the multiple functions of prosody in facilitating meaningful speech, it is easy to appreciate the 
difficulty that humans have in decoding speech without normal prosodic features. It also makes 
clear the scale of the challenge faced by machine learning schemes made to synthesize prosodic 
patterns in speech. 
  
One of the expressive qualities of the voice is its emotional quality. Prosodic features, such as 
vowel features, are instrumental in expressing the various emotional states of speakers. [24] 
Emotional arousal in speech is so irrepressible that, when they are in conflict with the message 
that is spoken, prosodic features “can automatically reveal the effect we are trying to suppress.” 
[25] In a study by Spinelli, Fasolo, and Aureli, it was observed that when the subjects of a study 
spoke about a topic from their childhood that upset them but attempted to dismiss its effect on 
them, there was a consistency “between the valence of verbal content and prosody,” representing 
a lack of correspondence between “narration of [their] experiences and the real affective 
relevance of these experiences.” [26] That there is sometimes a perceivable gap between what is 
said and the way it is said, is one of the vocal cues that “a good conversationalist needs to pick 
up on” says Trevor Cox. [27] Yet, whilst we must be sensitive to these cues, it is also the case 
that such features are difficult for humans to interpret systematically. Both trained humans as 
well as machines that detect micro-tremors in the voice for conflicts between what is said and the 
way it is said are generally as bad or worse than random when detecting liars, for example. [28] 
One of the reasons for this is the Othello error: although we can detect stress in the voice easily, 
it is difficult to identify the cause of stress. [29] With agents that possess clear emotional features 
such as the one who sits in front of us now, we automatically model possible psychological 
motivations for changes in the emotional quality of the agent’s speech regardless of its validity. 
So, we can adapt to slight anomalies in the emotional patterns of our hero’s utterances because 
we are used to ambiguity of motivation when conducting other conversations.  
  
The fact that the agent is a mediated entity speaking to us through video clips adds additional 
complexity to our conversation. After all, the act of recording and editing the voice renders every 
media object a deliberate artefact even in the context of a conversational interactive work such as 
Audience with a Hero. Whilst in a real-life context, evidence collected by Cox suggests it is 
practically impossible to reliably detect the motivations of suppressed emotional arousal, in the 
context of film and other media, it is one of the ways in which storytellers indicate a knowable 
subtext in character utterances. [30] To narratologist Robert McKee, the presentation of these 
conflicts through language choices “convey[s] [a character’s] inner life, conscious and 
subconscious, without announcing it”: the audience member’s knowledge of the dramatic 
conventions of prosodic dissonance, their ‘story-trained sonar’ allows them to become a ‘mind 
reader’ of the on-screen character, often understanding their internal life better than they know 
themselves. [31] When building models of conversational narrative such as the one developed as 



part of Audience with a Hero, we must consider the role of emotional arousal and its suppression 
both in real-world relations between people and through the conventions used by media 
storytellers to portray the inner world of a character.  
  
Subheading: Increasing social presence through self disclosure 

After a heartfelt response about working on a song with one of his longtime collaborators, the 
hero looks at us expectantly, awaiting the next question. We feel closer to him based on his 
answers so far but can’t think of anything to say to move the exchange forward.  

We are prompted to ask something else and are relieved to choose from suggestions. The hero 
wants us to feel comfortable, so he tells the stories from his career that people always respond to. 
Feeling the gentle pressure of social presence deepens our engagement with the AI because we 
must constantly remind ourselves that the real man cannot hear us, even though he responds to 
our questions. Feeling socially present is also supported by the consistency of the virtual space, 
that familiar gravity and orientation, wherein "the reduced cognitive load and decreased 
disbelief…may make it easier for users to become deeply engrossed in the virtual environment 
and increase feelings of social presence.” [32] By providing the user with a familiar social 
framework in the setting, greeting, and rhythm of conversation, the attachment to nonhuman, 
digital entities is eased. The AI borrows a mask from the recorded testimony and the recorded 
testimony borrows a body from the AI’s conversational framework. By mimicking the 
contingent responses of human conversation (such as giving responses that call back to things 
previously mentioned), the perceived interactivity and effectiveness of the overall experience can 
be enhanced. [33] 

Due to this enhanced sense of social presence, we are less inclined to view the exchange as 
narratological exposition of character, in the way Robert McKee describes the function of 
cinematic character. Filmed in 3D and rendered as an immersive environment, the clips of the 
hero’s responses do not appear on a flat screen like the images we are used to from narrative 
entertainment. These factors reduce the number of familiar cues for the audience member to 
interpret elements of prosody like they might in trying to ‘read’ the face of a character in a film. 
The subtext of our hero’s utterances is affected by the ordering and selection of answers to 
questions that we pose. If there is a narrative arc to the experience, it is one of co-construction. 
The hero is used to managing his image in the media, but the unpredictability of the order and 
selection of clips means it is safer to just limit the dynamic range of overall expressiveness.  

This positive mood, reflected in the upbeat emotional prosody, and which appears genuine, is 
something we’re familiar with from his social media channels. The live streams on Instagram 
and real-time updates on Twitter make those platforms a reliable place for feeling socially 
present with the hero and for developing parasocial relationships with other celebrities. The act 
of self-disclosure, which occurs across breadth (variety) and depth (degree of discourse) of 
information, involves sharing personal details that users wouldn’t otherwise learn. [34] A 
celebrity’s post about the illness of a family member, or a comparison of lunches across a week, 
helps Twitter become a more socially present space for users. Upon learning about a celebrity, 
“the part of the brain that processes these messages often doesn’t seem to be able to make [the] 
distinction between readily available real-life mates and less accessible potential partners from 
media.” [35] When the hero’s self-disclosure occurs in a virtual space of relative intimacy, social 



presence, the combination of this self-disclosure with consistent prosody on the part of the hero 
helps the AI retrieving answers appear more in tune with natural, conversational rhythm. If the 
audience member already feels an attachment stemming from a parasocial relationship, the 
proximity sought in a virtual encounter “can substitute for the actual physical presence of the 
desired figure." [36]  

The conversation has taken around ten minutes. At the finish, we are told to remove our head 
mounted display and proceed out into the lobby. We begin to reflect on what we have 
experienced and what it might mean in our everyday lives. 

Heading: Conclusion 

In this project, there were many novel design aspects that had not previously been considered 
due to the limited scope of voice interactive tools in our culture. Predominantly, voice-based 
interactions with technology are limited to telic or functional purposes such as online shopping 
or providing weather reports. The agent in this sense is limited to the role of passive, attentive 
servant or tool. In the case of our audience with a hero we encounter a different phenomenon 
where the purpose is autotelic or experiential; where the information gained through the 
exchange is accompanied by social nuance that has value of its own. Such an experience 
therefore requires new design considerations grounded in transdisciplinary research. 

The transdisciplinary design research that has contributed to the Audience with a Hero 
experience has brought to light a number of theoretical considerations implicit in immersive 
experiences featuring a human-like conversational agent. A principle from psychology that we 
have considered is Turkle’s observation of social robots as needing to be ‘alive enough’: we do 
not need to be convinced that the agent is a fully responsive living person to have a conversation, 
we only need it to display some of the conversational attributes of a person.   
 
In the experience documented here, the agent occupies a greater sense of aliveness in its capacity 
to respond with instances of self-disclosure. Identifying with the agent through human testimony 
builds on concepts from sociology and parasocial studies: the interactions with our celebrity hero 
figure are informed by the user’s existing parasocial relationship. The audience member brings 
along their previous impressions of the hero based on their presence in the media, populating the 
virtual encounter with an established, one-sided relationship dynamic.  As a result, the 
conversation and language therein is constrained by some of the normal anxieties of an encounter 
with a celebrity. This encounter could offer an ‘alive enough’ proximity to deepen the parasocial 
relationship without transgressing its essential face-to-face boundary. 
 
From linguistics, we note that the extent to which we grant aliveness to the media figure then 
depends on other sensitive registers, such as to what extent the agent reflects and responds to the 
prosodic features of our own speech during conversation. Speakers use prosody to communicate 
both explicit, implicit and hidden intentions belying speech between people both in real life and 
in narrative media. These features of speech are hard for an agent to duplicate. However, in both 
real life and in narrative theory, it is accepted that we will not understand all the intentions of the 
people we speak with. Therefore, we expect that users will be more forgiving of the 
strangenesses of mismatched prosodic features and might even imagine narrative arcs in the ebbs 
and flows of enthusiasm, passion and attention that prosody denotes. In other words, we credit 



the agent with contiguous intentionality and memory during our conversation because we are 
used to doing this to fill in gaps in understanding while consuming narrative media and during 
our conversations with other people.  
 
The context in which we currently communicate with voice-based agents is heavily influenced 
by our interactions with other people, celebrity and narrative media, and virtual assistants. As 
voice interactive agents proliferate, will we develop a new literacy for machine language that 
changes how we understand other people? 
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