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ABSTRACT

This paper presents the comparative study carried out for focused waves interaction with the fixed cylinder in ISOPE 2020. The paper discusses qualitative and quantitative comparison between 20 different numerical solvers from various universities across the world for a fixed cylinder. The moving cylinder cases are reported in the companion paper as Part B. The numerical solvers presented in this paper are recent state of the art in the field, mostly developed in-house by various academic institutes. Majority of the participants used hybrid modeling, i.e. a combination of potential flow and Navier-Stokes solvers. The qualitative comparison based on the wave probe and pressure probe time histories and spectral components between laminar, turbulent and potential flow solvers are presented in this paper. Furthermore, the quantitative error analysis based on the overall relative error in peak and phase shift in the wave probe and pressure probe of all the 20 different solvers are reported. The quantitative error with respect to different spectral component energy level (i.e., in primary, sub and super harmonic region) capturing capability are reported. Thus, the paper discusses about maximum, minimum and median relative error present in the recent solvers for application to industrial problems rather than attempting to find the best solver. Further, recommendations are drawn based on the analysis.
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INTRODUCTION

Recently, several numerical codes are available as open-source or commercial packages and some are developed in academia. These are based on a variety of underlying mathematical models encompassing both new and traditional computational methods and there still remains considerable uncertainty in their application and reliability. Many attempts are made by the researchers to collaborate and validate their inhouse developed codes (See, Ransley et al., (2019, 2020), Loysel et al., (2012), Clément – ISOPE Benchmark 1 (1999) and Tanizawa and Clément – ISOPE Benchmark 2 (2000)). The performance of these solvers is problem dependent. Whilst a given solver may prove to be the best choice for some applications, it may not perform well for other applications. Hence, these solvers need to be tested for a sufficiently wide range of applications.

In the present study, the laboratory measurements on focusing wave interaction with a fixed cylinder and moving cylinder has been released for the participants to compare with their numerical model. The objective of this comparative study is to (a) understand how well the recent state of the art numerical solvers perform and what type of solvers the participants are preferring for this application (b) instead of finding a best solver, rather estimate overall maximum, minimum and median error that are present in these recent codes (c) assess the overall performance of these solvers in capturing the primary, super harmonics and sub harmonics components, and relative error in pressure and wave probe time history and (d) evaluate the overall performance in simulating small amplitude and large amplitude focusing waves. Finally, a reasonable quantification of the “acceptable error” is provided to the numerical modeling community/users/developers, as a guideline for future investigations; this is something which is currently not available to the best of authors’ knowledge. The present paper is an attempt towards meeting these objectives. A similar study
EXPERIMENTAL DETAILS

The experiments were performed using the wave tank in Ludwig-Franzis-Institute at Leibniz University of Hannover, Germany. The experimental results that are used in this paper correspond to the wave characteristics, as shown in Table 1.0, generated based on the second order wavemaker theory. There are seven wave probes and eight pressure transducers deployed to measure the focusing wave evolution and pressures on the cylinder. The details can be referred in Sriram et al., (2021) along with the experimental error analysis in this journal volume and the same shall not be repeated here for the sake of brevity. The constant steepness spectrum has been adopted. The choice of a constant steepness for studying non linearity as opposed to constant amplitude is prudent, since the effects of non-linearity on the evolution of the focusing wave group will be uniform across the spectral components, owing to a single value of steepness across the spectrum. Thus, the numerical model capability can be accessed as the focusing is sensitive to capture the manifestation of the sub and super harmonics components and its spectral evolution correctly.

Table 1.0. Tested wave packet characteristics

<table>
<thead>
<tr>
<th>Case</th>
<th>$f_c$ (Hz)</th>
<th>$\Delta f_c$ - frequency bandwidth</th>
<th>$t_f$ (Hz)</th>
<th>$t_f$ (s)</th>
<th>$N$</th>
<th>$G_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.68</td>
<td>1.00</td>
<td>0.34</td>
<td>38.0</td>
<td>32</td>
<td>0.001</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.68</td>
<td>1.00</td>
<td>0.34</td>
<td>38.0</td>
<td>32</td>
<td>0.003</td>
</tr>
</tbody>
</table>

PARTICIPATING CODES AND DATA PROCESSING

The list of participating universities, the code name/label used in the present papers along with the code details are presented in Table 2.0. There are 20 different codes, each of which is different in terms of the numerical schemes, methodology and physics involved. An interesting observation from this table is that most of the participants used hybrid modeling, i.e. in the far field potential flow theory (referred in Table 2.0 as P) is used and near to the cylinder they have used Navier Stokes (NS) equations, either in the laminar or turbulent frameworks (herein, referred as NSL, NST). In hybrid modeling most of the participants have adopted a weakly coupled approach (or one-way coupling), which is sufficient for the present transient focused wave simulation. The methods involved are Finite Volume (FVM), Finite Element (mostly for potential flow), Finite Difference as well as Particle methods (SPH and MLPGR). Almost all the codes are in-house developed in OpenFOAM with a sole exception being the commercial software STAR-CCM+ employed in a couple of studies. More details about the code methodology and other aspects can be referred in the citations therein or in this volume of the journal. The simulation data from the participants are obtained at a sampling frequency of 100 Hz for both wave and pressure probe readings at the mentioned locations (See Sriram et al., 2020). Further, it is instructed to the participants to provide the data with respect to wave probe 1 (i.e., incident wave probe at $x = +4.98$ m), in order to understand the phase shift between the numerical codes. No filtering or noise removal was carried out during the comparison process. Further, some participants have not reported some wave probe or pressure probe results.

RESULTS AND DISCUSSION

Fidelity of wave-packet generation

The submitted results have first been evaluated based on how accurately the numerical wavemaker input (either piston-type or a Dirichlet input from the spectrum) develops into wave packets that would undergo focusing near the cylinder. Majority of the participants have used piston type wavemaker, except five codes, wherein Dirichlet type boundary conditions have been used. The participating studies have been grouped into two sets: A and B to facilitate readability of the plots. It may be noted that this segregation is not based on any criteria.
This shows the advances in implementing the moving boundary in the present modeling technology, which was challenging a decade ago. In order to know the performance, we restrict to a frequency domain analysis as comparison of the input energy at different packet frequencies is of interest. In order to assess the fidelity of wave packet generation, FFT analysis of the freesurface elevation $\eta(t)$ signals recorded by the WP1 gauge close to the wavemaker has been carried out. The results from the comparative analysis are presented in Fig. 1. It may be inferred from Fig. 1 that the general agreement between the simulations and experimental FFT plots is good. In case of the steeper wave (Case 3), the simulations are seen to successfully capture the energy content within the primary range ($f \in [0.34: 1.02 \text{ Hz}]$) as well as for the sub ($0 < f < 0.34 \text{ Hz}$) and super-harmonics ($1.02 < f < 2.04 \text{ Hz}$). However, it is also seen from Fig. 1 that a general difficulty exists in capturing the super-harmonic wave packets for the smaller focused wave (Case 1) which seems to be independent of the numerical framework chosen for simulation. Said difficulty may be attributed to the small amplitude of these packets which makes it challenging to capture them in a simulation and numerical damping is inevitable if mesh convergence isn’t sufficiently established. Thus, from this study it can be concluded that the capturing of small amplitude focusing is challenging when compared to large amplitude waves, irrespective of the wave generation method employed.

Table 2.0. Details about the participating institutes and numerical codes employed for simulation

(P: Potential; NSL: NS-Laminar; NST: NS-Turbulent; IH: In-house; OS: Open source; C: Commercial; WC: Weak Coupling; $L_{NS}$: Length of Navier-Stokes sub-domain before cylinder in case of weak-coupling; $D/\Delta x$: Cells dividing the cylinder diameter where $D$ is the diameter of the cylinder and $\Delta x$ is the minimum horizontal cell size reported by the participants.)

<table>
<thead>
<tr>
<th>Sr.</th>
<th>Name of the participating university</th>
<th>Code Name/Label</th>
<th>P/NSL/NST</th>
<th>Method</th>
<th>Turbulence Scheme</th>
<th>1-phase /2-phase</th>
<th>Wavemaker or source function</th>
<th>$L_{NS}$</th>
<th>$D/\Delta x$</th>
<th>IH/OS/C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>IIT Madras Agarwal et al. (2021)</td>
<td>ITM MLPGR-H</td>
<td>P-NSL</td>
<td>FEM – MLPGR</td>
<td>--</td>
<td>1-phase</td>
<td>Piston –WC</td>
<td>4 m</td>
<td>6</td>
<td>IH</td>
</tr>
<tr>
<td>2.</td>
<td>City, UoL Li et al. (2018), Yan et al. (2020)</td>
<td>qaleFOAM-H-lam</td>
<td>P-NSL</td>
<td>FEM–FVM</td>
<td>--</td>
<td>2-phase</td>
<td>Piston – WC</td>
<td>2.2 m</td>
<td>15</td>
<td>IH/OS</td>
</tr>
<tr>
<td>3.</td>
<td>City, UoL Li et al. (2018), Yan et al. (2020)</td>
<td>qaleFOAM-H-LES</td>
<td>P-NST</td>
<td>FEM–FVM</td>
<td>LES</td>
<td>2-phase</td>
<td>Piston – WC</td>
<td>2.2 m</td>
<td>61</td>
<td>IH/OS</td>
</tr>
<tr>
<td>4.</td>
<td>City, UoL Li et al. (2018), Yan et al. (2020)</td>
<td>qaleFOAM-H-kom</td>
<td>P-NST</td>
<td>FEM–FVM</td>
<td>k-\omega SST</td>
<td>2-phase</td>
<td>Piston – WC</td>
<td>2.2 m</td>
<td>22</td>
<td>IH/OS</td>
</tr>
<tr>
<td>5.</td>
<td>SMU Li et al. (2018), Yan et al. (2020)</td>
<td>qaleFOAM-H-SMU</td>
<td>P-NST</td>
<td>FEM–FVM</td>
<td>k-\omega SST</td>
<td>2-phase</td>
<td>Piston – WC</td>
<td>2.2 m</td>
<td>550</td>
<td>IH/OS</td>
</tr>
<tr>
<td>6.</td>
<td>Cardiff Univ. Xie and Stoesser (2020)</td>
<td>Xdolphin3D</td>
<td>NST</td>
<td>FVM</td>
<td>LES</td>
<td>2-phase</td>
<td>Piston NA</td>
<td>NA</td>
<td>11</td>
<td>IH</td>
</tr>
<tr>
<td>7.</td>
<td>SJTU Shen and Wan (2016)</td>
<td>naoe-FOAM-SJTU</td>
<td>NSL</td>
<td>FVM</td>
<td>--</td>
<td>2-phase</td>
<td>Piston NA</td>
<td>NA</td>
<td>17</td>
<td>IH/OS</td>
</tr>
<tr>
<td>9.</td>
<td>DUT Xie et al. (2017)</td>
<td>Fluidity</td>
<td>NSL</td>
<td>FEM</td>
<td>DNS</td>
<td>1-phase</td>
<td>Piston NA</td>
<td>NA</td>
<td>1100</td>
<td>OS</td>
</tr>
<tr>
<td>10.</td>
<td>UoA, UCL Buldakov et al. (2019); Higuera (2020)</td>
<td>Lag./olaFlow</td>
<td>P-NST</td>
<td>FDM–FVM</td>
<td>k-\omega SST</td>
<td>2-phase</td>
<td>Piston – WC</td>
<td>1.77 m</td>
<td>147</td>
<td>IH/OS</td>
</tr>
<tr>
<td>11.</td>
<td>DUT Ai et al. (2011); Ai et al. (2019) and Ma et al. (2019)</td>
<td>NS-1-DUT</td>
<td>P or NST</td>
<td>FVM</td>
<td>LES</td>
<td>1-phase</td>
<td>Dirichlet NA</td>
<td>NA</td>
<td>NA</td>
<td>IH</td>
</tr>
<tr>
<td>12.</td>
<td>ZOU Li et al. (2018), Yan</td>
<td>qaleFOAM-H-ZOU</td>
<td>P-NSL</td>
<td>FEM–FVM</td>
<td>--</td>
<td>2-phase</td>
<td>Piston – WC</td>
<td>4 m</td>
<td>88</td>
<td>IH/OS</td>
</tr>
</tbody>
</table>
Fidelity of wave focusing

Next, the submitted results are evaluated in terms of the fidelity/closeness with which the simulations resemble the experiments in replicating the wave focusing event in front of the cylinder, after propagation to a distance of 24.31 m. The qualitative assessment is done both in terms of comparing the profile of the focused wave generated just in front of the cylinder (WP5) as well as the energy contents of its constituent harmonics. The time domain assessment of $\eta(t)$ signals recorded at WP5 for the Case 1 and Case 3 is presented at the top in Fig. 2 and Fig. 3, respectively. It can be observed that most of the solvers correctly replicate the focused wave profile with numerical damping only observed in a couple of cases. It is interesting to note that, for the same wave input, a considerable scatter occurs in wave phase at the focusing point; this is especially true for the smaller wave case 1. This may be attributed to non-capturing of the higher harmonics at WP1, eventually leading to phase shift across various solvers. However, given the fact that the participants were at liberty to choose the numerical framework for simulation, the submissions are not judged based on phase agreement but rather in terms of the energy contents captured during focusing. The spectral energy density spectra corresponding to the $\eta(t)$ signals recorded at WP5 for the Case 1 and Case 3 are presented at the bottom in Fig. 2 and Fig. 3, respectively. Barring a couple of solvers, almost all models are accurate in predicting the spectral energy within the sub-harmonic and primary frequency bands ($f \leq 1.02$ Hz). However, a large discrepancy is observed between the simulations and experiments as well as amongst the different models in capturing the energy contents of the super-harmonics; this is especially noticeable for Case 3.

Fig 2. Comparison of time series and spectral energy distribution for $\eta(t)$ signals recorded in front of the cylinder at WP5 ($x = +24.31$ m) for the smaller wave (Case 1).
It is worth mentioning that, owing to the broad-banded nature of the target spectrum, there exists an overlap between the main energy band and the super-harmonics (Sriram et al., 2015) which is visible in the experimental spectra at $f \gtrsim 0.75$ Hz.

Fig 3. Comparison of time series and spectral energy distribution for $\eta(t)$ signals recorded in front of the cylinder at WP5 ($x = +24.31$ m) for the larger wave (Case 3).

It may be noticed that numerical capturing of this overlap is particularly challenging, due to the nonlinear wave-wave interactions as none of the solvers have been able to capture it accurately. It may be concluded from Fig. 2 and 3 that the fidelity of replicating the focusing event is comparable across the various models. Whilst a majority of the solvers either use the full Navier-Stokes equations or hybrid modeling, neither modeling strategy shows any distinctive advantage in replicating the focusing event. It is interesting to note that the pure-FNPT based “WS-DUT” model (set B) achieves excellent phase agreement but tends to over-predict the surface elevation, especially for the case 3, as normally noticed in FNPT.

Accuracy in capturing Pressure

The ability of the different solvers to replicate the focused wave pressure onto the structure is assessed here by comparing the time variation of dynamic pressure recorded on the submerged and exposed surfaces of the cylinder (see Fig. 4).
Fig 4. Comparison of time series of dynamic pressure $p(t)$ signals recorded on the surface of the cylinder at probes located below (PP2: $z = -0.185$ m) and above the SWL (PP4: $z = +0.015$ m).

The evaluation is made for the probes PP2 and PP4 which are placed at $z = -0.185$ m and $z = +0.015$ m from the SWL and are oriented at 0°, that is, facing wave attack. Given that PP2 lies at the stagnation point, the dynamic pressure variation is expected to resemble the incident wave elevation (at WP5). Accordingly, the simulated pressure histories from different solvers also exhibit the same trends as previously observed for WP5 in Figs. 2 and 3. That is, the simulations show an overall good agreement against experiments with a greater phase deviation being observed for the smaller wave in comparison to the larger wave. In case of the “air-probe” PP4, the intermittent loading event is correctly reproduced by a majority of the solvers for the steeper wave. However, a significant discrepancy exists in the simulated peak pressure values as well as loading duration for the smaller wave. Given that phase-shift is not a major concern, the fact that the different solvers agree well in predicting the loading induced by the steeper wave is, in fact, promising from the designer’s perspective. However, it is to be noted that the uncertainty in numerically predicting the loading induced by the smaller wave is much greater in comparison to that induced by the steeper wave.

**Quantification of relative errors**

The qualitative assessment shows the trend which provides an overall understanding of the variations encountered with different solvers. However, one cannot infer any conclusions from the qualitative assessment as only two wave probe and two pressure probe readings have been analyzed. Hence, the relative errors in physical quantities computed through the different solvers for 4 pressure probes and 3 wave probes near the cylinder are analyzed and presented here in terms of quartiles. The box plots for relative error in peak values of pressure $\frac{\text{num}_{\max} - \text{exp}_{\max}}{\text{p}_{\max}}$ and surface elevation $\frac{\text{num}_{\exp} - \text{exp}_{\max}}{\text{p}_{\max}}$, recorded at various probe locations, are shown in Fig. 5. Here, quartiles for NSL and NST models are also reported separately to gain further insight into the capabilities of NS solvers which have been used in ~90% of the studies (see Table 3.0). If one observes the quartiles of relative error in pressure, it can be seen that all solvers estimate the wave-induced dynamic pressure below the SWL at the stagnation point (PP2) within an error range of $-25\%$ to $+10\%$. For the steep wave (Case 3), the tendency of the methods to under-predict the dynamic pressure increases slightly as the median error shifts from $-0\%$ for the smaller wave to $-5\%$ for the steeper wave.

With regards to PP4, which is 0.015 m above the SWL and thus experiences intermittent loading, the quartiles indicate that the under-prediction in the pressure peak is restricted to $-10\%$ within the inter-quartile range for the steep wave (Case 3). However, the intermittent pressure peak gets largely over-predicted for the smaller wave such that the median error is almost $+20\%$. Whilst small waves may not be deemed significant from a structural survivability perspective, the error quartiles indicate that the simulation of intermittent loading induced by small waves is indeed computationally challenging. The probes PP6 and PP8 are submerged at $z = -0.085$ m from the SWL but are offset by 20° and 180° from the wave attack. Thus, PP6 lies between the stagnation and separation points whilst PP8 lies adjacent to the cylinder wake. The quartile plots in Fig. 5 indicate that at least 50% of the solvers (inter-quartile range) are able to predict the dynamic pressure peak at PP6 within an error range of $0 - 10\%$ for both Cases 1 and 3. Strictly speaking in terms of the size of inter-quartile range, this is more or less the same range of uncertainty as previously observed for PP2 from Fig. 5. This should not come as a
surprise since PP6 lies closer to the stagnation point and thus static pressure variations caused by boundary layer separation (which occur close to 90°) are negligible at 20°. Further, this error behavior is seen to be independent of the wave steepness. Nonetheless, the wave steepness is seen to indeed influence the relative error at PP8 where the median of the solvers tends to correctly predict the dynamic pressure peak in the wake for the smaller wave but under-predict the peak for the steep wave. It is also worth noting that the overall relative error range is larger for the steeper wave at PP8. This may be related to stronger wake separation and turbulence effects induced for the steeper wave which lead to an increase in the median error as well as inter-quartile error range for numerical predictions. Overall, the acceptable median error is ±5% with maximum and minimum acceptable ranges as ±10%. There are few solvers that show extreme values (dots in Fig. 5), those are not acceptable. If one compares the overall performance of all studies against that of the NS solvers, it can be seen that the joint performance is dictated by the relative fidelity of the NSL and NST solvers as the median error of all studies is seen to always lie between the median errors of the NSL and NST studies. This is to be expected since the NS solvers constitute almost 90% of the submitted results. It is also interesting to note that the inclusion of turbulence modeling invariably results in an improvement in accuracy (shrinking of the inter-quartile range) in all cases, especially for the sub-surface hydrodynamic loading induced by the steeper wave at the stagnation point (PP2) and in its vicinity (PP6).

The quartiles of relative error in the peak value of free-surface elevation measured at WP5-7 have also been reported on the right side in Fig. 5. It can be appreciated that all submitted solvers captured the focused peak accurately with the median error restricted to ≤ ±5% for the smaller wave at WP5 and WP6. Further, the inclusion of turbulence modeling is seen to improve the surface elevation prediction after the cylinder (WP7), especially for the smaller wave. However, for the steeper wave, there is a tendency for the simulations to under-predict the elevation of the focused peak as the median error is seen to be ~ −10% for all the three probes. Further, the inclusion of turbulence modeling is not seen to have any significant impact in improving the prediction of the steeper focused peak as the inter-quartile range as well as the median error remains more or less the same across WP5-7. This tendency to under-predict the focused peak may be closely linked to a corresponding under-prediction of the super-harmonic spectral energy content as evidenced from Fig. 3 and will be discussed later. The latter may in-turn be linked to the limitations of the computational mesh in capturing the shorter higher harmonic waves that are generated through nonlinear wave-wave interactions during the focusing process (Sriram et al., 2015). The wave-wave interactions are particularly manifested in the constant steepness approach wherein the steepness is constant throughout the spectral components.

In order to obtain greater physical insight into the processes of focused wave generation and its interaction with the cylinder and how well the same were reproduced in the simulations, the relative energy error \( \frac{\sum S(f)_{\text{num}} - \sum S(f)_{\exp}}{\sum S(f)_{\exp}} \) quartiles have been represented over two frequency bands: (a) the primary band containing the focused wave \( (f \in [0.34: 1.02 \text{ Hz}]) \) and (b) the sub \( (0 < f < 0.34 \text{ Hz}) \) and super-harmonics \( (1.02 < f < 2.04 \text{ Hz}) \) that fall outside the main band. The box plots quantifying relative error in spectral energy content \( S(f) \) corresponding to pressure and surface elevation recorded at various probe locations are shown in Fig. 6 for cases 1 and 3.

Referring to Fig. 6, the spectral energy error, corresponding to the pressure signals, has been depicted for the stagnation point (PP2), the separation point (PP7) and the wake (PP8). Broadly speaking, the dynamic pressure corresponding to the main frequency band has been captured more accurately for the steeper wave (Case 3). The greater spread in spectral energy error for the Case 1 may be attributed to a general limitation of the numerical models in not being able to capture the low amplitude variations induced in sub-surface pressure by the smaller waves. This statement is corroborated by the significantly larger error spread in the sub and super-harmonic ranges at PP2 for the Case 1 (in comparison to Case 3) which hints towards a general difficulty in capturing small amplitude, high-frequency waves in the simulations. Interestingly, the relative energy error trend is slightly different in the wake region (PP8). The relative error spread in capturing the wake pressure within the main frequency range is comparable for both waves with the models exhibiting a general tendency to under-predict the wake pressure. However, outside the main range, the median error is ~0% for the Case 1. This means that...
the solvers are equally likely to under-predict or over-predict the wake pressure in the sub and super-harmonic ranges for the smaller wave. In contrast, the quartiles indicate that almost 75% of the solvers would under-predict the sub and super-harmonics' induced pressure within wake for the larger wave.

Lastly, the relative energy error quartiles for the surface elevation signals are briefly discussed here. A clear-cut trend of the surface elevation error emerges within the main frequency band from Fig. 6. Irrespective of the focused wave design, the error is observed to show an increasing trend (the quartiles spread wider) as one moves from WP1 (close to the wavemaker) to WP3 (~14 m from the wavemaker) and finally to WP5 (in front of the cylinder) along the numerical wave tank. This is indicative of a general accumulation of numerical error in the simulations but also suggests that significant effort was put in by the participants towards getting a near-exact match against experiments for the \( \eta(t) \) signal at WP1. Obviously, this is to be expected since the free-surface elevation history at WP1 represents the “incident wave packets” whose fidelity is crucial to the accuracy of the entire simulation. It is also noticed from Fig. 6 that the relative energy error for the surface elevation is significantly greater outside the main frequency range. While this is true for both waves, the quartiles spread wider for Case 1, which yet again highlights an inherent limitation of the computational solvers to sufficiently capture the sub (insufficient cells/particles to resolve wave-height) and super-harmonics (insufficient cells/particles to resolve wavelength) of the smaller wave. Further, the quartiles indicate a general increase in relative spectral energy error outside the main band as one move from WP1 to WP5 with the energy getting under-predicted in case of the steep wave. This, yet again, is attributable to accumulation of numerical error and/or numerical damping of the waves, especially after ~25 m of propagation to reach WP5 close to the cylinder.

**Comparison of CPU effort**

One may presume that the current advancement in computational power, hardware capacity, high performance computing and software architecture would lead to faster computation of nonlinear focused wave interactions with a fixed cylinder in a large domain. Somewhat contrary to this presumption, Table 3.0 indicates that the run-time for a single simulation is more than a day in most of the codes and these simulations have been carried out mostly using a workstation. In particular, most of the in-house codes are OpenMP or MPI paralleled. It is also worth noting from Table 3.0 that the hybrid methodologies are about 2× faster in comparison to the full/conventional NS solvers and yet achieve a comparable level of accuracy. However, the simulation time for some NST (LES) computation using a hybrid method is still ~2 days which is significant. This shows that there still exists scope for improvement in solver capability to speed up the computations for large-scale industrial needs. However, a need to develop new methodology should be considered in these directions, such as matrix free algorithms and dynamic programming, rather than relying upon augmentation in high performance computing architecture.

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Code Name</th>
<th>Processor model</th>
<th>OpenMP, MPI, GPU, Serial</th>
<th>No. of CPUs</th>
<th>Processor clock-speed (GHz)</th>
<th>System RAM (GB)</th>
<th>Wall-clock run-time (hrs)</th>
<th>System run-time (hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>IITM MLPGR-H</td>
<td>Intel(R) Xeon(R) CPU E5-2650 v4</td>
<td>Serial/OpenMP</td>
<td>8</td>
<td>2.2</td>
<td>34</td>
<td>11.9</td>
<td>--</td>
</tr>
<tr>
<td>2.</td>
<td>qaleFOAM-H-</td>
<td>Intel(R) Xeon(R) CPU E5-2680 v4</td>
<td>OpenMP MPI</td>
<td>8</td>
<td>2.4</td>
<td>64</td>
<td>7.98</td>
<td>--</td>
</tr>
<tr>
<td>3.</td>
<td>qaleFOAM-H-</td>
<td>Intel(R) Xeon(R) CPU E5-2680 v4</td>
<td>OpenMP MPI</td>
<td>16</td>
<td>2.4</td>
<td>64</td>
<td>42</td>
<td>--</td>
</tr>
<tr>
<td>4.</td>
<td>qaleFOAM-H-</td>
<td>Intel(R) Xeon(R) CPU E5-2680 v4</td>
<td>OpenMP MPI</td>
<td>16</td>
<td>2.4</td>
<td>64</td>
<td>11.5</td>
<td>--</td>
</tr>
<tr>
<td>5.</td>
<td>qaleFOAM-H-</td>
<td>Intel(R) Xeon(R) E52690v3</td>
<td>MPI</td>
<td>7</td>
<td>2.4</td>
<td>32</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>6.</td>
<td>Xdolphin3D</td>
<td>Intel(R) Xeon(R) CPU E5-2660 v4</td>
<td>Serial/MPI</td>
<td>1</td>
<td>2.0</td>
<td>256</td>
<td>36</td>
<td>--</td>
</tr>
<tr>
<td>7.</td>
<td>naoe-FOAM-</td>
<td>Intel(R) Core(TM) i7-7700</td>
<td>OpenMP</td>
<td>6</td>
<td>3.6</td>
<td>32</td>
<td>79.3</td>
<td>78.9</td>
</tr>
<tr>
<td>8.</td>
<td>WS-DUT</td>
<td>Intel(R) Core(TM) i7-8700K</td>
<td>Serial</td>
<td>6</td>
<td>3.7</td>
<td>16</td>
<td>11.8</td>
<td>--</td>
</tr>
<tr>
<td>9.</td>
<td>Fluidity</td>
<td>--</td>
<td>MPI</td>
<td>56</td>
<td>--</td>
<td>--</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>10.</td>
<td>Lag./olaFlow</td>
<td>Intel(R) Xeon(R) Gold 6138</td>
<td>Serial/MPI</td>
<td>1/2</td>
<td>2.0</td>
<td>64</td>
<td>20 + 35</td>
<td>55</td>
</tr>
<tr>
<td>11.</td>
<td>NS-1-DUT</td>
<td>Intel(R) Core(TM) i7-9700K</td>
<td>MPI</td>
<td>8</td>
<td>3.6</td>
<td>32</td>
<td>6.2</td>
<td>6.2</td>
</tr>
</tbody>
</table>
CONCLUSIONS

The paper discusses the comparative study of 20 different solvers, as part of the experimental data released in ISOPE 2020. Based on the analysis carried out in the paper, the following observations are provided which are applicable to a given solver for focused wave-monopile interactions:

1. Near to the wavemaker (< 5 m), the performance of all the solvers is promising. Thus, the acceptable relative error for a solver in capturing the primary energy content should be ≤ 5%, irrespective of the method of wave-generation adopted.

2. Far away from the wavemaker (say ~25 m, i.e., 10 × the average wavelength), the relative error increases to ~10% in primary energy content. However, higher deviations (~50%) are expected for sub and superharmonic components manifested through nonlinear wave-wave interactions during propagation.

3. The error, in general, will be higher for a small amplitude case compared to a steep case in focusing waves. However, in order to ensure sufficient accuracy of the simulation, the error should be restricted within the limits specified in guidelines (1) and (2) in terms of the energy content. In the present comparative study, all the solvers captured the focused wave peaks within a median relative error ~ ± 5% for the smaller wave and ~ − 10% for the steep wave, which is promising.

4. The pressure peaks induced by the focusing event should be captured within an error range of ±5%. All the solvers in the present study captured the pressure peaks with a median relative error of < ±4%.

5. The deviations in phase shift may be attributed to the deviations in sub and super harmonics. However, performance of a given solver in context to industrial applications need not be judged based on phase-shift as the design focus would be on accurately estimating the values of peak loads/pressures.

6. The “pure” FNPT simulations tend to over-predict the surface elevation as well as the wave-induced pressure at the point of focusing but achieve a near-exact agreement in phase with the experiments.

7. The inclusion of a turbulence model invariably improves accuracy especially in the prediction of sub-surface pressure induced by steep waves in the vicinity of the forward stagnation point.

8. Further, method of generations using piston, relaxation zone, Dirichlet type are all within acceptable limit and one is not superior to others. Thus, based on the results obtained from 20 different solvers, the above observations have been noticed which may be followed. It should be noted that the experimental error/uncertainty should also be taken into consideration during validation (see Sriram et al., 2020). Inclusion of the experimental uncertainty would make the above guidelines less stringent; however it is always better to be conservative (and maintain a reduced error margin) when adopting the said guidelines in practice. In case of deviations, the solver would have to be improved for wave interactions with fixed structure.

9. The state of the art in modeling large domain problems for transient waves appears to be based on hybrid numerical modeling using weakly coupled algorithms (or one way coupling); this strategy was adopted by most of the participants. For this coupling, the length of the domain used by many authors (i.e. from inlet to cylinder location) varies between 2 m and 4 m. However, it is noteworthy that strongly coupled algorithms have not been adopted by any of the researchers in this comparative study probably because the same are preferred only for non-transient periodic waves. A
strong coupling between constituent solvers should be adopted in the future (even though challenging to implement) for reflection dominant cases. The present comparative study is carried out for small scale experimental studies; the future comparative direction should also be based on large scale study including air entrainment and compressibility effects.
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