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ABSTRACT This paper studies the phase and frequency estimation problem of single-phase grid voltage signal in the presence of DC offset and harmonics. For this purpose, a novel parameterized linear model of the grid voltage signal is considered where the unknown frequency of the grid is considered as the parameter. Based on the developed model, a linear observer (Luenberger type) is proposed. Then using Lyapunov stability theory, an estimator of the unknown grid frequency is developed. In order to deal with the grid harmonics, multiple parallel observers are then proposed. The proposed technique is inspired by other Luenberger observers already proposed in the literature. Those techniques use coordinate transformation that requires real-time matrix inverse calculation. The proposed technique avoids real-time matrix inversion by using a novel state-space model of the grid voltage signal. In comparison to similar other techniques available in the literature, no coordinate transformation is required. This significantly reduces the computational complexity w.r.t. similar other techniques. Comparative experimental results are provided with respect to two other recently proposed nonlinear techniques to show the dynamic performance improvement. Experimental results demonstrate the suitability of the proposed technique.


I. INTRODUCTION

Phase angle and frequency play an important role in the control of grid-connected systems e.g. inverters [1]–[5], dynamic voltage restorer [6], rectifier [7], [8], to name a few. All these applications require an estimator that can converge in few cycles and have good steady-state performance in the presence of various disturbances and uncertainties. To meet this demand, numerous solutions have been proposed in the literature such as discrete Fourier transform (DFT) [9], various variants of Kalman filter [10], [11], various variants of least-square estimation [12], [13], adaptive notch filter (ANF) [14], various variants of delayed signal cancellation (DSC) techniques [15]–[19], linear observer [20]–[23], harmonic oscillators (linear and nonlinear) [24], [25], various variants of phase-locked loop (PLL) [26]–[30], demodulation-based techniques [31], [32], open-loop techniques [33], [34], etc.

DFT based technique as reported in [9] is an useful approach. However the presence of harmonics increases the computational burden enormously as large window size
is required. Moreover, numerous parameters need to be tuned. Kalman filter based techniques [10], [11] overcome the problem of tuning numerous parameters. But it uses coordinate transformation to transform the system dynamics from the state matrix to the output matrix one. This increases the computational burden. Moreover, online computation of matrix inverse is also required. Linear observers proposed in [20]–[23] use similar dynamic model as used by Kalman filter. However, linear observers also uses coordinate transformation. Moreover, as phase angle can be obtained only in the original coordinate, matrix inverse is required to return back to the original coordinates. As a result the overall computational burden is high. Kalman filter [10] uses similar dynamic model as that of adaptive observer. It has excellent noise filtering property. However, it uses dynamic gains as opposed to fixed observer gains used in adaptive observer. The dynamic gains are obtained at each time instant by computation matrix inverse. This is computationally demanding. Computational burden is also an issue for least-square estimation based techniques [12], [13]. To overcome the high computational burden, adaptive notch filter (ANF) [14] can be a good alternative. By filtering out the higher order harmonics, an accurate estimation of the grid frequency can be obtained by ANF. Delayed signal cancellation (DSC) is another technique that become popular in recent time. DSC-based open and closed-loop grid synchronization techniques are reported in [15]–[19]. DSC-based techniques generally show excellent performances, however, they have high memory requirement to implement the delayed signal. This could be a limiting factor in implementing DSC-based techniques in low-cost micro-controllers.

Out of various techniques, PLL [26]–[30] received wide spread attention due to its excellent performances yet having a simple structure. However, in the case of simple PLL, there is a trade-off between disturbance rejection capability and fast dynamic response. To overcome this trade-off, numerous modifications are proposed. Modified or Enhanced PLLs [35] generally have good dynamic performance with respect to traditional PLLs but comes at a cost of higher computational resources. Moreover, small oscillations may also be observed in the presence of non-ideal frequency and DC offset. Second order generalized integrator - frequency-locked loop (SOGI-PLL) [24] and its various linear and nonlinear variants are another type popular technique widely used in the literature. The presence of PLL block makes the overall system nonlinear. However, as the fundamental block of this technique uses a linear harmonic oscillator, the presence of harmonics will give rise to steady-state error. Using filter similar to SOGI, [34] proposed a pseudo-open loop technique for three-phase system. This result can be easily adapted to single-phase system using orthogonal signal generator (OSG). This technique uses derivative of the signals to estimate frequency. This can limit the application in noisy environment as derivative amplifies the noise.

Demodulation is another type of technique [31], [32] that got some attention in recent time. Using signal mixing, this technique generate constant signals for frequency estimation purpose. Demodulation has good dynamic performance and disturbance rejection capability. However, it is computationally expensive as at least three trigonometric functions are used.

In this paper, a novel time-domain technique for the estimation of the phase and frequency of single-phase grid voltage signal is proposed. The proposed technique can work in the presence of DC offset and harmonics. In comparison to the other time-domain techniques, no complex filtering or quadrature signal generator (QSG) is required. Instead, the grid voltage system is considered as a time-varying dynamical systems. Then a frequency adaptive observer for this dynamical system is designed. The proposed approach is easy to use and implement. Finally, using linearization-based approach, stability analysis is also provided.

The contributions of this paper are threefold. Firstly, a novel state-space model of the grid voltage system is proposed. To the best of the author’s knowledge, such a model does not exist in the grid voltage parameter estimation literature. Moreover, the model explicitly considers DC offset. Second, thanks to the novel state-space model, no need of coordinate transformation unlike [20]–[23]. The inverse of a $n \times n$ matrix requires $n^3$ multiplications/divisions and $n^3 - 2n^2 + n$ additions/subtractions operations [36]. These mathematical operations are not required by the proposed technique. This is a significant computational advantage over the existing literature. Finally, a simple computational procedure for the gain tuning is proposed.

The rest of the paper is organized as follows: The proposed approach is given in Sec. II. Extension of the proposed approach to harmonics is given in Sec III. Experimental results are given in Sec. IV. Finally Sec. V concludes this paper.

## II. ESTIMATION OF PHASE AND FREQUENCY

The grid voltage signal is presented by:

$$y = v_d + v_g \sin \left(\omega t + \varphi \right)$$

where $v_g$ is the amplitude, $\omega = 2\pi f$ is the unknown angular frequency with $f$ being the frequency, $\varphi$ is the phase and $\theta \in [0, 2\pi)$ is the unknown instantaneous phase and $v_d, |v_d| \geq 0$ is the DC bias/offset of the grid voltage signal. In this paper, the problem being considered is to estimate $f$ and $\theta$ in the presence of various disturbances and uncertainties e.g. non-smooth jump of phase, frequency, DC offset and amplitude. In the traditional state space observer design [20]–[22], by considering $y = x_1$, and $y = x_2$, the dynamics of the grid voltage signal in the state-space form is given by:
\[ \dot{x} = \bar{A}x \]
\[ y = \bar{C}x \]  
\hspace{1cm} (2a) \hspace{1cm} (2b)

where
\[ x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} \nu_y \sin(\theta) \\ \nu_y \omega \cos(\theta) \\ v_d \end{bmatrix} , \]
\[ \bar{A} = \begin{bmatrix} 0 & 1 & 0 \\ -\omega^2 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} , \bar{C} = \begin{bmatrix} 1 & 0 & 1 \end{bmatrix} \]

with \( \omega^2 = \mu \omega_n^2, \mu > 0, \omega_n = 100\pi \). With the chosen state variables, estimating \( x_2 \) from \( y \) is essentially estimating the derivative of \( y \). As the derivative is \( \omega \) times the actual signal, from the numerical point of view, it is very difficult to estimate \( x_2 \) from \( x_1 \). As such time-varying coordinate transformations are widely used in the literature to transform the system dynamics from the state matrix \( \bar{A} \) to the output matrix \( \bar{C} \). Although all the calculations are done in the transformed system, parameter like \( \theta \) can often only be obtained in the original coordinates. As such inverse transformation is required, the overall computational burden increases dramatically. For low-cost hardware this is a big challenge. For expensive hardware, this can be a bottleneck to achieve higher sampling frequency as is required for several applications e.g. control of high switching frequency inverter.

To overcome the above-mentioned computational complexity problem associated with the coordinate transformation, in this paper, a new state variable \( \frac{-\nu_y \omega \cos(\theta)}{\nu_y \sin(\theta)} \) is introduced to transform the problem of derivative estimation into a problem of integration. This helps to avoid the computationally expensive coordinate transformation. In the new states, the dynamics of the grid voltage can be written as:

\[ \dot{z} = Az \]
\[ y = Cz \]  
\hspace{1cm} (3a) \hspace{1cm} (3b)

where
\[ z = \begin{bmatrix} z_1 \\ z_2 \\ z_3 \end{bmatrix} = \begin{bmatrix} \frac{-\nu_y^2 \cos(\theta)}{\nu_y \sin(\theta)} \\ \nu_y \omega \sin(\theta) \\ v_d \end{bmatrix} , C = \begin{bmatrix} 0 & 1 & 1 \end{bmatrix} \]

while \( A = \bar{A} \). Then the following Luenberger observer is designed for system (3):

\[ \dot{\hat{z}} = \hat{A}\hat{z} + L(y - C\hat{z}) \]
\[ \hat{\mu} = -\omega_n^2 z_1 |y - C\hat{z}|^\alpha \tanh \{ k (y - C\hat{z}) \} \]  
\hspace{1cm} (4) \hspace{1cm} (5)

where, \( k \) and \( \alpha \) are positive constants to be tuned, \( \hat{z} \) is the estimation of \( z \), \( \hat{\mu} \) is the updating law for the unknown frequency estimation. If the grid frequency is known i.e. \( \mu = \hat{\mu} \), then for properly selected matrix \( L \) i.e. \( \mathcal{R}\{\lambda(A - LC)\} < 0 \), the convergence of the observer (4) is guaranteed. In this paper, it is assumed that the grid frequency is unknown constant and slowly time-varying i.e. \( \hat{\mu} = 0 \). As such the convergence is not guaranteed in this case. Frequency update law (5) is designed to ensure the convergence of the observer in the presence of unknown frequency.

Let us consider the observer estimation error as

\[ \varepsilon = z - \hat{z} \]
\[ \dot{\varepsilon} = \dot{z} - \dot{\hat{z}} \]
\[ = Az - \left\{ \hat{A}\hat{z} + L(y - C\hat{z}) \right\} \]
\[ = Az - \hat{A}\hat{z} + \hat{A}\hat{z} - L(Cz - C\hat{z}) \]
\[ = (A - LC) (z - \hat{z}) + \left( \hat{A} - \hat{A} \right) \hat{z} \]
\[ = (A - LC) \varepsilon + \left( \hat{A} - \hat{A} \right) \hat{z} \]
\[ = (A - LC) \varepsilon + \hat{\mu} \omega_n^2 \hat{z}_1 \]  
\hspace{1cm} (6)

Moreover, the parameter estimation dynamics is given by:

\[ \dot{\hat{\mu}} = \frac{\hat{\mu}}{\hat{\mu} + \hat{\mu}} \]
\[ \hat{\mu} = \omega_n^2 \hat{z}_1 [y - C\hat{z}]^\alpha \tanh \{ k (y - C\hat{z}) \} \]  
\hspace{1cm} (7)

The desired equilibrium of the state and parameter estimation error is given by

\[ x^* = \{ \varepsilon = 0, \varepsilon_\mu = 0, \mu = \hat{\mu} = 1 \} \]

Linearization of the state and parameter estimation error dynamics (eq. (6) and (7)) with respect to the desired equilibrium gives rise to Jacobian matrix:

\[ J(x^*) = \begin{bmatrix} 0 & 1 - \hat{\mu} & -\hat{\mu} L_1 \\
-\omega_n^2 & -\omega_n^2 l_2 - \omega_n^2 l_3 & -\omega_n^2 z_1 \\
0 & -\omega_n^2 l_3 & -\omega_n^2 z_1 \end{bmatrix} \]
\hspace{1cm} (8)

Local stability of the closed-loop system depends on the eigenvalues of \( J(x^*) \). This can be obtained from the following characteristics equation

\[ s^4 + (l_2 + l_3)s^3 + (l_2^2 - l_1^2)s^2 + l_2l_3^2s + 0s^0 = 0 \]  
\hspace{1cm} (9)

Eigenvalues of \( J(x^*) \) are the roots of Eq. (9). Real parts of the roots are non-positive if all the coefficients of polynomial (9) are non-negative. If we select \( l_1 < 0 \) and \( l_2, l_3 > 0 \), then all the coefficients of the polynomial (9) are...
non-negative. Non-negative coefficients are necessary but not sufficient to show that the matrix $J(x)$ is Hurwitz stable as the polynomial order is greater than 2. For this Routh-Hurwitz test needs to be considered. Routh-Hurwitz table for polynomial (9) is given in Table 1. If the parameters are chosen as $l_1 < 0$ and $l_2 + l_3 > l_3$ with $l_2, l_3 > 0$, then there is no sign change in the second column of Table 1, then the polynomial (9) is Hurwitz stable. Since one of the roots is zero for polynomial (9), the closed-loop system is marginally stable. To show the exact convergence of the parameter estimation i.e. $\varepsilon_\mu = 0$, let us consider the equilibrium point $z = 0$. Then from the observer error dynamics (6), and the parameter identification law (5), it can be written that

$$\varepsilon_\mu \dot{z}_1 = 0 \quad \text{and} \quad \dot{\varepsilon}_\mu = 0$$

(10)

Since $z_1 - \dot{z}_1 = 0$ and $z_1 = -\frac{\omega_n}{\alpha} \cos(\theta)$, then

$$\varepsilon_\mu \dot{z}_1 = \varepsilon_\mu z_1 = \varepsilon_\mu \gamma \cos(\theta) = 0$$

(11)

where $\gamma = -\frac{\omega_n}{\alpha} \neq 0$. By taking derivative on (11), one can get

$$-\varepsilon_\mu \gamma \sin(\theta) = 0$$

(12)

It is clear that $\gamma, \cos(\theta), \sin(\theta) \neq 0, \forall t$. Then from eq. (11) and (12), it can be clearly inferred that $\varepsilon_\mu = 0$. This actually completes the local asymptotic stability of the proposed adaptive observer.

**A. REMARKS ON THE TUNING OF OBSERVER GAIN $L$**

Let us assume that the desired closed-loop poles are $\lambda_1 = -\omega_1 = -a\omega_n$, $\lambda_2 = -\omega_2 = -b\omega_n$, and $\lambda_3 = -\omega_3 = -c\omega_n$. Then, the gain $L$ can be found by solving the following equation:

$$|sI_3 - (A_{\mu=1} - LC)| = (s + \omega_1)(s + \omega_2)(s + \omega_3) s^2 + (l_2 + l_3)s^2 + \omega_n^2 (1 - l_1)s + l_3 \omega_n^2 = s^3 + (a + b + c)\omega_n s^2 + (ab + bc + ca)\omega_n^2 s + abc\omega_n^3$$

(13)

By equating the coefficients of (13), one can easily find the gains of the observer as,

$$l_1 = 1 - (ab + bc + ca), \quad l_2 = (a + b + c - abc)\omega_n, l_3 = abc\omega_n$$

(14)

In tuning the observer gains, it has to be noted that DC offset appears as a pure integrator in the grid voltage model (3). Following the results available in [37], convergence of the DC offset estimation part should be slower than the grid voltage estimation part i.e. $|\lambda_2| < |\lambda_3|$. Otherwise,

| $s^1$ | 1 |
| $s^2$ | $l_2 + l_3$ |
| $s^3$ | $-\frac{\omega_n(1 - l_1)}{l_3\omega_n^2}$ |
| $s^4$ | 0 |

| \textbf{Table 1: ROUTH HURWITZ TABLE.} |

Figure 1: Block diagram of the proposed adaptive observer (AO), harmonics free case.

To implement the proposed adaptive observer-based phase and frequency estimation technique, Eq. (4), (5) and (15) are required. Block diagram of the proposed observer is given in Fig. 1.

**B. STEP-BY-STEP DESIGN PROCEDURE**

This Section summarizes the design procedure for the proposed technique when only the observer tuned at fundamental frequency is considered. The design process considers the following two steps:

- Step-1: Observer gain matrix $L$ selection for eq. (4).
- Step-2: Frequency update law parameters selection for eq. (5).

As shown in Sec. II-A, in this paper, we consider pole placement-based observer gain tuning. For this purpose, desired poles of the closed-loop system need to be selected. To do this, let us consider the open-loop poles of matrix $A = \hat{A}_{n=1}$ which are $0, \pm j\omega$. Then, the observer gain matrix $L$ needs to be selected in a way that will ensure the closed-loop error system matrix $A - LC$ have negative real parts. Potential choice of closed-loop poles are given in eq. (20) (Sec. IV). Then, by substituting the value of desired closed-loop poles $\lambda_1, \lambda_2$, and $\lambda_3$ in eq. (14), the observer gain matrix $L = [l_1 \ l_2 \ l_3]^T$ can be found. Alternatively, the command place in Matlab can also be used. The next step is to tune the frequency identification parameters $k$ and $\alpha$. The frequency update law (5) is highly nonlinear. As such, obtaining a simple tuning rule is not straightforward. These parameters can be tuned using trial and error. For this purpose, one can first select the gain $\alpha$ between 0.1 and 2.
Then, the gain $k$ can be iteratively obtained. This completes the design process.

### III. MULTIPLE ADAPTIVE OBSERVER

In Sec. II, only the fundamental frequency case is considered. In the presence of harmonics, observer (4) will have steady-state error. To overcome this problem, there are two potential solutions. One solution would be to consider higher order system considering harmonics. The order of the system will be $2n+1$ where $n$ is the number of harmonic components. Tuning the gain matrix $L$ for such a high order system with desired precision is not straightforward. Another solution is to consider multiple adaptive observer (4) tuned at different frequencies. Since the frequencies are odd multiple of the fundamental frequency, only one frequency update law is sufficient. Mathematically multiple adaptive observer (MAO) in this case can be represented as for $i = 1, 2, ..., n$:

\[
\dot{z}_i = \hat{A}_i z_i + L_i e, \quad e = y - C \hat{z}, \quad \dot{\mu} = -\omega_n^2 \dot{z}_{11} \text{tanh}(ke), \quad k, \alpha > 0 \tag{16a}
\]

where for $i = 2, ..., n$

\[
\dot{z}_i = [\dot{z}_{11} \, \dot{z}_{21}]^T, \quad \dot{z}_1 = [\dot{z}_{11} \, \dot{z}_{21} \, \dot{z}_3]^T, \quad \dot{z} = [\dot{z}_1 \, \dot{z}_2 \, ..., \dot{z}_n], \quad C = [0 \, 1 \, 1 \, 0 \, 1 \, ..., 0 \, 0 \, 0], \quad \hat{A}_i = \begin{bmatrix} 0 & 1 & 0 \\ -\mu \omega_i^2 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \hat{A}_1 = \begin{bmatrix} 0 & 1 & 0 \\ -\mu \omega_n^2 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

with $\omega_i = (2i-1)\omega_n$. For properly tuned observer gain matrix $L_i$, individual observers are stable. As a result, bounded input bounded output (BIBO) stability of the proposed multiple adaptive observer can be established using Theorem 2 given in [38]. Moreover, the boundedness and exponential decay of the signal estimation error can be established using Theorem A.3 given in [38]. It is to be noted here that this result is mathematically weaker than the global exponential stability results presented in [21], [22].

Using the estimated $\dot{\mu}$, the frequency and the phase of the fundamental components can be calculated by:

\[
\dot{f} = \frac{\sqrt{\mu} \omega_n}{2\pi}, \quad \dot{\theta} = \arctan\left(\frac{\dot{z}_{22}}{-\dot{z}_{121}}\right) \tag{17a}
\]

Tuning of the observer gains $L_i$ can be performed using the same ideas presented in Sec. II-A. To implement the proposed multiple adaptive observer-based phase and frequency estimation technique, Eq. (16) and (17) are required. Block diagram of the proposed observer is given in Fig. 2.

The design process in this case is similar to Sec. II-B. Here, instead of one observer, multiple observers need to be tuned. However, the tuning formula remains the same for the observer tuned at the fundamental frequency. To tune the observers for harmonic frequencies, let us assume that the desired closed-loop poles for the harmonic observers are $\lambda_{1i} = -a_i\omega_i$ and $\lambda_{2i} = -b_i\omega_i$, where $i = 2, ..., n$ and $\omega_i = (2i-1)$. Then, the gain $L_i = [l_{1i} \, l_{2i}]^T$ can be found by solving the following equation:

\[
|s I_2 - ((A_i)_{\mu=1} - L_i C_i)| = (s + a_i\omega_i) (s + b_i\omega_i) s^3 + l_{2i} s + \omega_i^2 (1 - l_1) = s^3 + (a_i + b_i) \omega_i s + a_i b_i \omega_i^2 \tag{18}
\]

where $C_i = [0 \, 1]$. By equating coefficients of (18), one can easily find the observer gain as,

\[
l_{1i} = 1 - a_i b_i, \quad l_{2i} = (a_i + b_i) \omega_i \tag{19}
\]

### IV. RESULTS AND DISCUSSIONS

#### A. HARDWARE-IN-THE-LOOP (HIL) EXPERIMENTAL RESULTS

To validate the theoretical results of Sec. II, dSPACE 1104 board-based hardware-in-the-loop (HIL) experimental results are considered. For this purpose, the proposed adaptive observer (AO) is implemented in Matlab/Simulink using Runge-Kutta discretization technique with a sampling frequency of 10kHz. As a comparison tool, circular limit cycle oscillator - frequency-locked loop (CLO) [39] and adaptive notch filter (ANF) [14] are selected. Both of the comparison techniques are nonlinear in nature and can handle DC bias. They have been selected for their superiority over state-of-the-art techniques. The proposed AO have three parameters to tune, observer gain matrix $L$ and $k, \alpha$ in Eq. (5). Tuning of $L$ has been discussed in Sec. II-A. The first step in tuning the gain is to select the desired poles of the closed-loop observer error system. The poles are selected as

\[
(\lambda_{11}, \lambda_{22}, \lambda_{32}) = \left(-0.4597 \omega_n, -1.7403 \omega_n, -\frac{1}{c} \omega_n\right) \tag{20}
\]

with $\omega_n = 100\pi$. The closed-loop poles can be selected arbitrarily. From the desired pole locations, observer gain matrix $L = [l_1 \, l_2 \, l_3]^T$ can be selected as:
\[ l_1 = 1 - (ab + bc + ca) = -2 \]
\[ l_2 = (a + b + c - abc)\omega_n = 2.4\omega_n \]
\[ l_3 = abc\omega_n = 0.8\omega_n \]

Frequency identification gain \( \alpha \) and \( k \) are nonlinearly related with the output estimation error and \( \hat{\xi}_1 \). As such obtaining any analytical tuning rule is difficult. Through extensive numerical simulation it has been found that higher values of \( \alpha \) decreases the peak estimation error but increases the convergence time whereas higher values of \( \alpha \) does the opposite. So, \( \alpha \) can be selected as a trade-off between fast convergence and satisfactory steady-state responses. It has been found that \( \alpha \) can be selected anywhere between 0.1 and 2. The value of \( \alpha \) is chosen accordingly. The other parameter \( k \) actually is used to approximate the sign function i.e \( \text{sign}(e) \approx \tanh(ke) \). So, the choice of \( k \) is up to the designer. For sufficiently high values of \( k \), chattering or high frequency oscillation might be introduced in the frequency identification part. As such lower values are recommended. Parameters of the comparative techniques are selected according to the guidelines in the original papers where the methods were proposed [14], [39].

To analyze the performance of the proposed AO, the following tests have been performed:
- Test-I: \(-2\) Hz. frequency step change
- Test-II: \(-20^\circ\) phase step change
- Test-III: +0.2 p.u. amplitude step change
- Test-IV: \(-0.1\) p.u. DC offset step change

Comparative HIL experimental results are shown in Fig. 3, 4, 5, and 6 respectively. Comparative performances are summarized in Table 2 and 3. Four tests have been performed and the three criteria have been used to determine the performance of individual techniques. Out of 11 check boxes, AO ticked the box in eight cases which is approximately 75%. In every cases, AO had the lowest convergence time for both phase and frequency in addition to the lowest peak phase estimation error. The only area where AO did not outperform the comparative techniques is the peak frequency estimation error. It had lowest peak frequency estimation error only for the frequency step test. In other cases, the errors were a bit higher compared to the other techniques. This can be considered as a trade-off between fast dynamic response and peak estimation error.

In many power electronic applications, only phase is being used (e.g. \( \alpha\beta \rightarrow dq \) transformation). In that sense, proposed observer is significantly better than the selected comparative techniques. AO not only had the lowest phase estimation error but also had convergence time approximately two times faster. Overall, experimental results demonstrate the effectiveness of the proposed AO over other advanced nonlinear techniques.

Test I-IV assumed harmonics-free grid. This may not be the case always. To assess the performance of the proposed observer under harmonics, another test has been performed. In this case, the grid signal is corrupted with 20% total harmonic distortion (THD) comprising 3\(^{rd}\), 5\(^{th}\), and 7\(^{th}\) order harmonics each having an amplitude of 0.1155 p.u. HIL experimental results for MAO can be seen in Fig. 7. Figure 7 shows that MAO converged very fast with zero steady-state error for both phase and frequency estimations. The main purpose of this test is to demonstrate that extension of AO i.e. MAO can be applied for harmonics case also. For this reason, the comparative techniques are not included in this case.
Table 2: Best performing technique comparative summary for test scenarios I, II, III, and IV.

<table>
<thead>
<tr>
<th>Step Change↓</th>
<th>Fastest Convergence Time (Freq. and Phase)</th>
<th>Lowest Peak Phase Error</th>
<th>Lowest Peak Frequency error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AO</td>
<td>CLO</td>
<td>ANF</td>
</tr>
<tr>
<td>Test-I: −2 Hz frequency</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Test-II: −20° phase</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Test-III: 0.2 p.u. amplitude</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Test-IV: −0.1 p.u. DC</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

Figure 4: Comparative HIL experimental results for Test-II: −20° step change in phase, (a) Grid voltage signal, (b) Estimated frequencies, and (c) Phase estimation errors.

Figure 5: Comparative experimental results for Test III: +0.2 p.u. step change in amplitude, (a) Grid voltage signal, (b) Estimated frequencies, and (c) Phase estimation errors.
Ahmed et al.: Adaptive estimation of single-phase grid voltage signal

Figure 6: Comparative experimental results for Test-IV: −0.1 p.u. step change in DC bias, (a) Grid voltage signal, (b) Estimated frequencies, and (c) Phase estimation errors.

B. EXPERIMENTAL RESULTS

In this Section, experimental study is considered. The experimental setup used in this work is given in Fig. 8. In the setup, a DC motor is coupled to a synchronous generator to emulate the adverse grid voltage conditions and the generated voltage at the load terminal is measured by using LEM LV25-P sensor with associated offset circuit. The experimental data of the grid voltage is processed by using a Texas Instruments TMS320F28335 digital signal processor. The sampling frequency is set to 10 kHz. The studied

Figure 7: Comparative experimental results for 20% THD with 3rd, 5th, and 7th order harmonics each having an amplitude of 0.1155 p.u., (a) Grid voltage signal, (b) Estimated frequency, and (c) Phase estimation error.
convergence time is ≈ proposed technique converged in under a cycle and the (Fig. 8) are given in 9. Results in Fig. 9 show that the (to Digital to Analog Converter (DAC) module. in a digital storage oscilloscope (Rigol DS1054Z) connected Generation Tools v6.0.0 software. The results are observed the DSP by using Matlab2017b/Simulink and C2000 Code techniques are implemented in Simulink and embedded into the DSP by using Matlab2017b/Simulink and C2000 Code Generation Tools v6.0.0 software. The results are observed in a digital storage oscilloscope (Rigol DS1054Z) connected to Digital to Analog Converter (DAC) module.

Experimental results for Test-I using the hardware setup (Fig. 8) are given in 9. Results in Fig. 9 show that the proposed technique converged in under a cycle and the convergence time is ≈ 2 times faster than the comparative techniques. This shows that the proposed technique has fast dynamic response. Test-II in Sec. IV-A considered voltage swell. Similar to voltage swell, voltage sag is also not so uncommon in power grid. Experimental results for −0.5p.u. voltage sag are given in Fig. 10. Waveforms in Fig. 10 show that the voltage sag occur when the voltage is at the positive peak. This is a very challenging situation. Experimental results in 10 show that the proposed technique has the fastest convergence time even in this challenging condition. This validates the performance of the proposed technique in the case of sudden large dip in grid voltage.

In Sec. IV-A, performance of the proposed MAO has been tested under distorted grid voltage condition. In that test, we assumed that the harmonics are known. However, in practice, grid harmonics may not be known a priori. As a result, harmonics robustness of a single AO tuned at the fundamental frequency needs to be considered. Experimental results in the presence of distorted grid voltage is given in Fig.11. Experimental results in Fig. 11 show that the fast convergence of the proposed technique doesn’t come at the cost of sacrificing harmonic robustness. Moreover, the THD of the proposed technique is 2.75% which is well under the 5% limit set by the European standard EN 50160 for grid integration of distributed energy sources. This is a significant advantage of the proposed technique over the comparative techniques.

**Table 3: Comparative Time Domain Performance Summary.**

<table>
<thead>
<tr>
<th></th>
<th>AO</th>
<th>CLO</th>
<th>ANP</th>
</tr>
</thead>
<tbody>
<tr>
<td>−2 Hz. freq. change</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freq. Settling time (±0.1 Hz)</td>
<td>27 ms</td>
<td>30 ms</td>
<td>28 ms</td>
</tr>
<tr>
<td>Phase Settling time (±1')</td>
<td>9 ms</td>
<td>20 ms</td>
<td>21 ms</td>
</tr>
<tr>
<td>Frequency overshoot</td>
<td>0.23 Hz</td>
<td>0.4 Hz</td>
<td>0.23 Hz</td>
</tr>
<tr>
<td>Phase overshoot</td>
<td>2.65°</td>
<td>3.85°</td>
<td>3.8°</td>
</tr>
<tr>
<td>+0.2 p.u. amplitude change</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freq. Settling time (±0.1 Hz)</td>
<td>17 ms</td>
<td>38 ms</td>
<td>30 ms</td>
</tr>
<tr>
<td>Phase Settling time (±1')</td>
<td>18 ms</td>
<td>40 ms</td>
<td>31 ms</td>
</tr>
<tr>
<td>Frequency overshoot</td>
<td>6 Hz</td>
<td>2.95 Hz</td>
<td>2.8 Hz</td>
</tr>
<tr>
<td>−0.1 p.u. DC change</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freq. Settling time (±0.1 Hz)</td>
<td>28 ms</td>
<td>49 ms</td>
<td>38 ms</td>
</tr>
<tr>
<td>Phase Settling time (±1')</td>
<td>18 ms</td>
<td>39 ms</td>
<td>31 ms</td>
</tr>
<tr>
<td>Frequency overshoot</td>
<td>2.35 Hz</td>
<td>1.25 Hz</td>
<td>1.16 Hz</td>
</tr>
<tr>
<td>Phase overshoot</td>
<td>4.7°</td>
<td>5.3°</td>
<td>4.85°</td>
</tr>
</tbody>
</table>

Figure 8: Experimental setup considered in this work - (a) Block diagram of the experimental setup and (b) Experimental platform.

V. CONCLUSION

In this paper, a frequency adaptive linear observer has been proposed to estimate the phase and frequency of a single-phase grid voltage signal. By proposing a novel parametrized linear dynamical model of the grid voltage signal, a linear observer is proposed. The observer depends on the accurate value of the grid frequency parameter. A nonlinear adaptation law is proposed for the adaptive frequency adaptation. The proposed technique is theoretically sound with local stability proof, easy to realize in practical hardware and provides fast and accurate estimation of phase and frequency. As no filtering is needed, trade-off between good dynamic response and bandwidth is not that important for our technique. This makes the proposed technique very suitable for industrial applications.
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