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ABSTRACT

This thesis aimed to explore the influence of Virtual Reality (VR) retail environment cues on visitors’
behavioural intentions in the context of urban shopping destinations. The Stimulus-Organism-
Response (S-O-R) theory (Mehrabian and Russell, 1974) were employed as a theoretical foundation
given that many researchers have provided substantial evidence on its suitability as a theoretical
framework to investigate the effects of various physical and virtual (online/mobile) retail environment
cues on human behaviour through the mediating variables of affective and cognitive states. The first
step to achieving the aim was to determine the current state of knowledge surrounding this topic.
Therefore, relevant literature over four key topic areas was critically reviewed including 1) urban place
marketing, particularly within the broader context of urban tourism, 2) retail store environment literature
extending to electronic and mobile commerce research, 3) immersive technology, and 4) technology
adoption (Objective 1). Then, primary data were collected in two research phases. Research Phase 1
entailed two sets of semi-structured interviews. First, a contrasting case-based approach was
employed, and interviews were conducted with seven urban place marketers from three urban place
marketing organisations in four urban shopping destinations in the UK (Objective 2). The findings
provided initial insights into urban place marketers’ views on the perceived barriers, benefits, internal
organisational capability and external pressures associated with immersive technology (VR and
Augmented Reality) implementation and their overall intention to adopt these innovative technologies
for city marketing. This data was analysed using thematic analysis and four themes and eleven sub-
themes emerged including three new context-specific sub-themes (technology access, organisational

readiness and industry readiness).

Based on these findings, twelve semi-structured interviews with visitors to Manchester City Centre
were gathered and aimed to draw out context-specific themes and sub-themes. This data was also
analysed using thematic analysis and overall, three themes and thirteen sub-themes emerged
including four new sub-themes (virtual aesthetics, virtual atmospherics, social presence and layout
design) under the main theme of VR retail environment cues. Accordingly, ten hypotheses were
proposed and informed the development of a qualitative VR Visitor Behaviour Model based on S-O-R
theory. The aim of Research Phase 2 was to validate the proposed model (Objective 3). To achieve
this, survey data were gathered from 150 potential visitors to urban shopping destinations and the
data were analysed using Partial Least Squares Structural Equation Modelling (PLS-SEM) (Objective
3). From these findings, a final VR Visitor Behaviour S-O-R Model was proposed, which is the main
contribution of this study (Objective 4). The thesis concludes by outlining the theoretical contributions
of this research and providing guidance to urban place marketers and VR developers and designers.

Finally, avenues for further research based on the identified study limitations are offered.



Key words: Virtual Reality; Visitor Experience; Retail Environment; Stimulus-Organism-Response;

Urban Shopping Destinations.



ABBREVIATIONS
VR = Virtual Reality
AR = Augmented Reality
MR = Mixed Reality
VRR Stores = Virtual Reality Retail Stores
VE = Virtual Environment
S-O-R = Stimulus-Organism-Response
WOM = Word-of-mouth
TCM = Town Centre Management
BID = Business Improvement District
ATCM = Association of Town and City Management
DMO = Destination Management Organisation
RSC = Regional Shopping Centres
E-Commerce = Electronic Commerce
M-Commerce = Mobile Commerce
V-Commerce = Virtual Commerce
PAD = Pleasure-Arousal-Dominance
EPI = Emotional Profile Index
AV = Augmented Virtuality
HMD = Head-Mounted Display
eWOM = Electronic Word-of-Mouth
TAM = Technology Acceptance Model

TRA = Theory of Reasoned Action



TPB = Theory of Planned Behaviour
MM = Motivational Model
MPCU = Model of PC Utilisation
SCT = Social Cognitive Theory
DOI = Diffusion of Innovation Theory
UTAUT = Unified Theory of Technology Acceptance and Usage of Technology
SDT = Self-Determination Theory
SEM = Structural Equation Modelling
PLS = Partial Least Squares
PLS-SEM = Partial Least Squares Structural Equation Modelling
ROI = Return on Investment

AVE = Average Variance Extracted

Vi



CHAPTER 1 = INTRODUCTION....ccittiiiiiutrieeiiiiinntieeiiinisesiieesisissseeesiiemssssmessissssssmeessisssssssssesssenss 1

1.1 RESEARCH BACKGROUND AND JUSTIFICATION OF THE STUDY ....uviiiiiieeeiieeeieeeesireeeeteeeeeaeeeesaeeeeeveeeeanes 1
1.2 RESEARCH AIM AND OBJIECTIVES....cctitieiteeeiieeeeteeeeeteeesaeeeeiteeeesseeeeseeeetseesasseesssesesstssessssesseseeesssesesnnns 5
1.3 THESIS STRUCTURE ....ueeittitteiteetesteeteeteesteeteesteesesseesesseensesaseaseessesteessesssessesssensessseasesssesseessesssesesssesesssensens 6

2 CHAPTER 2 - URBAN PLACE MARKETING AND CONSUMER BEHAVIOUR ......ccceceeeeunee. 11
2.1 INTRODUCTION ....uttiiiiitieeetieeeette e eetteeeeteeeesttesestsaeesteeeessssessssaeassssaaassaseassaaessssssaasssseansesesssssenstesesnsanesnsseanns 11
211 Defining Urban TOUFISIM ..c..coui ittt 11
21.2 Visitors’ Changing BeRAVIOUF .....................coccmeiieoiriiiiiieisieesietsie et 12
2.1.3 Trends in Urban TouriSmM RESEAICH......c..ccvveveevieeceee ettt 15
214 Urban TOUFISM PrOGUCT.......oovivieeecteceeecteeeeeteete ettt ettt ettt eae et etesveessesssesaessereessenns 16
2.2 PLACE MARKETING. ... uutteiitieeeiieeeeteeeeitteeeettesesteeeetteeeeasseseassasaaasssaeassaseassasesasssaeassaseassasesasseesasteseesaeesassnanns 16
221 Defining Place Marketing ......cocceveirieirieieeeeeeeeteee sttt 16
222 The Practice of Place Marketing .......cceeveerieirieiniereseeeeese et 18
2.2.3 Place Marketing in @ TOUIISM CONTEXL ...cvcieieieeieieieieieeeesee et 20
2.2.4 [ ETo=I ST = TaTo 11 o Yo [P OOYES T ESESUSRORSTS 21
225 The Role of Retailing in Urban PIACES ........ccoieieieieieeeeeeee st 23
2.2.6 The Management of Retail Places in the UK ... 24
2.2.7 Retail Developments in the UK CONEXT ......cc.oveveieieieieieeeesese et 26
2.3 EXPERIENTIAL MARKETING URBAN SHOPPING DESTINATIONS ....cccteitiieiteeeieeereeseeereesreenseeseseessaesnneenns 29
231 Retail Environment Theories in an Urban CONtEeXt........cceovvvvevveerieveevieieieieerecieeeeeeeveennes 32
2.3.2 Urban Retail ENVIronmMeNnt RESEAICK ......ocvvieeeeeeeeeeeeeeeeete e e e eeveeeasa e 43
2.3.3 Omnichannel Retailing - E-commerce and M-COMMEICE ........ccocevvverereereeenieeneerieennenns 51
234 ST L0 0] 0 = VPSS 57

3 CHAPTER 3 = IMMERSIVE TECHNOLOGIES AND TECHNOLOGY ADOPTION ....cccceeeunee. 58
3.1 INTRODUCTION ....ttiiiiitee ettt e ettt s eeteeeestteeeettesesttaeesbeeeassaeaassaaaasssaaastaseassasesnsssaeasseseansssessseeesteseassaeesasseanns 58
3.2 DEFINITION OF IMMERSIVE TECHNOLOGIES .....uveiiitiieeetieeeieeeeiteeeeeiteeeeiseeeeeteeeeesseseesseeesssesesssesessseeesasseeens 58
3.2.1 VR Hardware and Software DevelOpmMeENtS........cocoveieveieireeeeese et 65
3.2.2 VR IMMErSIiON QNd PIrESENCE .....oveveeveeeeeeteeeeteee ettt ettt eta e esseereessersesenssenas 68
3.2.3 VR MUItISENSOrY EXPEIIENCES ....oocvvvevietiieeteeeetette ettt ettt s e sta e ste st et esessssessanens 72
3.3 VIRTUAL REALITY AND EXPERIENTIAL MARKETING IN AN URBAN SHOPPING DESTINATION CONTEXT 77
3.3.1 VR and Retail Marketing........cccoeereiriieeeeeee ettt 78
3.3.2 VR and Marketing Urban Tourism DestinatioNS..........ccccoevvvvvvvvrerieseseseseieeieeesenns 81
3.4 MODELS OF TECHNOLOGY ADOPTION ..cccuttteiteeeeteeeestteeessereeessseessssesesssesssssesssssssessssesssssesssssesssssssssnsseenns 83
34.1 Theory of REASONEA ACLION ...cocuiciiieeeteeeeee ettt ettt s ettt et se s esseaeas 84
3.4.2 Theory of Planned BEhaAVIOUT .........cooiiiiieeeeee ettt 85
3.4.3 Technology ACCEPLaANCE MOUEL........c.oi ittt 87
3.5 SUMMARY ...teitieteeete e eteeitesteesteete e teeteesteetseeteeaseeseesesasessesasesbeessesbsessesssenbeesseateesseateeaseateensesaeesseensesseensessen 89

4 CHAPTER 4 — LITERATURE SYNTHESIS ....uutereeeeeereeereeereeereeeeeeeeeeeeeeeeeeseeeeessesessessssesesens 92
4.1 INTRODUCTION ....uitiiiitiee ettt e ettt e eetteeeitteeesateeestaeeesbeeeessaseasssaeasssaaastaseansasessssaaassaseanssseasseeeassesennsaeesasseaans 92
4.2 SO R THEORY .ttt ettt et e ettt e e et e e ettt eeeetteeeesaeeeetseeeesbeseesaeesasseeeasbeseensaeeeassaeeaateseansseesseeas 92
4.3 KEY RESEARCH STREAMS ....cuviiiitieeeiteee ettt eeteeeeeteeeeeveseeaeeeeeteeeeassesesseeeeatseeeesseseaseeeesseeseetesessseeesnsseeens 93
43.1 Physical Retail Environment RESEAICH .........ccoeveveveieieisreeeesesese e 94
4.3.2 Retail Environment Research in Digital Retail Environments..........ccccoeevvevieieveiencenann, 96
4.3.3 Applying S-O-R Research t0 V-COMMEICE.......cccoeieieeeieeiesiesesiesie sttt 98
4.4 SUMMARY .ottt ettt ettt eete e e e tteeeeeteeeeeaeeeetseeeebeeeesaseseesseeeasbeseesseeeasseeeanssseeasseesatseeeasseseesseessseeeanseeennneas 103



5

CHAPTER 5 - METHODOLOGY .cuuuuieiiirieiiiereennececesereeensnnsssseesseseessssnsssssssssssessssnsssssssssssesssssnns 106
51 INTRODUCTION ....uttiiieitiee ettt e ettt e eeteeeeetteeeeateeessaeeebaseaasseseaassaseasssaeastsseasssseassesaansasaasseseasssasanteseenssesennses 106
5.2 RESEARCH PHILOSOPHY ..ottt ettt et et ettt e e e te e e ette e eeaseeeeateeeesaeeeeasaeeebeseesresennseas 106
5.2.1 Ontology, Epistemology, and Methodology ......ccoeevvvieieirieieieeeee e 107
5.2.2 (o VT ToTSYo] o] a1 Tot= I 1= o - L= JS SO 108
5.2.3 Applying Pragmatist Philosophy to this Research Project.........ccccocevvvvvvvvveeresiesrenns 109
5.2.4 Research Purpose: Exploratory and EXplanatory ........c.cocecevevevenenieneneseeeeeeece 110
5.3 RESEARCH METHODOLOGIES AND DATA COLLECTION METHODS........vtieiieeeeieeeeeieeeeereeeeeteeeeeveeeeanees 111
5.3.1 Overview of Mixed Methods Employed for this Study........ccceevvvvevvrvrvevsvseseeee 111
54 RESEARCH PHASE 1: EXPLORATORY SEMI-STRUCTURED INTERVIEWS WITH URBAN PLACE
MARKETERS AND URBAN DESTINATION VISITORS .....utiiiiiieeeieeecieeeeitteeeeteeesteeeestteessssesesssssesssessasesessssssssssesans 115
54.1 UrbDan PlaCe MArKEBLEIS .....cvveeeeeeteeeeeeeee ettt eets et e e et eeteessaesvaesssesasseessenass 115
5.4.2 VISTTOTS INTEIVIEWS ...ttt ettt ettt e e et e e et eeass e e ttaeaseasessaseenssseaseesaseeseens 121
5.4.3 THEMALIC ANAIYSIS .ottt ettt et s e sestessessessessassessesensens 133
5.4.4 Qualitative Framework DeVEIOPMENT .........ccovcvvieeeeeee ettt 135
55 RESEARCH PHASE 2: QUANTITATIVE SURVEY ..eiitiiiiteiieeiieesieenieesesenteessesssesssesssesssssesssssssessssssssessseses 135
55.1 SUNVEY PIOCESS ...ttt ettt ettt ettt et ettt e at et e e bt et e e at et e e as et e et e nae et e saeenesaeennas 135
55.2 INSTrUMENT DEVEIOPIMENT ...eiiiieeee ettt 137
5.5.3 PilOt STUAY RESUILS ...ttt ettt sttt e e sese e nsennn 139
5.5.4 Survey Population, Sample Size and Data Collection Process.........cccceovvvvvvvvvervennnnn. 146
5.5.5 Dz U= W AN g = 1T = TSRS 150
5.6 RELIABILITY AND VALIDITY ottt e ettt eetteeeete e eetteeeetteeeeteeeeaaeeeetseeesseeeesseseesseeeanteseeassessasssaeesssesassesennseas 151
5.7 ETHICAL ISSUES ....oi ittt ettt ettt ettt ettt e e te e s tae et e s aee e aeeeaeseebeeeseeenbesanteenseesateessessnteestesenneenseeen 155
5.8 SUMMARY ..oeitieitteeiteeitteesteeseeesteesaeeteesteaaseesese e saessse e sseaseensessasaesssesasessaseanseesaseassesnseessaeanseensseanseensessnses 157
CHAPTER 6 — URBAN PLACE MARKETERS’ INTERVIEW ANALYSIS.......ccccccccvvviiiienennn. 159
6.1 INTRODUCTION ....uttiiiiitieeeiteeeeteeeetteeestteeeetteeessaeesbaseaassaeesassasassssaaasssseassssassssaansesaassessassaasansesennssesennsens 159
6.2 URBAN PLACE MARKETERS’ INTERVIEW ANALYSIS ..eiiviieteiitvieeteeereeeeteeeieeesseseseesseeeseesseseseessssesseessesn 159
6.3 PERCEIVED BENEFITS .. uitictieiiteittesteeiteesteestteeteessaesteesaaeeseessseessaessseessasasssensesssseensessssessssssnsesssesassenssennn 161
6.3.1 Enhanced Destination IMaQe........cccvvuvvievieeieieieieeeeee ettt e s et e et sse s 161
6.3.2 INCreased ViSitOr NUMDEIS .....c..oi ettt ettt et et eas et s s esae s esseerseasen 163
6.3.3 ALraCt GlOBAl MArKEtS.....cuvioeeeeeeeeeee ettt ettt e svseear e 164
6.3.4 Added Value to the ViSitor EXPEeri€NCE ....c.cocovvevieenieieesieesets et 165
6.4 PERCEIVED BARRIERS ....cctiiiitiitteeteeteeste e st e eteestteeteesatesseessseesaessseesbasssssensessaseesessasessssesnsessssessseensennn 167
6.4.1 ViISITOT REAUINESS ...ttt ettt ettt et ete et e e e esaesaseseetseaseesaesssesensseseeseeseens 167
6.4.2 TECNNOIOGY ACCESS ..ttt ettt ettt s e st st sbessesbesbesse s ennenens 168
6.5 PERCEIVED ORGANISATIONAL CAPABILITY ..utieieitiieeetieeeciteeeeiteeeeitteeeetteeestaeeesateseessseseesseaessesessssessanseas 169
6.5.1 FUNQING ACCESS ..ottt ettt ettt ettt 170
6.5.2 RETUIN ON INVESTMENT ..ottt s et esae e teeesaeeareeeseeareeas 171
6.5.3 Organisational REAUINESS ......cc.cveievieieiiiictieece sttt ettt e s s e e e s teetassesseessseaes 171
6.6 PERCEIVED EXTERNAL PRESSURES .....ccootiieiiieeetieeeeiteeeeetteeestteeeeteeeesaeeesaseeasntasaessessassaaesnsesasssessnnses 172
6.6.1 COMPELITIVE PrESSUIES ...ttt ettt ettt eas 172
6.6.2 INAUSEIY REAUINESS ..ottt ettt sttt e ssestestessassesesensensen 174
6.7 SUMMARY .eoiiteeitteeteeitteeeteesee e teesaeeteesseasseeseseaasaessseessseasseasessateeassesaseesaseenseesaseeseesaseessaeanseensesanseenseesnses 175
CHAPTER 7 — VISITOR INTERVIEW DATA ANALYSIS ... ciiiiirrtteeeteeccienneeeeennnneeeeeseeeeeennns 177
7.1 INTRODUCTION ....uttiiieitiee ettt e eeteeeeteeeeetteeeetteeessaeeeataseaassaseaassaeeasssaeasssseesseseassesaantssaassessasssaeansesasnssesennsens 177
7.2 VISITOR INTERVIEW ANALYSIS ...euviiiiteeeeiteeeeereeeereeeeeteeeeetaeeeeseeeesteeeeesseeesseseessseeensseesssseseesseeesesseeesseeens 177

7.2.1 VR Retail Environment (StMUIUS)......coovvvvevieeeeeeee ettt et 179



7.2.2 Internal States (OrganiSIMS) .....ciciiicieiicieeresteieeet ettt e te et e e e et teeteeteeteetessessssesesseases 191

7.2.3 Behavioural INntentionNs (RESPONSE) ..ottt 197
7.3 SUMMARY .ottt ettt ettt eete e e e tee e et e e eeaeeeetseeeebeeeesaseeeaaseeeasbeseesaeeeassaeeantsseesssesssseeasteseensseessseeeanreseanseas 202
7.3.1 Synthesis of Industry and ViSitor INtEIrVIEWS ........ccocveveieieieieieieieeeee e 204
7.3.2 Justification for Stimuli included in the MOAEl .........ooveeveveveeieeceeeeeeeeeeeeeeeen, 204
7.3.3 Justification for Organisms included in the Model ..o, 206
7.3.4 Proposed Qualitative VR Visitor Behaviour S-O-R Model .........ccoocevivininenerieee. 207

8 CHAPTER 8 — QUANTITATIVE DATA ANALYSIS .eererererreeereeeeeeeeeeeeeeeeeeeeeeseeeesessesesesssens 209
8.1 INTRODUCTION ..eutiiteeitteeiteesteesteesseesteesseesseesaseessaesaseesasaeseessseesaessseessaessseensessnseensesssseesssssnseessesenseesseen 209
8.2 QUANTITATIVE FINDINGS ..eettieiteiiteiteesiee st esite st e sitesteesieesaeesbeessteesaaesateesssessseesssesnsesnsessnsesssessnsesssassnnes 209
8.2.1 DESCIIPLIVE ANAIYSIS ..ttt ettt sttt e ae e s 209
8.2.2 MEASUIEMENT MOUE ...ttt ettt e et tts et e e aeseseeeaseaseeessesseens 212
8.2.3 Structural MOAE! ANAIYSIS ..c.ooueeieeeee ettt 225
8.3 SUMMARY ..tieitteeiteeitteeeteestee e teesaeeteesteaaseessseaasaessseesseassensessasaeassessseesasearseessseeseeanssessaeanseensseanseenseennses 243

9 CHAPTER 9 — DISCUSSION ..ccttttuueeieereeieteneenneeeeseseeeesenssssseesssssessssnnsssssssssesssssassssssssssssssssnnns 244
9.1 INTRODUCTION ....uttiiieitiee ettt e eeteeeeteeeeetteeeetteeeetsaeeeetaeeaasseseeassaeeasssaeantssasssseeassesaansesaesseseasssaeansasesnssesennsens 244
9.2 KEY FINDINGS ...ttt ettt ettt tee e et e e e et e e eeabeeeeateeeebeeeetseeeeaseeeenteseensseeeesseeeentesensseeennseas 244
9.2.1 VR Retail Environment Cues (Stimulus) and PreSencCe........ccocevvvvvvvvvvvsesvsiesesiesiennns 245
9.2.2 Presence, Emotional Arousal and Attitude (OrganisSms).......ccccecvevvvvvvvvscvsnsvsesesiennn 256
9.2.3 Behavioural INtentions (StMUIUS).....cceoeeveieieieceeeeee ettt 262
9.3 SUMMARY .ottt ettt ettt e ettt e e et e e e etee e e ettt e eeaseeeebeaeeasseeeasseaaasbeseasssesasseeeantasessesessssaeasbeseensseessseesastesennseas 267

10 CHAPTER 10 - CONCLUSIONS...cuuciiiiiitittreneneecesaetetenensssseessssesessnnsssssssssssssessnnsssssssssssssssnnns 268
L10.1  INTRODUCTION .eiiutteiteeetteesteeateeteesseesseesaseessaessseesseesssssssssssesssessssessssesssesssssssesssssassesssessssesssessssessssssssenses 268
L10.2  CONCLUSIONS ...cctteitteetteeitteeteeeteesteesteesreessaessseestaesseebesssaeassssataasssesaseesssessseessssaseeasesstesssesssessssesnsenes 268
0 2 A @ L 1= f V7= 01 RS 268
10.2.2  ODBJECTIVE 2.ttt ettt sttt sttt ettt ns e st 269
O T @ | oY= o3 V7= T S 270
O S @ | o Y T=Tod V7= 0 S S 270
10.3 CONTRIBUTIONS AND IMPLICATIONS ...cccuttieitieeeitreeeiteeesiteeeestreeeesseesseeeesseesassssesassssesssessssesessssssssssesans 271
10.3.1  Contribution t0 KNOWIEAGE .....coueuieieeeee ettt 271
10.3.2  Practical IMPICALIONS ..ccouiieeieeeeeeee ettt 276
0 I 1V [ 7 T N SPSRRSN 280
10.5  RECOMMENDATIONS ..c.uvteitteiteeiteesiteeeteestreesaesseesteessseessessseessessssessssessessssessseessessssesssessssesssessssesssessseenes 284
10.5.1 Recommendations for Urban Place Marketers ........ccuveveevevveeieceeeieeeeeeeeesesveeeeeeenen 284
10.5.2 Recommendations for FUtUIre RESEAICH ........cc.ooovvievveeeeeeeeeeeeeee e 286

11 REFERENGCES.....ciitttittttttiiieiettetteeensseeseeseeesesssssssssssseesssssssssssssssesssssssnssssssssesssssssssssssssssssens 289

12 APPENDICES. ... ciciiiittttteteceeeeetteesennnsseesesteeesnnssssesssssesssssnssssssssssssssssnnnsssssssssessssnnnssssnssssans 354
12.1 APPENDIX A. SEVERAL RETAIL AND TOURISM E-COMMERCE STUDIES EMPLOYING S-O-R THEORY. 354
12.2 APPENDIX B. M-COMMERCE STUDIES EMPLOYING S-O-R THEORY ....ccoiiiiiiiiicctieeeiee e eivee e 356
12.3 APPENDIX C. COMMONALITIES AND DIFFERENCES BETWEEN INDUSTRY AND VISITOR INTERVIEWS .. 357
12.4  APPENDIX D. TECHNOLOGY ADOPTION THEORIES ....ccvtiteeeteeiteeeteeeteeseeereessesesseeesesensesssesensesssssenseesns 359
12.5 APPENDIX E. ETHICS AND PARTICIPANT CONSENT FORMS.....ccttiiieiiieiiecreeciee et ere e ereesneere e 360
12.5.1 Ethical Letter of Approval from Manchester Metropolitan University...........cccccveuee. 360
12.5.2  INAUSEIY INTEIVIEWS ..ottt ettt sttt st se b e b et e sesaeneenas 361

12.5.3 VISTEOT INEEIVIBWS ..ottt ettt ettt ettt e st e e ettt e s et e e st e s s sateesaseessseassnnes 370



12.6  APPENDIX F. DATA COLLECTION PROCESS AND INSTRUMENTS ....coitttttieeiiireereeeeiirereeeeeesnnreeeeeesnreneees 376

12.6.1 ViSItOr INTEIVIEW PrOCESS ..ooiiviiceeeetee ettt ettt ete ettt e s eeteseeveeesesesreessseesssessssesssesass 376
12.6.2  Urban Place Marketers Interview QUESHIONS .......ccveieieieieieieieeeeeee e 376
12.6.3  ViSitOr INTtErVIEW QUESTIONS ...cuecvieeeeteeeeeceeeeeeteeete ettt ettt et ets et eteeteeveessesaseeseersenseas 378
12.7 APPENDIX G. INDUSTRY INTERVIEW TRANSCRIPTS....ccttiiteeitieireeseesreesreeireesseeesseessesesseessessssesssesssesses 380
12.7.1  INAUSEIY INTEIVIEW Lottt ettt e s eta e e testa e s st e sseessssesesseses 380
12.7.2  INAUSEIY INTEIVIEW 2...eiiiiieieee ettt ettt ettt sttt st te s e abe st e sesaeneennas 384
12.7.3  INAUSTIY INTEIVIEW 3.ttt sttt st sttt 389
2 S 0o T IS 4 VA L L =T VA= S S 392
12.7.5  INAUSEIY INTEIVIEW Dottt ettt e e taeteste s et e sseeseesesesenses 396
12.7.6  INAUSEIY INTEIVIEW Bttt ettt st t e s e aae s e s e naeneenas 401
12.7.7  INAUSTIY INTEIVIEW 7ottt ettt sttt 404
12.8 APPENDIX H. VISITOR INTERVIEW TRANSCRIPTS ....uoouiitiiteitieteeteeteetesessesseseseseseessesseseeseessesseseesssseesesses 408
12.8. 1  ViISIOT INTEIVIEW Lottt ettt ettt et e et e esseateeseeaseessesssesseeseesseaseas 408
12.8.2  ViISIOT INEEIVIEW 2 ...ttt ettt ettt aevtesa e st easseaseesseateeasesassasesssessessen 411
12.8.3  VISIHOT INTEIVIEW 3.ttt ettt ettt e e et e e ta e s saeeteeesaeeaseeseesasseassesasas 416
D T A VA Y (o] gl [0} £ =Y VAT U 420
12.8.5  ViISIOT INTEIVIEW Dottt ettt ettt et ettt evs et avs e e ersessseaseeseenseaseas 423
12.8.6  ViISITOT INTEIVIEW B ...ttt ettt ettt ettt et a e e essetteasseaseevseasesasesseeaseases 425
12.8.7  VISIOT INEEIVIEW 7 ettt ettt ettt e et e et e e estessetteasseatessseasesasessssasesssessesses 427
12.8.8  VISITOT INTEIVIEW 8.ttt ettt e ettt e et eeveeeteeebeesasseseesassesssenass 431
12.8.9  Visitor INtervieW 9 @nd L0 ......ooovieeiieeieceeeeeeeeeeeeeeee ettt eve et e vt veeas e reseeaeeeaeas 434
12.8.10 ViSitor INTErvIieW 11 @nd 12.......eeoveeeeereeeeeeeeeeeteete ettt ee et sae e e et ese e eseens 441
12.9  APPENDIX |: CODING TEMPLATE ...uttiiieiteeeteeeteesteesteesteesseesseesareesssesaseesssessesssssesseessessnsesssessssesssesssesses 448
12.9.1  Industry Interviews Coding TEMPIALE .......cceiereeieeeeeeeee e 448
12.9.2  Visitor Interviews Coding TemMPIate.......cocooeeieieeeeeeeee e 449
12.10 APPENDIX J: THEMATIC TABLES. ...ttt eeteeeeteeeeeieeeeereeeeeteeeeetaeeeetreeeeseeeeisseeestseeeessesesseeeseseseenssesensnnes 452
12.10.1 INAUSEIY INTEIVIEW DA@......ccecieiiieieieieeeeee ettt sttt se s 452
12.10.2 ViISITOr INTEIVIEW DAL ....vicevicvieiiceieeeeceeeeee ettt ettt eteeaeeste st esseessesseeasensen 456
12.11 APPENDIX K: SURVEY CONSENT FORM ...ccutiiiiiiii ettt et ettt e e ta e e e ve e e eaae s enneas 463
12.11.1 Example of Completed Survey ConsSent FOIM ......ccoevveireiniinieieneerecsieeseeseeiens 464
12.12 APPENDIX L. PILOT SURVEY ...ttt ettt ettt eete ettt eetveeeeeaae e eetaeeeeaaesensnaeeeteeeennresennneas 465
12.12.1 Pilot TEST ChECKIIST ..ottt ettt ettt esre e e anes 465
12.12.2 (el To ] B =TS A o P o [OOSR 466
12.12.3 Pilot Survey Changes t0 QUESTIONS .....c.ooiiuiriiieieeee ettt 467
12.13 APPENDIX M: SURVEY QUESTIONS ....cotttiiistterttetesteetesitestesitestesitestesstesbesssesseensesseessesnsessesnsessesnsesaees 468
12.13.1 Example of COMPIELEA SUIVEY ....ooooveeeiieeeeeeese ettt 472

12.14 APPENDIX N: CONSTRUCTS AND MEASURES.......coiiiteiieetieeeteeeeeteeeeesteeeeeeeeseteeeesseessssseessnsesesssnessnnnees 475



TABLE 2.1. VISITOR CATEGORISATION . ....uutttiieiiiitteeeeeieiitreeeeeeiiisrereeseesitaseesssessssesessesissssssessssssssessssstesssessessssssessessssnes 13

TABLE 2.2 DIFFERENTIAL EMOTIONS SCALE......uiiiiiiitiiiteeite st esiee st e steesaeeteesaessteesveessaesateessaessseesssesssesssesssesssenas 37
TABLE 2.3 EXAMPLE OF CONSTRUCTS EXPLORED USING S-O-R THEORY IN RETAIL AND TOURISM STUDIES....... 43
TABLE 3.1 DEFINITIONS OF DIFFERENT REALITIES IN THE EXPANDED CONTINUUM ....cctirttiieenirenieenieesreenseesssesnseens 65
TABLE 5.1 PARTICIPANT DEMOGRAPHIC PROFILE

TABLE 5.2 INTERVIEW PARTICIPANTS' DEMOGRAPHIC PROFILE ....eveitieiisieeiieeeeireeeseeeeeseeeseesseessesseessesssessessessenns 128
TABLE 5.3. MEASUREMENT [TEMS ..uutiiiitiiitiitterttesttesteesieessteestessbeesseessseesssesseesssssnsessssssnsessssessesssesssessssesssasssseenns 141
TABLE 5.4 FINAL CRONBACH ALPHA FOR ALL VARIABLES ....veeitiiiiiestesreesteesteestseesseessseesseesssessessssessssssssessssssssenses 145
TABLE 6.1 THEMES AND SUB-THEMES ......cestettsterteseeeseesseesteseessesssessesssessesssesssessesssessesssessesssessssssesssessesssessesssessenns 160
TABLE 7.1 THEMES AND SUB-THEMES ...cccutttttteittesttesiteestesesseessessseesseesssessssssssesssssessessssssssessssssssesssesssssssessssesssessns 203
TABLE 7.2 HYPOTHESES DEVELOPED FROM THE VISITOR INTERVIEW ANALYSIS ....cotiiiireeireieeiresreenreenesreeineeseens 204
TABLE 8.1 DEMOGRAPHIC PROFILE OF SURVEY RESPONDENTS...cccctttitterieeitteniieenieesreenieesssesssessssesssessoseessaessseenes
TABLE 8.2 FINAL CRONBACH'S ALPHA ...ccutteitteitteittesteesteeesteesteesteesseesteesssesseessseesseassssessesssssssessssesssessnsessssesssesses
TABLE 8.3 RESULTS SUMMARY FOR REFLECTIVE OUTER MODEL

TABLE 8.4 FORNELL-LARCKER CRITERION ANALYSIS FOR CHECKING DISCRIMINANT VALIDITY ...ceovierreenveniueenne 222
TABLE 8.5 HTIMT RATIO ... cttetitetieeteetee sttt et ettt e s te et esteesteesateesseesateessaeesseessasenseassseessaeanseenseesaseanseesssessssessenns 224
TABLE 8.6 SIGNIFICANCE TESTING RESULTS FOR THE STRUCTURAL MODEL PATH COEFFICIENTS.....c.ccccvveveene 229
TABLE 8.7 SIGNIFICANCE TESTING RESULTS OF THE TOTAL INDIRECT EFFECTS....civviiiiiinieiieesieenieesieesnesieenns 231
TABLE 8.8 SIGNIFICANCE TESTING RESULTS OF THE SPECIFIC INDIRECT EFFECTS ....ioiiieiieiee e ciee e 233
TABLE 8.9 SIGNIFICANCE TESTING RESULTS OF THE STRUCTURAL MODEL PATH COEFFICIENTS.......ccccveevevenene. 238
TABLE 8.10 SIGNIFICANCE TESTING RESULTS OF THE TOTAL INDIRECT EFFECTS...ccciiiiieieiieesieeneesiee e eieens 239
TABLE 8.11 SIGNIFICANCE TESTING RESULTS OF THE SPECIFIC INDIRECT EFFECTS ...ccvvteviieciieeieeseesvee e eiee s 240
TABLE 12.1 SEVERAL RETAIL AND TOURISM RELATED E-COMMERCE STUDIES USING S-O-R THEORY .............. 354
TABLE 12.2 M-COMMERCE STUDIES EMPLOYING S-O-R THEORY ....eiiiiiiiiiiiiieiieesieesteesieessaeesiessteesseesseessaesseenes 356
TABLE 12.3. COMMONALITIES AND DIFFERENCES BETWEEN INDUSTRY AND VISITOR INTERVIEWS......c.ccoveevenes 357
TABLE 12.4 DESCRIPTION AND CONSTRUCTS: REVIEWED TECHNOLOGY ADOPTION THEORIES .....cccceeververveneenns 359
TABLE 12.5. THEMATIC TABLE: INDUSTRY INTERVIEW DATA ....utiiittisieereesteesteessseesseessssesseessesssesssssssessssessssesssesses 452
TABLE 12.6. THEMATIC TABLE: VISITOR INTERVIEW DATA ...ooitiiiiieciecee ettt eteesteeteesteesnae e e snaeenee e 456

TABLE 12.7. CONSTRUCTS AND MEASURES .....cotttttitiiiiittreee e eeiitreeeesietreeeesessstasessesessssaessesssssssssessesssssesessssssessesenns 475



FIGURE 2.1 S=O R IMODEL.....ccittttttiiiiiitiiiee ettt e eestee e e e esebaee s e s sesabaseeseeesataseeeesesbasssessessbasesessssrassessassbaseeessessreeeeas 34

FIGURE 2.2 SERVICESCAPE ....eecutiitteiteeiteesteesteesteesteessseassesssseassesssssasssssssessssessssesssssssessssssssessssesssesssseessesssssensessssesnns 39
FIGURE 2.3 S-O-R MODEL OF CONSUMER RESPONSE TO ONLINE SHOPPING .....ceecteruteterteeeereeseeseeesseseensessensenns 55
FIGURE 3.1 REALITY-VIRTUALITY CONTINUUM......0ttitterteirteesieesseesreeseessseessseesseessessssessssssssessssesssessssesssessssssnsasssseenns 60
FIGURE 3.2 EXPANDED REALITY-VIRTUALITY CONTINUUM......ceeittitierieeireesiteeiseessseesseessessseesssesssessssesssesssessssssssesnns 63
FIGURE 3.3 CONCEPTUAL MODEL TO INVESTIGATE THE EFFECT ON SHOPPERS' BEHAVIOUR IN 3D VRR STORES
............................................................................................................................................................................. 76
FIGURE 3.4 PROPOSED CONCEPTUAL MODEL IN TOURISM CONTEXT ..cuttiiieeireesireeiteeseesteesseessessseessesssssessesssseees 77
FIGURE 3.5. THEORY OF REASONED ACTION (TRA) ..ottt rte sttt e et e e seese e ssessessessesseseessessassessenses 84
FIGURE 3.6. THEORY OF PLANNED BEHAVIOUR (TPB) ....uciuiitiiiiiiiiiiiesie ettt bbb st 85
FIGURE 3.7. TECHNOLOGY ACCEPTANCE MODEL (TAM) ....cittiitiiietirietirietereet sttt ettt 88
FIGURE 5.1 OVERVIEW OF DATA COLLECTION PROCESS .....ccveruteiertireestestesseesesseessesseessesseessesssessessssssssssessesssessens 114
FIGURE 5.2 APPLICATION A, 360-DEGREE YOUTUBE VIDEO ...ccctttitiistterettenteeseeesieesseessessseesseessseessessssessssssssesssesen 131
FIGURE 5.3 APPLICATION B, INTERACTIVE 3D COMPUTERISED STORE-........cccoiivteeireeeeireeeeitreeeereeeeiseeeenseeeessnesennens 131
FIGURE 5.4 THE SURVEY PROCESS ....oectiitieiisteetiseetesetestesteste st e stesaestesstesseestasssessesssensesseassesnsessesssssssensesseensessens 136
FIGURE 5.5 SHARE OF TRAVEL RETAIL BY REGION ....ccutiiitiiiiiiieeiieestee st esieesteesteesteestee s teesseesateessaesaseessassnsesnsenan 147
FIGURE 5.6 APPLICATION CL....uiiiiiitiitisiiiestestetetete e eeee e stestesaestessesaestessessessessessensensessessensesessessessessessessensensessens 149
FIGURE 5.7 APPLICATION €2 ....eeiiietieieeeieieeetesteetesteetssseeeeseeestesseessesssessesssasseessasseessessesssesssessesssessesnsssseensessesssessens 149
FIGURE 5.8 APPLICATION €3 ....eiiiiiieiteeie ettt ettt et et e st estaesteestteeteesateestaesaseebeessseenseessteanseesssessseessseensesenseensenn 149
FIGURE 7.1 PROPOSED VR VISITOR BEHAVIOUR S-O-R MODEL .....cccvtitiiiiniieieniteieseenieeeeseeeeeseeseeseeenaesseensesnees 208
FIGURE 8.1 STRUCTURAL S-O-R MODEL WITH EMPIRICAL RESULTS...c..uttitiriiiiienieenieesteenieesreesseesseesseessseenseeen 236
FIGURE 8.2 FINAL STRUCTURAL S-O-R MODEL WITH EMPIRICAL RESULTS ....coiiiiiiieieesreesieesree e sveesieeesaeeneee s 242
FIGURE 10.1. FINAL VR VISITOR BEHAVIOUR S-O-R MODEL .......coiitiieriirieniieientieieeeesieeeeseeeneesseeeeseeessesneensesnees 272

FIGURE 12.1. PARTICIPANT RECRUITMENT PROGCESS .....coiittttitiiiiireiieecectrtee e e seiateee s e sstteesessssbaseesssensassesssesnsesseas 361



Chapter 1 — Introduction

1.1 Research Background and Justification of the Study

Urban destinations are vibrant epicentres of culture and commerce, and some of the
greatest tourism destinations in the world are cities that continue to attract a vast and
increasing number of visitors each year (UNWTO, 2014; Bock, 2015). Urban centres are
central to tourism activity and often provide a wealth of amenities and attractions located
in the innermost parts of the metropolitan area such as major cultural attractions including
museums, theatres and art galleries, business districts, shopping districts and urban
parks (Henderson, 2017; Griffin and Dimanche, 2017; Shoval and Raveh, 2004;
Burtenshaw et al., 1991). For many visitors, the experience of being in the city is the main
attraction, where the bright lights, the colour and overall atmosphere represents its
fundamental appeal (Hayllar et al., 2008). Additionally, many visitors travel to cities for
tourism and leisure activities including retailing, which is a key attribute in attracting
visitors to urban centres and plays a crucial role in the perceived overall city image
(Mclintyre, 2012; Rabbiosi, 2011; Findlay and Sparks, 2008). For example, British shops
are major draws for international visitors and are included in most holiday visits and
especially in Northern cities, shopping is one of the most popular activities that attracts
short breaks (Visit Britain, 2013). In support of this, a previous report stated that shopping
in general is one of the most popular activities for overseas visitors to Britain and more
specifically, shopping centre and town centre shopping were found to be the most popular

shopping destinations for overseas visitors to the UK overall (Visit Britain, 2014).

However, cities are faced with great challenges in terms of new economic trends (i.e. the
creative economy), demographic transformations (e.g. ageing societies), old and new
environmental concerns (e.g. pollution and climate change), and far-reaching implications
of new technologies (e.g. digital tools with wide applications in different fields) (Romaéo,
2018). Because of current conditions of the globalised economy, the competition for
attracting visitors is even greater and city marketing plays a decisive role in this aspect
where new and innovative marketing strategies are required to attract and retain visitors

(Xu and Zhang, 2016; Deffner and Liouris, 2005). The past 30 years has seen city



marketers turn to place marketing strategies for urban centres aiming to gain a
competitive advantage, including in the UK, where there has been a vast increase in the
marketing and promotion of urban areas since the 1970’s (Henshaw et al., 2016; Warnaby
and Medway, 2004). In previous urban place marketing research, there has been a clear
emphasis on the creation of visually appealing messages and forms of communication
(Ward, 1998; Gold, 1994) and more recently, Marasco et al., (2018) argued that the use
of modern technologies is crucial for destinations and their marketing efforts. Therefore,
this study acknowledged the important role of retailing in the competitive global
positioning of urban centres employing place marketing strategies within the broader
urban tourism context. More specifically, although retailing can be strategically utilised in
the marketing of city destinations, integrating innovative technologies into these

marketing strategies could set urban destinations apart from their global competition.

Indeed, both retail and tourism marketing scholars and practitioners are showing
increasing interest in immersive technologies such as Virtual Reality (VR), Augmented
Reality (AR) and Mixed Reality (MR). In the retail sector, these technologies present
promising tools for producing satisfactory consumer experiences that mirror those
experienced in physical stores (Alganiz et al., 2019). Marketing researchers show interest
in these technologies as new electronic commerce (e-commerce) marketing channels
with great interactive capacity and innovative contents that have been previously
unavailable to marketing scholars and industry (Alganiz et al., 2019). More specifically,
physical retailers are increasingly testing the potential of VR integration into the shopping
journey to sustain current market share, seize new opportunities and keep up with the
fast pace of technological advances (Bonetti et al., 2018). However, although more
brands are using VR technologies to connect with consumers (Clark, 2017), Cowan and
Ketron (2019) argued that little is understood about how they should use VR to engage
consumers. Therefore, further research is required to determine whether brands should
use VR to create relationships or sell offerings, and how brands can facilitate sales or

engagement using this technology (Cowan and Ketron, 2019).

In the tourism sphere, the advancement in VR devices are expected to have a

revolutionary impact on tourism experiences (Tussyadiah, 2014). Previous studies have
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investigated tourists’ acceptance of VR (Disztinger et al., 2017; Jung et al., 2015, 2017;
Pantano and Corvello, 2014) and its influence on behavioural intentions in different
tourism settings (Jung et al., 2016; Pantano and Corvello, 2014; Huang et al., 2013, 2016;
Chen and Lin, 2012) with studies emphasising the potential of emotional and imaginative
responses to virtual experiences in tourism marketing (Huang et al., 2013). Many of these
studies apply an experiential marketing perspective to assess the value and critical
factors of VR applications for the marketing of sites and attractions and its impact on
behavioural intentions (Marasco et al.,, 2018; Schmitt, 1999; Williams, 2006). From a
managerial point of view, understanding how potential visitors respond to various VR
stimuli, the attitudinal consequences of “having visited” a destination is of practical
importance to destination managers (Tussyadiah et al., 2018). However, this research
area is arguably still in its infancy and empirical studies have not yet sufficiently explored
how virtual experiences enabled by Head Mounted Displays (HMDs) can affect
individuals’ behavioural intentions towards destination sites (Marasco et al., 2018)
including shopping areas. Additionally, researchers have suggested that VR’s usefulness,
enjoyment factor and consumers’ intrinsic response towards using VR requires further
investigation (Disztinger et al., 2017; Beck and Crié, 2018) and drawing on technology
adoption research could provide valuable insights in this aspect.

With an aim to bridge this research gap, this study aimed to investigate the influence of
VR retail environment cues on potential visitors’ behavioural intentions in the context of
urban shopping destinations. Given that the emergence of the experience economy and
experiential marketing have brought forth an experiential approach to retailing (Mehrabian
and Russell, 1974; Holbrook and Hirschman, 1982; Pine and Gilmore, 1998; Schmitt,
1999; Grewal et al., 2009; Verhoef et al., 2009), this research draws on the conceptual
foundations of experiential marketing and retail store environment research in order to
determine how these theories apply to the VR retail context, particularly at the wider urban
place scale. More specifically, academics and retailers alike have aimed to understand
the importance of the physical environment in enhancing the shopping experience for
many years (de Nisco and Warnaby, 2013), which is evident by the large stream of
research in this area. For example, previous studies have indicated that a wide range of

physical retail environment cues relating to store atmosphere (e.g. colour, lighting,
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architectural design, music etc.) are important determinants of consumer perceptions and
behaviours (Leenders et al., 2019; Jalil et al., 2016; McGoldrick, 2002; Bitner, 1992).
Similar studies then begun to emerge focusing on the urban centre and prior research
has indicated a positive relationship between urban atmospherics and consumers’
emotions (de Nisco and Warnaby, 2014). However, despite the importance of the latter
research area, it is evident that there has been much less attention on extending in-store
retail environment research to a wider urban context by comparison (de Nisco and

Warnaby, 2013), which indicated the need for further exploration on this topic.

The Stimulus-Organism-Response (S-O-R) theory (Mehrabian and Russell, 1974) has
formed the theoretical foundation for many studies in this area, and previous scholars
(e.g. Kim et al., 2018; Dad et al., 2018; Prashar et al., 2017) have provided substantial
evidence on its suitability as a theoretical framework to investigate the effects of various
physical and virtual (online/mobile) retail environment cues on human behaviour through
the mediating variables of affective and cognitive states. Hence, the S-O-R theory may
be a useful framework to explore the factors associated with VR (Kim et al., 2018).
However, studies applying the theory to the VR retail, particularly in the urban place
context, remain limited to date. Therefore, this research aimed to answer the following
research question: What are the effects of VR retail environment cues on visitors

behaviour?

Given that extant literature has already pointed to several of these relationships in
physical store environments, these relationships might not appear novel when referred to
physical environments including at the wider urban scale. However, this study is one of
the first to draw on the conceptual foundations of the S-O-R theory to investigate the
relationships of specific environment cues (e.g. design, sound, layout and functionality,
interactivity and sociability etc.) in a VR retail context. In order to adhere to calls for further
research on VR usability outlined above, this study draws on the theoretical foundations
of the Technology Acceptance Model (TAM) (Davis, 1989), given that a large stream of
research has confirmed its explanatory power in user technology adoption including
immersive technologies (e.g. Disztinger et al., 2017; Rese et al., 2017; Huang et al.,
2013).
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Moreover, this study focused on the wider urban scale (i.e. the city destination) given its
prominent role in attracting a wide variety of domestic and international visitors to the
specific place for retail purposes. Additionally, it is the role of urban place marketers to
integrate novel marketing methods to achieve this aim for urban places. Therefore, it is
important to investigate how new digital marketing methods and retail platforms could be
integrated into their strategic marketing plan in order for them to achieve this aim. Not
only will such research be useful for industry, it will contribute theoretically to several
research streams including VR, retail store environment, urban place marketing, S-O-R

and technology adoption.

1.2 Research Aim and Objectives
The overall aim of this research was to explore the influence of VR retail environment
cues on visitors’ behavioural intentions in the context of urban shopping destinations.

In order to fulfil the aim, the following four research objectives were developed:

1. Tocritically review four research areas including urban place marketing, retail store
environment, immersive technology and technology adoption;

2. Toinvestigate visitors’ behavioural response toward VR retail environment cues in
the context of urban shopping destinations;

3. To validate a proposed model portraying the influence of VR retail environment
cues on visitors’ behaviour in an urban shopping destination context;

4. To propose a new theoretical VR Visitor Behaviour S-O-R Model and provide

guidance to urban place/destination marketers.

In order to fulfil the aim, the first required step was to scope the topic areas that could
collectively inform this research project. Accordingly, four key areas were explored,
including urban place marketing, retail store environment, immersive technology (largely
drawing on VR and retail/tourism marketing) and technology adoption (Objective 1). By
doing so, it was revealed there is limited research investigating the influence of VR retail

environment cues in a specific retail marketing context. Therefore, it was important to
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employ an exploratory, qualitative approach in order to assess the applicability of the
employed theories in the particular context of this study, and more importantly, to identify
context-specific variables and locate these within a conceptual framework to test through
subsequent data collection (Objective 2). Validation of the proposed qualitative model
using quantitative measures was then required in order to support the validity of the model
and generalisability of results (Objective 3). By doing so, a final VR Visitor Behaviour
Model based on S-O-R theory was developed, which represented the main contribution
of this study (Objective 4). Theoretical contributions and practical implications, specifically
for urban place/destination marketers and VR developers and designers are offered in

the final chapter.

1.3 Thesis Structure

The thesis is divided into two parts. The first section focuses on the literature review and
the second section focuses on the primary data collection and analysis of results. More
specifically, the thesis consists of ten chapters and below is a synopsis of each chapter

as an overview for the reader.

Chapter 1: Introduction

The aim of the introduction was to provide background and justification to the study and
present the research aim and objectives. A justification of why the objectives and
employed research methods were required to achieve the study’s aim were also
presented. The thesis structure is then offered, which provides an overview of each of the

ten chapters.

Chapter 2: Urban Place Marketing and Consumer Behaviour

Chapter two aimed to provide context to the thesis by introducing the important role of
retailing in the marketing of urban places situated within the broader urban tourism
context. The chapter begins by exploring urban place/destination research and classifying
the various retail formats in urban shopping destinations. This is followed by a discussion

on the extensive retail environment research in-store and shopping centres, while drawing
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parallels with the wider urban centre and highlighting the lack of research on the latter by
comparison. Research focusing on omnichannel retailing including e-commerce and m-
commerce research is also reviewed in order to demonstrate the progression of literature
and the focus of research from traditional in-store retailing to multiple virtual retail
channels. Importantly, this chapter introduced the S-O-R theory and highlighted how it is
a dominant framework within research investigating human’s behavioural response to

various retail environments.

Chapter 3: Immersive Technologies and Technology Adoption

The purpose of this chapter was to provide an overview of immersive technologies before
moving on to discuss VR in more depth, given that it is the focus of this study. Additionally,
this chapter aimed to determine the core components of immersive experience that
distinguish VR technology from prior 2D marketing channels (e.g. online, mobile etc.),
including immersion and presence and increased simulation of multisensory cues.
Several applications of S-O-R to the VR context are then provided before the chapter
moved on to discuss technology adoption research and related theories. More
specifically, the final sections within this chapter highlighted how drawing on a dominant
technology adoption theory (i.e. TAM) could help to achieve the aim of this study, which
was to explore the influence of VR retail environment cues on visitor's behavioural

response in the context of urban shopping destinations.
Chapter 4: Literature Synthesis

The purpose of chapter four was to provide a synthesis of the literature streams that were
critically analysed in the previous chapters. By identifying, comparing and contrasting key
concepts and themes from the literature findings, this chapter draws conclusions on how
the findings address the research aim and objectives and how the common themes and
sub-topics informed the empirical aspect of this research. In terms of scoping the
literature, the previous chapter provided a parallel research by reviewing urban place
marketing research followed by traditional, e-commerce and m-commerce retailing
research. The aim of this chapter was to refine the specific commonalities and gaps for

further research of these prior findings in the context of VR and urban shopping

7|Page



destinations. The chapter begins with a discussion on S-O-R theory in order to provide a
justification for its adoption in this study. Then, the key research streams identified in the

previous literature chapter are discussed.
Chapter 5: Methodology

The methodology chapter presents the employed methods for the primary data collected
in this research project. This chapter begins by outlining the philosophical positioning of
this research and this is followed by outlining the research methods. This chapter aimed
to provide an in-depth discussion and justification of the approaches taken in each of the
research phases. Overall, the primary data collection was conducted in two research
phases. First, interviews with urban place marketers in the UK were gathered and this
was followed by interviews with visitors to an urban shopping destination in the UK
(Research Phase 1). Then, quantitative survey data were collected with potential visitors
to urban shopping destinations (Research Phase 2). The data collection process for each
research phase is outlined including the instrument design, population, sampling method
and analysis technique. The final sections present the reliability and validity, limitations

and ethical issues associated with aspects of the employed research design.
Chapter 6: Urban Place Marketers’ Interview Analysis

Chapter six presents the qualitative analysis of the interviews conducted with urban place
marketers in three urban shopping destinations (Manchester, Liverpool and Chester). The
interviews aimed to provide insights into urban place marketers’ views on the
opportunities and barriers of using immersive technologies (AR and VR) to market urban
places and their future intention to adopt these innovative technologies. This part of data
collection was one of two parts of Research Phase 1 of the data collection and contributed
to achieving objective two, which was to investigate visitors’ behavioural response toward
VR retail environment cues in the context of urban shopping destinations. Specifically,
this interview data helped to inform the second part of Research Phase 1 by indicating
that VR could be the most useful immersive technology for urban place marketers. From
here, this study’s focus was on VR as opposed to remaining focused on both AR and VR.
This chapter begins with an introduction to the interview analysis and each section

following this discussed the new and existing themes and sub-themes that emerged from
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the analysis. The chapter is then summarised indicating how the findings were used to
guide the next stage of data collection, which included interviews with visitors to a UK

urban shopping destination (Manchester).
Chapter 7: Visitor Interview Data Analysis

Chapter seven presents the qualitative analysis of the interviews conducted with visitors
to urban shopping destinations. The interviews contributed to achieving objective two,
which was to investigate visitors’ behavioural response toward VR retail environment
cues in the context of urban shopping destinations. During this stage of data collection,
participants experienced two VR retail applications followed by a one-to-one interview.
The interviews aimed to draw on participants’ affective and cognitive response to the
virtual retail environments in order to determine the influence of specific VR retalil
environment cues on visitors’ behavioural intentions and to draw out emergent, context-
specific themes and sub-themes. The chapter begins with an introduction to the visitor
interview analysis and highlights the new and existing themes and sub-themes before
moving on to discuss the findings. From the qualitative findings, hypotheses were
developed, which are outlined at the end of each subsection throughout this chapter. The
hypotheses informed the development of the qualitative VR Visitor Behaviour S-O-R
Model and the data provided a foundation for developing the survey. The hypotheses
were tested in the second, quantitative research phase in order to validate the proposed

model.
Chapter 8: Quantitative Data Analysis

Chapter eight presents the analysis of the quantitative data. The chapter begins with an
overview of the analysis techniques employed. Then, the descriptive analysis and
demographic profile of survey respondents are presented followed by the findings from
the analysis of the measurement model. The final section presents the structural model
analysis including how the VR Visitor Behaviour S-O-R Model was generated using PLS-
SEM.

Chapter 9: Discussion
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The aim of this chapter was to present the primary and secondary data synthesis and
present the new findings that have emerged from the primary data collection. Therefore,
the findings from the industry interviews and visitor interviews were synthesised with the
survey findings and prior literature in order to provide justifications for the final VR Visitor
Behaviour S-O-R Model proposed in the context of urban shopping destinations. The key
findings are presented in accordance to the main constructs of the proposed model and
each subsection discusses the results of the proposed hypotheses and the direct and

indirect relationships between constructs.
Chapter 10: Conclusion

The final chapter begins by reviewing how the aim and objectives were achieved. This is
followed by a discussion of the contributions to knowledge and practical implications for
urban place/destination marketers and VR developers and designers. Finally, the
limitations of this study and recommendations for both future research and urban place

marketing practice are offered.
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Chapter 2 — Urban Place Marketing and Consumer

Behaviour

2.1 Introduction

The following chapter aims to provide context for the thesis by introducing the important
role of retailing in urban place marketing. The chapter begins by exploring urban
place/destination research and classifying the various retail formats in urban shopping
destinations. Experiential marketing is then introduced, and this is followed by a
discussion of the extensive retail environment research in-store and shopping centres,
while drawing parallels with the wider urban centre and highlighting the lack of research
on the latter by comparison. Research focusing on omnichannel retailing including e-
commerce and m-commerce research is also reviewed in order to demonstrate the
progression of literature and the focus of research from traditional in-store retailing to
omnichannel retailing through multiple virtual retail channels. Importantly, this chapter
introduced the S-O-R theory and highlighted how it is a dominant framework within

research investigating human’s behavioural response to various retail environments.

2.1.1 Defining Urban Tourism

Urban tourism is an important, and worldwide, form of tourism, however, in comparison
to tourism in other types of destinations, urban tourism has received much less attention
from both tourism and city scholars (Horvath, 2018; Ashworth and Page, 2011; Edwards
etal., 2008; Ashworth, 2003). Urban tourism destinations have been defined as distinctive
geographic areas within a larger urban area that is characterised by a concentration of
tourist-related land uses, activities and visitation, with fairly definable boundaries (Hayllar
and Griffin, 2005). Accordingly, urban tourism, or city tourism, can be defined as the set
of tourist resources or activities located in towns and cities, offered to visitors from
elsewhere, and often characterised by non-agricultural based economy (e.g.
administration, trade and services), offering a broad range of cultural, architectural,
technological, social, and natural experiences and products for both leisure and business
(UNWTO, 2018; Shoval and Raveh, 2004). Previously, researchers have argued that an
analysis of tourism in world cities remains “noticeable by its absence” (Ashworth and
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Page, 2011, p. 5) and still resonates alongside the call for more studies of urban tourism

(Maitland and Ritchie, 2007), especially in global cities (Henderson, 2017).

Urban destinations are vibrant epicentres of culture and commerce, and some of the
greatest tourism destinations in the world are cities that continue to attract a vast and
increasing number of visitors each year (UNWTO, 2014; Bock, 2015). Cities are now
home to the majority of the global population, accommodating more than fifty percent of
the world population and generate more than 60% gross domestic product (GDP)
(UNWTO, 2018; Griffin and Dimanche, 2017). Indeed, cities offer abundant reasons for
people to visit and reside, which has led to them becoming highly populated and
continuously growing (Lalicic and Onder, 2018; Xu and Zhang, 2016; Edwards et al.,
2008; Page and Hall, 2003). Cities often provide a wealth of amenities and attractions
located in the innermost parts of the metropolitan area such as major cultural attractions
including museums, theatres and art galleries, business districts, shopping districts, and
urban parks (Henderson, 2017; Shoval and Raveh, 2004; Burtenshaw et al., 1991). These
amenities and attractions may not be specifically designed for tourism purposes and often
a significant proportion of users are local residents and commuters (Edwards et al., 2008).
Accordingly, the target groups of cities are wide and varied and include residents,

companies, tourists and other visitors (van den Berg and Braun, 1999).

2.1.2 Visitors’ Changing Behaviour

The city serves these groups in various ways. For residents, the city is a place to live,
work and relax and supplies a wide range of facilities such as education and healthcare;
for companies, the city is a place to locate, conduct business and recruit employees (van
den Berg and Braun, 1999). For tourists and other visitors, it offers a combination of
culture, education and entertainment (van den Berg and Braun, 1999). The UNWTO
Statistics Guidelines (2010) defined a visitor as, “someone who is making a visit to a main
destination outside his/her usual environment for less than a year for any purpose
[including] holidays, leisure and recreation, business, health, education, or other
purposes...this scope is much wider than the traditional perception of tourists, which

included only those travelling for leisure”. Accordingly, the various types of visitors have
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been divided into three categories including tourists, same day visitors, and leisure day

visitors (Tourism Society, 2018), which are defined further in Table 2.1.

Table 2.1. Visitor Categorisation

Visitor Type Description

Tourist Visitors saying away from home for one or more nights for any main purpose
including holidays, leisure and recreation, business, health, education or other
purposes.

Same day Same day visitors are also known as tourist day visitors and includes those spending

visitor at least three hours away from home outside their usual environment for general

leisure, recreational and social purposes. Many are local residents of an area.
Leisure day Those spending less than three hours away from home but outside their usual
visitor environment for general leisure, recreational or social purposes. Short stay leisure
day visitors should be formally recognised in destination management decisions
because they contribute directly to the local visitor economy. The majority of this
group are residents of destinations and within the local catchment area.

(Source: Tourism Society, 2018)

In recent years the proliferation of Information and Communication Technologies (ICTs),
transportation infrastructure, changing economies and experiential travel have
contributed to an increasing demand for urban tourism, a change in visitor behaviour,
and, moreover, are transforming the nature of travel and the visitor experience (Lalicic
and Onder, 2018; Bock, 2015; Ben-Dalia et al., 2013; Kolb, 2006). More specifically, the
increase in urban attractiveness around the globe can be explained by several factors
such as increase in urban tourism destinations (Law, 1996; Alegre and Juaneda, 2006),
urbanisation (i.e. increase in people living in towns and cities) (UNWTO, 2014), increase
in low cost carriers and number of people taking several trips per year (Falk and Katz-
Gerro, 2017; Bock, 2015) and the increase of the internet (Bock, 2015). In support of this,
prior research indicated that the increasing demand for urban tourism has been offset by
the large variety of possible destinations, which has resulted in increasing competition
between cities (Law, 1996; Alegre and Juaneda, 2006). Urbanisation is believed to
reinforce the trend towards urban tourism, as people living in cities are more likely to

associate with and visit other cities (UNWTO, 2014). The increase in low cost carriers and
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their expanded and improved flight networks has meant that city trips are more affordable
and accessible to the masses (Bock, 2015; Falk and Katz-Gerro, 2017).

Complementary to this is the proportion of the population taking several trips per year,
which is continuously on the rise, and there is a tendency to take numerous short breaks
as opposed to one main holiday per year (Dunne, Flanagan, and Buckley, 2010). The
increasing availability of the internet has meant that information can be easily accessed,
and trips booked online, which has also greatly facilitated urban tourism (Bock, 2015).
Nowadays, it is more common for people to have more flexible working hours that allow
for more travel and there is increasing availability for cheaper lodging (e.g. AirBnB) (Falk
and Katz-Gerro, 2017). Simply put, the world is becoming more urban with greater
diversity in populations living in the same areas, generating increasingly cosmopolitan
metropolises whose residents have expanding networks globally (Griffin and Dimanche,
2017).

However, cities are faced with great challenges in terms of new economic trends (i.e. the
creative economy), demographic transformations (e.g. ageing societies), old and new
environmental concerns (e.g. pollution and climate change), and far-reaching implications
of new technologies (e.g. digital tools, with wide applications in different fields) (Romé&o,
2018). As a result of current conditions of the globalised economy, the competition for
attracting visitors is even greater and city marketing plays a decisive role in this aspect
(Xu and Zhang, 2016; Deffner and Liouris, 2005). In response to the multifaceted and
intense competition among urban tourism destinations around the globe, cities are forced
to integrate new and innovative marketing strategies to attract and retain visitors (Xu and
Zhang, 2016; Metaxas, 2010; Daskapoulou and Petrou, 2009; Kotler et al., 1999). It is
also argued that plans to develop local attractions, activities, and infrastructure elements
must be incorporated into a city’s urban tourism strategy in order to establish a
competitive advantage and sustain long-term tourism growth (Xu and Zhang, 2016).
Additionally, tourism researchers and professionals must study urban tourism and attempt

to understand and internalise visitors’ needs and perceptions (Ben-Dalia et al., 2013).

14| Page



2.1.3 Trends in Urban Tourism Research

Although research interest in urban tourism has increased in recent years, it remains
comparatively limited given its size and significance (Griffin and Dimanche, 2017;
Ashworth and Page 2011; Ashworth, 2003; Selby, 2004; Page and Hall, 2003). Previous
urban tourism studies focused on visitor activity within a specific destination (Shaw and
Williams, 1994), urban renewal or revitalisation (Doyle, 2004; Rex and Blair, 2003), and
capital cities based on knowledge and creativity (Carrillo, 2004; Daniels and Bryson,
2002; Florida, 2004; Komninos, 2002; Sim et al., 2002; Landry, 2000). In the field of urban
studies, research topics include wurban tourist destination competitiveness
(Daskalopoulou and Petrou, 2009), the economic impact of tourism on urban growth (Ma,
Hong, and Zhang, 2015; Law, 1992), and urban tourism planning strategies (Chang,
1997; Law, 1996). Although not a new area of research, Csaba (2005) pointed out an
increasing research interest in place branding. However, Merrilees et al., (2009) argued
that although urban studies enrich the understanding of city character, there lacks a
branding foundation. Nevertheless, several studies have emerged since then focusing on
place branding (de Noronha et al., 2017; Zenker et al., 2017) and city branding (Kaya and
Marangoz, 2014; Kavaratzis, 2004).

There is also ongoing research in the tourism management literature focusing on urban
tourism. In particular, several research areas have received increasing interest including
the preferences and behaviours of urban visitors (Shoval and Raveh, 2004; Suh and
McAvoy, 2005) and the characteristics of urban destinations (e.g. public image) (Xiang
and Pan, 2011). More recently, studies have focused on urban tourism planning and
smart cities (Lalicic and Onder, 2018), travel decisions (Falk and Katz-Gerro, 2017),
tourism planning and placemaking (Lew, 2017), and place branding (Roult et al., 2016).
According to Deffner and Liouris (2005), the nature of cities as tourism destinations is
extremely complicated, and a complete study or urban tourism includes the examination
of the reasons for visiting a city, the type of visitors, the impact of tourism on the urban
environment, management and planning techniques, and an examination of planning and

marketing a city as a tourism destination.
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2.1.4 Urban Tourism Product

When marketing a city as a tourism destination, marketers must consider the overall
tourism product, which can be defined as a complex set of various physical resources,
activities, and services that are combined to generate a desirable visitor experience
(Cirikovi¢, 2014). The primary tourism products are factors that attract visitors to a
particular destination and the diversification, intensification and linkage of these products
can be crucial for the competitiveness and sustainable development of specific
destinations (Benur and Bramwell, 2015). Effectively marketing the tourism product can
be achieved through a specific elements’ combination of the traditional marketing mix
(4P’s = product, place, price, and promotion), which can be defined as the combination
of marketing measures needed to achieve the desired strategy (Cirikovi¢, 2014; Kolb,
2006; Ashworth and Voogd, 1990). Within this, place is a set of organisational activities
that make products available to consumers and this perspective suggests that consumers
obtain value primarily through place location, convenience, and product offerings
(Rosenbaum et al., 2017). The extension of the traditional marketing mix and what is
commonly known as the services marketing mix (i.e. 7 P’s), incorporates people,
processes, and physical evidence (Booms and Bitner, 1981). Previously, Smyth (1994)
argued that primary tourism products comprise an amalgam of five elements including
physical plant (e.g. natural features and weather), the input of services, hospitality,
choices for tourists, tourist involvement in the delivery of services, and also experiences.
Although there is no consensus definition of a tourism product in the relevant literature, a
common understanding is that such a product must appeal to travellers seeking either
business or leisure activities (Xu, 2010). Employing a marketing perspective, Xu (2010,
p. 608) defined a tourism product as “whatever aims to cater to tourism needs and is
promoted in the marketplace...for tourists, the product is a complete experience that fulfils

multiple tourism needs and provides corresponding benefits”.

2.2 Place Marketing

2.2.1 Defining Place Marketing

However, when marketing cities the product also becomes the place, meaning that
promotion is vital because potential visitors must be motivated to visit (Kaya and
Marangoz, 2014; Cirikovi¢, 2014; Xu, 2010; Kolb, 2006). Hence, there is a recognition
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that tourists’ experience is of the place and its inherent characteristics (physical,
aesthetic, and cultural), rather than simply relating to a tourism product or service that is
purchased and consumed (Griffin and Hayllar, 2009). The concept of place is important
in the marketing discipline and stereotypically can be defined as a set of organisational
activities that make products available to target consumers, which could include channel

selection and logistics (Rosenbaum et al., 2017; Armstrong and Kotler, 2015).

In this context, van den Berg and Braun (1999, p.994) stated that an urban place provides
a vast number and diversity of products eligible for marketing such as shopping centres,
office spaces, but also museums, art festivals or sports events. Urban products are often
characterised by lack of flexibility and longevity and can rarely be isolated from their
environment (van den Berg and Braun, 1999). In the urban tourism context, researchers
(van den Berg et al., 1995) have distinguished between the primary tourist products (e.g.
tourist attractions) and the secondary tourist products (e.g. accessibility). Destinations
depend on their primary tourism products (e.g. museum) as key pull factors motivating
people to visit and tourism product developers and marketers should consider both the
tangible and intangible elements of the tourism product (Benur and Bramwell, 2015; Xu,
2010). Accordingly, a primary tourist product will attract more visitors if there are

secondary products nearby (e.g. restaurants and shops) (van den Berg et al., 1995).

The concept of place is also studied in the geography literature; where there appears to
be various approaches to studying this phenomenon namely, descriptive, social
constructionist and phenomenological (Creswell, 2004). More specifically, regional
geographers take a descriptive approach to place and consider the world being a set of
places, each of which can be studied as a unique and particular entity (Creswell, 2004).
While a social constructionist approach to place is interested in these particularities of
place, they are only concerned with them as instances of more general underlying social
processes (Creswell, 2004). In comparison, humanistic geographers, neo—humanists
and phenomenological philosophers (Malpas, 1999; Sack, 1997; Casey, 1998; Tuan,
1974) take a phenomenological approach to place, which seeks to define the essence of
human existence as one that is necessarily and importantly “in-place” and are therefore

more interested in “Place” than “places” (Creswell, 2004, p.51). Accordingly, Creswell
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(2004) argued that the central argument about place in the geography literature and
beyond seems to be between those who write of place in terms of individual places
including their locations, boundaries and associated meanings and practices (e.g.
regional geographers), and those who want to argue for a deeper primal sense of place
(e.g. philosophers of place). According to Hayllar et al., (2008), cities are essentially
human spaces where visitors and locals create places for human interaction — to meet,
eat, shop or pass time. Research in the tourism domain (Hayllar and Griffin, 2005; Hayllar
and Griffin, 2006, Griffin and Hayllar, 2006) has indicated that a distinctive sense of place

is fundamental to the visitor experience.

2.2.2 The Practice of Place Marketing

Place marketing has become an increasingly common strategy over the last 30 years for
urban centres aiming to gain a competitive advantage within more competitive spatial
environments (Henshaw et al., 2016). Place marketing can be defined as “the coordinated
use of marketing tools supported by a shared customer-oriented philosophy, for creating,
communicating, delivering, and exchanging urban offerings that have value for the city’s
customers and the city’s community at large” (Braun, 2008, p.43). Drawing on a range of
definitions, Warnaby et al., (2002) specifically defined urban place marketing to
encompass three key dimensions. First, urban place marketing is the responsibility of a
range of actors from public, private and voluntary sectors that collaborate in order to
implement entrepreneurial activities (Warnaby et al., 2002). Second, urban place
marketing is concerned with ascertaining and meeting the needs and expectations of a
range of users and potential users of the urban place (Warnaby et al., 2002). Finally,
urban place marketing involves the commaodification of selected attributes of the urban
place in order to promote a positive image of the place as a holistic entity (Warnaby et
al., 2002). According to Madsen (1992), place marketing strategies and activities must be
directed towards specific place user groups in order to better ensure commercial success.
Additionally, it is important that place marketers understand the attractiveness of their

place compared with others from a place user’s point of view (Skinner, 2008).

Researchers have conceptualised three levels of urban place marketing: (1) individual

urban goods and services, (2) clusters of related services, and (3) the urban
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agglomeration as a whole. In the first level, marketing is concerned with the marketing of
one facility, service or attraction and the marketing strategy is planned and implemented
by those responsible for their management (Warnaby et al., 2005; Van den Berg and
Braun, 1999). The second category comprises several related individual urban goods and
services (e.g. urban tourism and retail facilities) that comprise of the first level elements
(Warnaby et al., 2005; Van den Berg and Braun, 1999). The third and final level is
concerned with the urban agglomeration as a whole and focuses on identity and image-
building, specifically the combination of individual goods, services, and clusters that may
be promoted to distinct target segments that associate with the city’s image (Warnaby et
al., 2005; Van den Berg and Braun, 1999; Ashworth and Voogd, 1990). Warnaby et al.,
(2005) argued that the entire retail provision within the traditional centres of urban areas
could be considered as one of the ‘clusters’ of related attributes/services. As such,
retailing will interact with other place product elements (e.g. facilities, services, attractions
etc.) to produce a ‘holistic’ place product that customers perceive to be greater than the

sum in parts (Warnaby et al., 2005).

Although the marketing of urban places has been practiced since the nineteenth century
(Ward, 1998), urban places have since found themselves in an increasingly competitive
environment and the importance and intensity of this activity has since increased
(Warnaby et al., 2002). Nowadays, urban management must be conducted in a more
strategic, competitive and market-oriented approach and be able to respond to the trend
for increasing competition and interdependence between the cities that derive from the
globalised economy (Deffner and Liouris, 2005). Indeed, the marketing of towns and cities
is a challenge in terms of creativity and ideas, but it is also an organisational challenge,
meaning that cities need to invest more in the human resources than most of them have
(van den Berg and Braun, 1999). Cities also need to be competitive at national and
international level, which puts high demand on urban management and causes cities and
towns to implement marketing as a weapon against competition (van den Berg and Braun,
1999). Furthermore, urban place marketing is considered an element of urban policy (van
den Berg and Braun, 1999), and is practised in a range of contexts including geography,
architecture (e.g. Najafi and Shariff, 2011; Castello, 2006) and tourism (e.g. Lew, 2017;
Smith, 2014).
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2.2.3 Place Marketing in a Tourism Context

In the tourism literature, studies have focused on tourism place-making (e.g. Hultman and
Hall, 2012), place branding in tourism (e.g. Alexander, Teller, and Wood, 2019; Almeyda-
ibafiez and George, 2017), the emotional dimension of rural tourism experiences (e.g.
Jepson and Sharpley, 2015), the contribution of the physical environment to sense of
place (e.g. Stedman, 2011), sense of place and tourism business development (e.g. Liu
and Cheung, 2016) and tourism/destination marketing (e.g. Pike and Ives, 2018;
Bramwell and Rawding, 1996). The marketing and management of destinations is also a
key field of academic study and an important issue in the tourism industry (Sammy,
Robinson, and Oriade, 2017). Destination marketing is an important topic of research in
leisure tourism (Wang and Pizam, 2011) and a substantial number of studies have

emerged in this area (e.g. Nagai et al., 2018; Sheehan et al., 2016; Torres, 2015).

Central to the marketing of regional tourism is Destination Management Organisations
(DMOs), which were initially formed over a century ago to maximise the economic impact
of visitors to a specific area (Pouder et al., 2018; McCamley et al., 2012). DMOs can be
defined as the organisation responsible for the coordination of the complex tourism
industry and command the support for all key sectors and actors in the tourism system
(Nagai et al., 2018; Ritchie and Crouch, 2003). Accordingly, the ultimate role of a DMO is
to enhance the long-term competitiveness of a destination and in order to develop a
competitive advantage and sustainable long-term tourism growth, the city’s urban tourism
strategy must incorporate plans to develop local attractions, activities, and infrastructure
elements (Xu and Zhang, 2016; Cooper et al., 2008). Their marketing activities
encompass a wide range of planned events that enhance visitors’ experience with the
goal of supporting the long-term economic development of communities through
increased visitor spending while enhancing the well-being of residents (Pouder et al.,
2018; Bornhorst et al., 2010).

However, strategic marketing and management in tourism is complicated due to the
complex nature of the tourism industry given that it consists of both public and private
sector companies, provides a variety of goods and services, and is quite fragmented

(McCamley et al., 2012; Gilmore, 2003). Therefore, marketing management requires the
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collaboration of public, private, and local community organisations to work together and
generate a management approach in order to implement the right marketing strategy for
the destination to remain competitive (Nagai et al., 2018; Torres, 2015; Gilmore and
Simmons, 2007). Researchers have argued that DMOSs’ ability to manage a destination
largely influences the destination’s sustainability and competitiveness (e.g. Ritchie and
Crouch, 2003; Volgger and Pachlaner, 2014).

However, the legitimacy and effectiveness of DMOs in contemporary society has been
criticized due to their limited ability to reinvent themselves in response to radical social,
technological (including the rapid growth of online media technologies), economic, and
political transformations that are occurring in the external environment (Sheehan et al.,
2016; Dredge, 2016a, 2016b; Hall and Veer, 2016; Munar, 2016; Reinhold, Laesser, and
Beritelli, 2015). Therefore, this presses the need for DMOs to develop a more strategic
approach supported by knowledge acquisition and knowledge management capabilities
(Sheehan et al., 2016). Indeed, the functional aspects of a tourist destination are no longer
sufficient to attract visitors (Hanna and Rowley, 2019), therefore, it is important that DMOs
capitalise on and communicate the emotional attributes of their destination, which are key
to building relationship between the destination/place and visitors (Hultman et al., 2015).
In light of increased global competition, destinations have turned towards branding and
marketing strategies (Zavattaro et al., 2015). It has become important for brand managers
to have accurate evaluations of their success to better align usually limited resources with
practices that can increase tourism to a destination (Jacobsen and Munar, 2012; Zenker
and Martin, 2011).

2.2.4 Place Branding

With any brand, the goal is to attract and retain customers to ensure brand and product
success (Zavattaro et al., 2015). Kotler and Levy (1969) translated the idea of product
marketing into the services realm, noting that places and services are marketed similarly
to products. Nowadays, branding is a construct increasingly being applied to regions,
nations, retail districts, shopping centres and town centres (De Noronha et al., 2017). This
also applies to destinations where destination branding has been defined as a way to

communicate a destination’s unique identity by differentiating a destination from its
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competitors (Morrison and Anderson, 2002). Similarly, place branding is used when
referring to the branding of countries, regions, and cities (Caldwell and Freire, 2004) and
it has been argued that branding is the natural starting point for the marketing of places
(Keller, 1998). Hence, given their similarities, Merrilees et al., (2009) argued that

destination branding and place branding are arguably interchangeable terms.

Numerous practitioners and scholars (e.g. Trueman, Cook and Cornelius, 2008; Kotler,
Hamlin, Rein, and Haider, 2002; Murphy, Pritchard and Smith, 2000) have agreed that
the branding aspect of place marketing is key to leveraging the tangible and intangible
characteristics of places in order to attract investment, tourism and potential new
residents (Page and Hardyman, 1996). Branding places generally becomes more
complicated than branding a product because of the myriad stakeholders involved (e.g.
tourists, families, students, large corporations, small businesses, hospitality professionals
etc.) (Zavattaro et al., 2015; Kavaratzis and Hatch, 2013; Kavaratzis, 2012; Kemp et al.,
2012; Zenker and Martin, 2011; Balakrishnan, 2009; Hankinson, 2005). Often, a lead
DMO (e.g. at nation, state or local governmental level, or specific tourism entities) is
responsible for creating an overall place brand strategy (Zavattaro et al., 2015; Hanna
and Rowley, 2015). The increased marketing by governments and other bodies related
to tourism, planning and city management has resulted in more sophisticated application
of branding and marketing including social media (Zhou and Wang, 2014). However,
varied economic and political standpoints will influence the level of involvement of DMOs

within creating branding strategies (Webster, Ivanov, and lllum, 2009).

City branding constitutes a sub-field of place branding and focuses on the marketing and
branding of cities to the residents and potential residents as a place to live, to businesses
as a place to invest, and visitors a place to visit (Merrilees et al., 2009). City branding has
arguably been practiced consciously or unconsciously since cities began competing with
one another (Kavaratzis and Ashworth, 2005). Cities develop place branding strategies
to survive in global competition, to be valuable and distinctive, and to increase its
preferability (I¢li and Vural, 2010). Given the multitude of target audiences and city
stakeholders (e.g. visitors, residents, public institutes, investors, and non-governmental

organisations), it is important that cities consider branding in a wide range of contexts,
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and in respect of the strategic management of various stakeholders (Hanna and Rowley,
2015; Kavaratzis, 2004). Kavaratzis (2004) argued that cities resemble corporate brands
because they are complex entities that deal with multiple identities, address various
stakeholders and have social responsibilities, which means that cities can be promoted
in a similar way to brands. Similar to products that are sold under an umbrella brand,

various products and services within the city can be marketed (Prilenska, 2012).

2.2.5 The Role of Retailing in Urban Places

Nowadays, urban tourism destinations are using retailing as a central marketing strategy
to attract visitors and are therefore positioning themselves as shopping destinations. For
instance, a number of destinations in Asia, Europe and the U.S. have already
distinguished themselves as shopping destinations (Rabbiosi, 2011). They range from
fashion capitals such as Paris, London, and New York (Anttiroiko, 2014), to cities and
neighbourhoods characterised by a high density of traditional shops and markets with an
ethnic and/or authentic character (e.g. night markets in South-East-Asian cities) (Hsieh
and Chang, 2006). There are cities and neighbourhoods characterised by a high density
of hypermodern shops (e.g. Dubai) (Henderson, 2006), or fake villages completely
devoted to mass consumption and retail (lifestyle centres, retail parks, themed-based
outlet centres) (Rabbiosi, 2011). In the UK, there has been a vast increase in the
marketing and promotion of urban areas since the 1970’s (Warnaby and Medway, 2004)
and nowadays, shopping is one of the most popular activities for overseas visitors to
Britain (Visit Britain, 2014). Therefore, the term urban shopping destinations could be
used to classify those city destinations that strive to attract new and existing visitors for
shopping purposes and assert the role of retailing in urban place marketing strategies

and in the regeneration of the urban economy.

Indeed, retailing in general and shopping centres more specifically, are an important
component of the tourism industry, especially when it is intertwined with visiting
entertainment facilities (e.g. attractions, facilities) that are an integral component of
shopping centres (Williams, 2012; Choi et al., 2016). Developing a shopping centre in a
specific area, or a lively shopping area within a town centre, could lead to increased

tourism and increased investments and re-developments throughout the area, from local
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eateries to major attractions, and therefore create opportunities for regional income and
employment (Choi et al., 2016; Harris, 2012; Williams, 2012). Therefore, retail is often
used in the promotion of city destinations, for instance, the images offered to promote
Paris as a leisure-shopping destination are embedded within the cultural promotion of the
city (Rabbiosi, 2011).

2.2.6 The Management of Retail Places in the UK

Place management is the management of places and can be defined as “a coordinated,
area-based, multi-stakeholder approach to improve locations, harnessing the skills,
experiences and resources of those in the private, public and voluntary sectors”
(Scaramanga, 2012, p.74). The concept of place management is not new and has
evolved considerably over the last four decades (De Noronha et al., 2017). Initially, the
focus was on town centres as shopping destinations (Davies and Bennison, 1978) before

moving to a much more holistic view of the role of town and city centres (Whyatt, 2004).

In the UK, those responsible for encouraging visitors to travel to the city to shop are
DMOs, Town Centre Management Schemes (TCMs), and Business Improvement
Districts (BIDs). The Association of Town and City Management (ATCM) is a not-for-profit
organisation that represents the interests of the sector including key public and private
stakeholders who develop and implement strategies, visions, and action plans for town
and city centres throughout the UK and Ireland (Findlay and Sparks, 2008; De Noronha
et al.,, 2017). ATCM defined TCM as “a co-ordinated pro-active initiative designed to
ensure that our town and city centres are desirable and attractive places. In nearly all
instances the initiative is a partnership between the public and private sectors and brings
together a wide-range of key interests” (ATCM, 2016).

TCMs began in the 1980s and 1990s (ATCM, 1999) and during this time, TCM schemes
focused on providing better town centre environments for retailers and town centre users,
while improving the town or cities attractiveness and competitiveness (Findlay and
Sparks, 2008). However, according to Warnaby and Medway (2006), the ability of TCM
schemes to plan and implement effective marketing activities was arguably compromised
by funding discontinuity and the related issues of free-riding, which meant that the

majority of urban stakeholders were enjoying the benefits arising from TCM activities but
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not contributing to them. As such, TCMs and their delivery have evolved considerably

over the last decade (De Noronha et al., 2017).

ATCM was a key organisation in facilitating the transition from TCM to Business
Improvement Districts (BIDs) (Findlay and Sparks, 2008), which gained increasing
interest from the early 1990s in the UK (ATCM, 1997). By the time the legislation to enable
BIDs was passed, it was suggested that there were as many as 450 TCM schemes
operating in the UK (Hollins, 2004). Cotterill et al., (2019) defined BIDs as, “business-led
partnerships that agree by ballot to pay an extra levy on their business rates based on
their rateable value to fund activities, services and improvements that will benefit the
businesses and the place in which they operate”. In short, the additional levy that
businesses in a selected area agree to pay is directed towards the improvement of places
(Peyroux, Putz, and Glasze, 2012). BIDs were regarded as a means of overcoming some
of the inherent problems arising from the essentially voluntary nature of stakeholder
participation in TCMs as previously mentioned (Cotterill et al., 2019). Together with
DMOs, BIDs are responsible for the management of retailing in urban shopping
destinations. More specifically, the fundamental purpose of BIDs is to improve the
attractiveness of a specific geographic location and since BIDs were introduced to the UK
in 2004, they have become an important mechanism for place management (Cotterill et
al., 2019).

Compared with TCMs, BIDs widened the funding base, required much more engagement
with businesses, and offered a fixed period over which to plan and operate (Cotterill et
al., 2019). As such, BIDs are wider than retail and incorporate all businesses in the
designated area, meaning that projects will not be tailored specifically to retailing as in
TCMs (Findlay and Sparks, 2008). However, a report by the Institute of Place
Management (IPM) (Cotterill et al., 2019) argued that although BIDs have a wide base,
retail is core to this base, and the changes that are happening to town centre retail will
impact on the potential funding base for many BIDs and their activities. More specifically,
the impact of change in town centres will influence the future development of BIDs and it
is those BIDs who are inclusive of all business types and can reach out to other important

groups (e.g. residents) that will be more able to manage this change (Cotterill et al., 2019).
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Over the last two decades, TCMs and BIDs have attracted much attention from
researchers (Forsberg et al., 1999; Hoyt, 2005; Ruffin, 2008; Wells, 1991).

2.2.7 Retail Developments in the UK Context

The complex retail sector comprises a hierarchy of town and city centres with significant
variation in terms of both size and catchment, diverse micro-locations within these areas,
and a varied and ever-changing range of formats (Hughes and Jackson, 2015). Retalil
places are manifest in the diversity of retail formats such as large-scale, out-of-town
shopping centres, outlet centres, shopping villages and town centres (Alexander and
Kent, 2017). Town centre is a term previously used to identify a city, town or traditional
suburban centre that provides a broad range of facilities, services, and functions as a
focus for both the community and public transport (Department of the Environment, 1993).
The primary function of town centres is service provision for a local and non-local
population (e.g. commuters and visitors) (Page and Hardyman, 1996). City centres
continue to be successful because their size operates as a magnet for shoppers and also
because they are attractive to leisure shoppers looking for a day-out experience (Jones
and Livingstone, 2018). This is also augmented by multi-channel retailers seeking to use

their stores as destinations to showroom their goods (Jones and Livingstone, 2018).

Over decades, town centres have evolved with new shopping centres built and the greater
flexibility to consumers offered by this format led to the decline of department stores,
which where the traditional anchors of these high street locations (Jones and Orr, 1999).
Consumers act differently in various types of shopping centre environments (e.g.
enclosed shopping centres, town centre), which means it is important to consider visitors
experience in different shopping centre formats independently (Yan and Eckman, 2009).
Indeed, shopping centre and town centre shopping is the most popular shopping

destination for overseas visitors to the UK (Visit Britain, 2014).

Since the 1990s, planning policies in the UK context have generally sought to concentrate
retail development within town centres (Adams and Tiesdell, 2013). A primary motivation
for such schemes was to counter the effect of retail decentralisation and protect traditional
town centre destinations against the movement of out of town retail developments, which

became a direct competitor to retail provision in traditional urban centres from the 1970’s
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(Cotterill et al., 2019; Warnaby and Medway, 2004). For instance, Regional Shopping
Centres (RSCs), which are often located out-of-town or edge-of-town in the UK (Warnaby
and Medway, 2004), attempt to provide consumers with the full range of goods and
services anticipated in a medium-sized town centre, but all under one roof (Guy, 1998)
and are considered the closest to offering a complete alternative to town centre shopping
(McGoldrick, 2002). Local and regional tourism bodies in the UK have indicated that
RCSs can help raise the tourism profile of an area and are often used in targeted tourism
marketing and have been an important factor in attracting international markets
(Robertson and Fennell, 2007). For instance, RSCs tend to draw a wider catchment area,
which draws a different sort of shopping trip such as a day out or for an occasion, and
often such centres are considered more leisurely shopping trips (Robertson and Fennell,
2007).

However, the growth of these centres and in town shopping malls in cities, combined with
improved inter-urban motorways has contributed to bringing greater concentration of
sales in regional centres (Jones and Livingstone, 2018). In the UK, large RSCs (e.g. The
Trafford Centre in Manchester and The Metro Centre in Newcastle) began to be
constructed during the 1980s and 1990s supplying visitors with a comprehensive range
of high-street names, as well as restaurants, cinemas and free parking, all in one complex
(Harris, 2012). At this time, RSCs had a direct negative impact on the footfall in many
surrounding high street areas as they attracted many visitors (Harris, 2012; Williams,
2012), and the central focus for retailers began to evolve around achieving differentiation
in a growingly competitive market through attractive in-store design (McGoldrick, 2002).
In previous years (1998-2010), a large increase in clothing and footwear stores in regional
centres has been directly linked with a parallel decline in sub regional and town centres
(Genecon, 2011).

As a result, out-of-town shopping centres and retail parks have become to represent
damaging threats to town centres (Thomas, Bromley, and Tallon, 2006; Guy, 2000) given
that they attract national retailers from the traditional high street and there is an increasing
overlap in the goods available for sale (Jones and Livingstone, 2015). Additionally,

shopping centres are attractive and appealing to the leisure-tourist-shopper, rather than
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the utilitarian shopper (Howard, 2007), meaning that these retailers can enhance the
purchasing experience by turning shopping into an event and entertainment (Dennis,
Harris, and Sandhu, 2002) and creating a “destination store mind set” (Katros, 2000,
p.76). The relative disadvantages of high streets compared with out-of-town shopping
includes for example, availability and cost of car parking (Portas, 2011). As such,
traditional local shopping centres are being displaced by retail parks and superstores in

decentralised locations with easy car access (Jones and Livingstone, 2018).

The concept of retail agglomeration can be used to define “a group of retail stores in close
proximity, which cooperate and compete with each other simultaneously” (Sanyal and
Ghoash, 2017, p.1). Retail agglomerations are an omnipresent feature of the urban
environment in both developed and developing nations and are therefore an important
element of the urban place product (Whyatt, 2004; Short and Kim, 1998). These store
clusters are a reaction to the increasing competition among urban places such as districts,
towns and cities (Teller and Reutterer, 2008). They also function as attractors for multiple
place user groups such as prospective and existing residents, tourists, visitors,
consumers and employees (Shaw and Williams, 1992). Hence, retailers have an
influence on the attractiveness of an urban place from the visitor perspective (Warnaby
and Davies, 1997). Created agglomerations are the product of an explicit process of
planning and design, which could include shopping centres located on the outskirts of
towns and cities (Teller and Elms, 2012). Evolved retail agglomerations including
shopping streets and other kinds of urban store clusters are an integral part of the urban
fabric (Teller and EIms, 2012). Retailers located in urban retail agglomerations can benefit
from using infrastructural services (e.g. parking facilities, traffic infrastructure, provision
of cash dispensers, public toilets, etc.) that they might not have themselves (Teller and
Elms, 2010). Additionally, retailers can benefit from customer streams, which occur
naturally within an urban place such as residents, tourists or employees (Teller and Elms,
2012). Indeed, retailers intentionally cooperate in order to gain a larger share of consumer

visits to agglomerations within their relevant choice set (Howard, 1997; Teller, 2008).

In town centres, entire creative quarters are identified as important contributors to vibrant

and successful places, and have created opportunities for small-scale retail, independent
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and often creator-owned shops, accompanied by cafés bars and restaurants, which serve
the creative community and through their association with design, they attract a wider
market (Alexander and Kent, 2017). Such quarters have created opportunities for small-
scale retail, independent and often creator-owned shops, accompanied by cafés bars and
restaurants (Alexander and Kent, 2017). They serve the creative community and through
their association with design, they attract a wider market (Alexander and Kent, 2017).
Town centres must compete with other towns and out-of-town developments that have
the same aim to attract visitor income (Harris, 2012). However, retailing in urban places
suffers from not being embedded within purpose-built shopping environments (Teller and
Elms, 2010) and compared to created retail agglomerations (e.g. shopping centres), an
evolved retail agglomeration (i.e. city/town centre) can be more challenging to manage
efficiently (Teller, 2008). To market an urban environment, which retail agglomeration is
an integral part of, it is crucial to understand a place’s characteristics relative to its
competitors and to identify the different place user groups that inhabit it (Hospers, 2006).
Although many town centres are large, size is not the necessarily the key attraction for
visitors, it is about providing something different that catches the public’s imagination
(Harris, 2012). Revitalising the main streets and historic areas can be used to attract foot
traffic for retailers and encourage shoppers to spend money (Kim et al., 2007). These
centres attract a critical mass of consumers and provide activities in a distinct

environment (Filion et al., 2004).

From a marketing perspective, retailing has become a part of many towns image (Findlay
and Sparks, 2008). British shops are major draws for international visitors and are
included in most holiday visits and especially in Northern cities, shopping is one of the
popular activities that attracts short breaks (Visit Britain, 2013). Additionally, those visiting
friends or relatives (VFR), study visitors and business visitors are often likely to participate

in easily accessible or sociable activities such as shopping (Visit Britain, 2013).

2.3 Experiential Marketing Urban Shopping Destinations

Moreover, the emergence of the experience economy and experiential marketing have
brought forth an experiential approach to retailing (Mehrabian and Russell, 1974;
Holbrook and Hirschman, 1982; Pine and Gilmore, 1998; Schmitt, 1999; Grewal et al.,
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2009; Verhoef et al., 2009). Following the publication of Pine and Gilmore’s (1999)
influential paper, “Welcome to the Experience Economy”, studies have largely focused
on various types of experience delivery and experiential marketing. This trend has meant
that nowadays consumer expectations are higher than ever as consumers expect a full
experience as opposed to solely purchasing goods and services (Kim et al.,, 2007;
Anteblian et al., 2013). In the experience economy, marketers must strategically
transform products and services into a full consumption experience that satisfies
consumers’ emotional and expressive desires, as well as their rational and functional
needs (Kim et al., 2007). Therefore, it is critical for marketers to deliver memorable
experiences if they are to be profitable (Baron et al., 2009; Pine and Gilmore, 1999, 2011).
Because of the increasing focus on creating experiential offerings, the concept of
experience has emerged as a research topic in the field of marketing (Anteblian et al.,
2013). Initial research in this area focused on antecedents and the search for an
experience and on the outcomes of an experience, however, focus has since shifted onto

the actual content of an experience (Anteblian et al., 2013).
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Experiential marketing is part of this broader notion of the experience economy and
situates the consumer experience as its central focus (Pine and Gilmore, 1998; Schmitt,
1999). The concept of experiential marketing has been applied to various areas including
retailing, branding, event marketing and tourism and hospitality (Yuan and Wu, 2008).
Originally, Holbrook and Hirschman (1982) were the first to introduce the experiential
perspective of consumer behaviour and marketing. Experiential marketing can be defined
as “a marketing tactic designed by a business to stage the entire physical environment
and the operational processes for customers to experience” (Yuan and Wu, 2008, p. 388).
Accordingly, experiential marketing focuses not only on the product or a service, but the
entire experience that a company creates for its customers, hence, the main component

of experiential marketing is the experience (Yuan and Wu, 2008).

Previously, Schmitt (1999) proposed an experiential marketing framework that entails five
core strategic experiential modules including 1) sensory experiences, 2) affective
experiences, 3) cognitive experiences, 4) physical experience, behaviours and lifestyles,
and 5) social identity experiences that result from relating to a reference group of culture
(Schmitt, 1999). Sensory marketing aims to appeal to the senses through sight, sound,
touch, taste and smell, while affective marketing focuses on the stimuli that can trigger
emotions (Schmitt, 1999). The objective of cognitive marketing is to engage customers
through surprise and intrigue, for example (Schmitt, 1999). Physical experiences,
behaviours and lifestyles refers to marketing that shows customers have alternate ways
of doing things, and lifestyles and behaviours are often motivational, inspirational and
emotional in nature while frequently involving role models (Schmitt, 1999). The fifth
module contains aspects of the other four core modules, however, it expands beyond the
individual’'s personal, private feelings and relates the individual to a broader social
system, their desire for self-improvement and being perceived positively by others
(Schmitt, 1999). Ideally, marketers should strive to strategically integrate all five core
modules at one time through experience providers (e.g. communications, visuals and
verbal identity, product presence, spatial environments, electronic media and people)
(Schmitt, 1999).
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In the tourism sphere, entire tourist destinations are positioned as the experience itself;
hence, experiences are an important part of the attractiveness of a tourist destination
(Rusko, 2014; Richards, 2001). As tourism is concerned with seeing, visiting, learning,
enjoying and living (Stamboulis and Skayannis, 2003), everything that occurs at a
destination can be an experience, whether that is behavioural, perceptual, cognitive,
emotional, expressed, or implied (Oh et al., 2007). Due to the experiential shift, making a
retail concept work today is more about the intangibles that colour and flavour the
shoppers experience in the retail environment as opposed to the tangible aspects of the
business (Sachdeva and Goel, 2015). The goal of experiential store design is to use a
variety of emotional and cognitive stimuli to create a unique shopping experience for each
customer (Sachdeva and Goel, 2015). Retail environment cues such as lighting, sound
and smell influence consumers’ impulse decisions (Morrell, 2012). Overall, retailers can
benefit from positive returns by creating exciting and stimulating shopping environments
(Kaltcheva and Weitz, 2006).

2.3.1 Retail Environment Theories in an Urban Context

Indeed, retailers long acknowledged to design store environments in a manner that will
enhance customers’ positive feelings, assuming this would lead to desired consumer
behaviour (e.g. longer stays or willingness to purchase) (Mano, 1999). As outlined above,
the shopping environment can be considered as in-store and out-of-store retail
environments (Yiksel, 2007). Retail environment research has largely focused on how
elements of the in-store environment influence consumer behaviour and there is a relative
paucity of research on the out-of-store environments by comparison. Within these
research streams, the dominant framework has been Stimulus-Organism-Response (S-
O-R) theory and many researchers have employed and adapted this framework to various
contexts within the retailing domain. The S-O-R model was first introduced by Mehrabian
and Russell (1974) and later used in retail research by Donovan and Rossiter (1982) and
in online retailing by Eroglu et al., (2001). With the emergence of other omnichannel
retailing platforms over the years, researchers have begun to investigate whether the
findings from in-store and out-of-store environments are applicable to the online (e-
commerce), mobile (e-commerce), and more recently, VR (v-commerce) shopping

environments and many studies continue to adapt S-O-R theory to this context.
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2.3.1.1 Retail Store Environment Research

Early research in the 1970s and 1980s established that the consumption setting consists
of both physical and social elements, and the tangible elements of the physical
environment influence both employees and consumers’ response (Baker, 1986;
Parasuraman et al., 1985, 1988). Meanwhile, Kotler (1973-1974) had already clarified the
importance of stimulating the five senses through atmospherics to encourage buyer
specific emotional affects that increase the likeliness of purchases. Kotler (1973-1974, p.
50-51) defined “atmospherics” as “the effort to design buying environments to produce in
the buyer specific emotional effects that enhance his purchase probability...the main
sensory channels for atmosphere are sight, sound, scent and touch...the fifth sense,
taste, does not apply directly to atmosphere”. Since Kotler introduced this concept,
studies have focused much attention on the influence of specific atmospheric variables
(e.g. background music, air conditioning, fragrance) on consumer behaviour, while others
(e.g. Helmefalk and Hulten, 2017) have explored store atmosphere as a holistic concept,
viewing the overall effect of atmosphere on consumer behaviour. For example, recent
studies focusing on specific atmospheric cues have focused on the effects of in-store
music in service settings (e.g. Michel, Baumann, and Gayer, 2017; Knoeferle, Paus, and
Vossen, 2017; Ferreira and Oliveira-Castro, 2011) and the role of scent in influencing
behaviour (e.g. Leenders et al., 2019). Other studies have focused on the role of store
atmosphere on satisfaction and loyalty (e.g. Francioni, Savelli, and Cioppi, 2018) and the
impact of store atmospherics, perceived value and customer satisfaction on behavioural

intentions (e.g. Jalil et al., 2016).

2.3.1.1.1 S-O-R Model in Retail Store Environment Research

Researchers have indicated that providing multisensory experiences influences moods
and emotions and builds strong brand-consumer relationships that translates into brand
loyalty, and itis therefore vital for retailers to provide multiple opportunities for consumers’
sensory exploration (Kim et al., 2007; Brakus et al., 2009). Much research on the influence
of environment cues on consumers’ emotional states and shopping behaviour is
constituted by Mehrabian and Russell's S-O-R model (see Figure 2.1) of pleasure-
arousal-dominance (PAD) (De Nisco and Warnaby, 2014). Donovan and Rossiter (1982)

were the first researchers to use this framework to help understand consumer response
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(e.g. emotions, moods) to retail atmospherics. The S-O-R model indicated that stimulation
(S) (e.g. lighting) and human behaviour (R) (e.g. action) are linked by an organismic
component (O) (e.g. perception, emotion, judgement, thinking and motivation) (Buxbaum,
2016).

The S-O-R paradigm is an important concept for retailers to manage (Kim et al., 2007),
and it has provided a basis for theoretical framework development in several disciplines
such as environmental psychology (e.g. Baker et al., 1992; Morrison et al., 2011),
marketing research (e.g. Wu and Li, 2018; Penz and Hogg, 2011), computer systems
(e.g. Colomo-Palacios et al., 2011), e-commerce (Eroglu et al., 2001, 2003; Sautter et al.,
2004; Floh and Madlberger, 2013) and more recently v-commerce (Dad et al., 2018,
2016). According to Mehrabian and Russell’'s (1974) three basic dimensions of emotion,
pleasure is the extent to which a person feels good about the environment, arousal refers
to the extent to which a person feels excited or stimulated, and dominance indicates
feelings of being in control (Blackwell et al., 2006; Baker et al 1992). Specifically, the PAD
scale includes three bipolar dimensions of pleasure-displeasure (i.e. how pleasant an
emotion is), arousal-non-arousal (i.e. measuring the intensity of an emotion), and
dominance-submissiveness (i.e. the controlling and dominant nature of an emotion)
(Mehrabian and Russell, 1974).

Figure 2.1 S-O-R Model

Stimulus Organism Response
Environmental - Pleasure .| Approach/avoidance
Stimuli Arousal Behaviour

(Source: Mehrabian and Russell, 1974)
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The dimensions are useful to describe human perceptions of physical environments,
indicate peoples’ affective state, and influence consumers’ approach-avoidance
behaviour (Bakker et al., 2014). According to Fishbein and Ajzen (1975), affect refers to
feeling, emotion, preference and attitude, and can be a combination of affect, cognition
and connotation. Feelings can be defined as “an affective state (such as the mood the
person is currently in) or reaction (such as the feelings experienced during product
consumption or processing an advertisement). Feelings may be positive (e.g. feeling
happy) or negative (e.g. feeling disappointed). They may be overwhelming (such as
feelings that occur during or after a near-death experience), or virtually non-existent (such
as feelings that occur when taking a vitamin pill)” (Blackwell et al., 2006, p.375). In
comparison, emotions are complex mental states in response to external environments
or internal thoughts, that are usually accompanied by physiological changes, cognitive
thoughts and behavioural reactions (American Psychology Association (APA), 2002).
Moods differ from emotions in that they are less intense, of longer duration, and are a
less specific response to the environment (White and Scandale, 2005). According to
Bateson et al., (1992), emotions are considered to be more intense than moods in their
relationship to the stimuli they are provoked by. Additionally, emotions have affective,
cognitive, physiological and behavioural outcomes (Brave and Nass, 2002), whereas a
mood is a feeling state that has no apparent cause or focus (Frijda, 1993). Hence,
emotions can be viewed as being easier to identify and therefore measure, and as a
consequence, are of more interest to consumer behaviour researchers (White and
Scandale, 2005).

Studies have consistently found that how the retail environment makes consumers feel is
important, and the feelings experienced during shopping can have far more profound
effects than influencing attitudes towards a retail environment (Blackwell et al., 2006).
Feelings can influence consumers’ shopping and spending behaviour, hence, retail
environments that make people feel good benefit from shoppers spending more time and
increased sales (Blackwell et al., 2006). An affective response is a powerful motivator for
consumers’ decision-making process because it influences information processing and
choice (Zajonc, 1980). Hence, retail experiences are influenced by affective assessments

that result in experiential feelings and emotional responses (Kim et al., 2007). Based on
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prior studies, White and Scandale (2005) argued that an individual’s affective processes
play an important part in influencing purchase intention behaviours across different
industries and markets. Itis clear that tourism researchers have made significant progress
towards understanding the relationship between an individual’s affective state and tourist
destinations, and the resultant marketing implications (White and Scandale, 2005).
Similarly, attitudes can strongly affect consumers’ purchasing behaviour and can be
further defined as overall evaluative judgements that are built upon beliefs and feelings

and determine the person’s intentions and consequent behaviour (Blackwell et al., 2006).

Previous research has relied heavily on the PAD conceptualisation for understanding the
influence of store environments on consumer behaviour (Blackwell et al., 2006). Although
many other emotional scales have been developed, Yuksel (2007) identified three
typologies of emotions that marketers often borrow including Mehrabian and Russell’'s
(1974) PAD scale, Plutchik’s (1980) Eight Primary Emotions (i.e. Emotion Profile Index,
EPI), and lzard’s (1977) Differential Emotions Scale. The Differential Emotions Scale
(Izard, 1977) (Table 2.2) consists of ten fundamental emotions (guilt, shame/shyness,
fear, contempt, disgust, anger, distress, surprise, enjoyment and interest). The scale
reliably and validly divides the individual’s description of his/her emotional experience into
the categories of the fundamental emotions (Izard, 1977). The scale requires respondents
to consider the experience and to rate how often each emotion was experienced during
the experience. In the tourism literature, lzard’s (1977) categorization of emotions has
been adopted by tourism researchers to measure consumers’ emotional responses
(Correia, Oliveira, and Pereira, 2017; Li et al.,, 2015; Jang and Namkung, 2009). For
instance, in a restaurant setting, Jang and Namkung (2009) incorporated four positive
emotions (joy, excitement, peacefulness and refreshment), and four negative emotions
(anger, distress, disgust and fear) into their emotion measurement items and found that

emotions mediate between perceived quality and behavioural intention.
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Table 2.2 Differential Emotions Scale

Affect Nature of Subjective Experience Reaction
Interest Engaged, attentive, caught up, curious, fascinated; when intense, a feeling Positive
of excitement and animation

Joy Sense of confidence and significance, feeling loved and lovable, a good Positive
relationship to the object of joy

Anger Hostility, a desire to attack the source of anger, physical power, Negative
impulsiveness

Disgust Feelings of revulsion; impulses to escape from or remove the object of Negative
disgust from proximity of oneself

Contempt Superiority to other people, groups, or things; hostility (mild); prejudice; Negative
coldness and distance

Distress Sadness, discouragement, downheartedness, loneliness and isolation, Negative
feeling miserable, sense of loss

Fear Apprehension to terror, depending on intensity sense of imminent danger;  Negative
feeling unsafe

Shame Suddenly heightened self-consciousness, self-awareness; feeling of Negative
incompetence, indignity, defeat; in mind form, shyness

Guilt Gnawing feelings of being in the wrong, not right with others of the self Negative

Surprise  Fleeting sense of interruption of ongoing through, brief uncertainty, Neutral

amazement or startle

(Source: Izard, 1977)

According to the S-O-R theory, approach behaviour refers to the retailer manipulating
environment cues that create specific behavioural responses where consumers want to
stay, browse and purchase (Kim et al., 2007). This simultaneously generates avoidance
behaviour in consumers that were not identified as the target market (Kim et al., 2007).
One of the objectives in marketing and applied social sciences is to develop knowledge
about influence behaviour (Bigné et al., 2005). Initial research in this area dates back to
Fishbein and Ajzen’s (1975) work investigating the relationship between beliefs, attitudes,
intentions and behaviour (Bigné et al., 2005). Accordingly, attitude refers to the favourable
or unfavourable evaluation of the behaviour (Beck Ajzen, 1991). According to Blackwell
et al., (2006, p.375), intentions are “subjective judgements by people about how they will
behave in the future”, hence, they are important because they have repeatedly been

shown to be a significant predictor of people’s actual behaviour.
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2.3.1.1.2 Servicescape

Following the increasing attention on the influence of the retail store environment on
shoppers’ behaviour, Bitner (1992) recognised the lack of a theoretically based framework
addressing the role of the physical environment in consumption settings. Bitner's (1992)
seminal article proposing the servicescape framework (see Figure 2.2) received much
attention in several disciplines such as retail marketing (McGoldrick, 2002; Wakefield and
Blodgett, 1991, 2016), services marketing (Baron et al., 2009), place marketing (Nilsson
and Ballantyne, 2014) and urban marketing (De Nisco and Warnaby, 2013). The
framework has since inspired a breadth of research focusing on the impact of the physical
environment in service settings on consumer behaviour (e.g. Durna, Dedeoglu,
Balikcioglu, 2015; Hooper, Coughlan, and Mullen, 2013) and more recently, on the effects
of servicescape on customer-employee interactions (e.g. Kaminakis, Karantinou, Koritos,
and Gounaris, 2019).
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Figure 2.2 Servicescape

Environmental Holistic Moderators Internal Responses Behaviour
Dimensions Environment
Cognitive Emotional Physiological Approach
Beliefs Mood Pain Affiliation
. . Categorisation Attitude Comfort Exploration
Ambient conditions Symbolic Movement Stay longer
Temperature Meaning Physical fit Commitment
Air quality Carry out plan
Sound Avoidance
Odour Employee Employee of'?;:z:;f
- response response - -
Space/Function moderators
La‘youl Perceived T Social interactions
Equl.pn?ellt servicescape | between and among
Furnishings customers and
Customer Customer employees
Signs, symbols, response — | response
; ac moderators
.ir.tefdtts Approach
Signage Affiliation
Personal artefacts Exploration
Style of decor Cognitive Emotional Physiological Stay longer
Beliefs Mood Pain Commitment
Categorisation  Attitude Comfort Carry out plan
Symbolic Movement Aviu idance
Meaning Physical fit Opposite of
approach

(Source: Bitner, 1992)

Bitner draws on organisational behaviour research (e.g. Becker, 1981; Davis, 1984) and
atmospherics research in marketing (e.g. Donovan and Rossiter, 1982; Kotler, 1973). The
servicescape framework is the most widely used and widely cited framework to
understand the effects of the physical environment on consumer behaviour in both retail
(e.g. Wakefield and Blodgett, 1994, 1996, 2016; Reimer and Kiihn, 2005; Chao, 2008; Li
et al., 2009) and tourism settings (e.g. Yuksel and Yuksel, 2003; Jang and Namkung,
2009). Accordingly, studies have investigated the impact of servicescape variables on
loyalty intentions (Harris and Ezeh, 2008), repatronage intentions (Hooper et al., 2013),
consumer well-being (Sheng, Siguaw and Simpson, 2016) and organisational creativity
(Kent, 2007).

To date, retail environment research has investigated topics such as emotions and
satisfaction, perceived service quality, loyalty, repatronage intentions, time spent in the

facility, crowding and cleanliness, and customer-to-customer interactions, and later
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research has extended into e-commerce (Wakefield and Blodgett, 2016). Early research
found that the physical environment has the potential to be an effective marketing tool if
used strategically, as it can be used as a differentiator in signalling the intended market
segment, positioning the organisation, and conveying distinctiveness from competitors
(Baker, 1992; Bitner, 1992). In their early research, Wakefield and Blodgett (1994)
confirmed that consumers are more likely to make repeat visits to the retailer if they have
a positive perception of the retail environment. Later, they found that physical
surroundings such as the building design and ambience affect consumers’ intention and
willingness to re-visit and recommend the store to others (Wakefield and Blodgett, 2016).
Additionally, in-depth studies investigating single atmospheric cues (e.g. music, lighting,
colour) have demonstrated numerous outcomes in retail settings including affective
response (e.g. Ballizzi and Hite, 1992), shopping duration (e.g. Yalch and Spangenberg,
2000), merchandise evaluations (e.g. Areni and Kim, 1994), shopping satisfaction (e.g.

Machleit et al., 2000) and purchase intention (Ballantine et al., 2015).

In accordance to the servicescape model, the spatial layout such as the furniture and
equipment, and functionality, which is the ability of said items in facilitating performance
and achieving goals, are largely controlled by the firm and can positively influence
consumer experiences and behavioural intentions if used strategically (Baron et al., 2009;
Bitner, 1992). More specifically, in-store spatial layout could be used to manipulate traffic
flow and increase exposure to merchandise (McGoldrick, 2002; Timothy, 2005). For
example, special displays could be used to promote specific attractions or act as an
additional attraction to the store overall (McGoldrick, 2002; Timothy, 2005). Implementing
technologies (e.g. touch screen technologies, Seshanna, 2015) into the retall
environment (e.g. self-checkouts) gives consumers a sense of control, increases
interactivity and enhances the overall experience, which often leads to repeat purchases
(Baron et al., 2009; Wakefield and Blodgett, 2016; Arnold and Reynolds, 2003).

Additionally, the symbolic elements (e.g. signs, symbols and artefacts) in retail
environments are often designed to provide cues about the service delivery to consumers
and are important as consumers often draw meanings from them (Nilsson and Ballantyne,

2014). For instance, good signage can help to attract shoppers, communicate messages
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effectively, promote recognition by serving as an advertisement tool, and is also an
important visual communication to guide the movement of shopper traffic through specific
areas within retail environments (Seshanna, 2015; Timothy, 2005). The effective design
of the physical elements (e.g. building design, décor, signage and temperature) could
influence consumers’ cognitive and emotional response to the environment (Baron et al.,
2009), consumers’ intention and willingness to re-visit, recommend to others (Wakefield
and Blodgett, 2016), purchase intention, and the shopping experience itself (Poldma,
2017).

2.3.1.1.3 Social Servicescape

Shopping and the retail environment are rapidly changing as informal social activities and
communication modes, and marketing and advertising strategies further influence
consumer decisions and choices (Poldma, 2017). Approaches to retail design have
transformed substantially in the past twenty years and ways of shopping have changed
and been changed by technological advancements and consumers changing needs and
tastes (Poldma, 2017). Early research by Baker et al., (1994) introduced the social factor
(i.e. people in the store) in their typology of servicescape in addition to two other
categories including design factors (i.e. visual cues such as layout and colour) and
ambient factors such as smells, sound, and lighting. Accordingly, researchers began
investigating the social aspects of the servicescape (Mari and Pogessi, 2011; Rosenbaum
and Massiah, 2011), given that other people are often present in the shopping
environment and could influence the behaviour of consumers and employees (Nilsson
and Ballantyne, 2014; Baker and Wakefield, 2011; Baron et al., 2009; Rosenbaum and
Massiah, 2011; Baron et al., 2009).

Indeed, it has been argued that the mix and density of other people in retail environments
must be taken into consideration (Nilsson and Ballantyne, 2014). Human density in retall
settings has been largely explored as a negative element of the retail experience (Baker
and Wakefield, 2011; Rosenbaum and Massiah, 2011). However, more recent research
has found that some consumers perceive other shoppers in their social space to be
acceptable and favourable (Baker and Wakefield, 2011; Rosenbaum and Massiah, 2011).

However, this is dependent on consumers’ shopping motives, as consumers that are
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shopping for hedonic reasons may seek feelings of excitement and a higher need for
intimacy (Baker and Wakefield, 2011; Rosenbaum and Massiah, 2011).

Furthermore, many studies in the retail and tourism domains have employed S-O-R
theory to investigate the effects of atmospheric cues on consumers’ internal response
and subsequent behaviours. Accordingly, Table 2.3 provides an example of the
constructs explored in such retail and tourism studies employing S-O-R theory as a
theoretical foundation. The examples were limited to studies published between 2009-
2019 to demonstrate the progression in this stream of research and more recent research

interest.
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Table 2.3 Example of Constructs explored using S-O-R Theory in Retail and Tourism

Studies
Authors Stimulus Organism Response
Jalil, Fikry, and Store atmospherics Satisfaction Behavioural intentions
Zainuddin (2016) Perceived value
Tantanatewin and Retail lighting Impression Behaviour intentions
Inkarojrit (2016) Colour usage Identity

Mishra, Sinha, and

Ambient conditions

Customer perception

Approach/avoidance

Koul (2014) Space Emotional response  behaviours
Signs
Rayburn and Voss Perceived Perceived overall Utilitarian shopping value

(2013) organisation atmosphere Hedonic shopping value
Perceived style
Perceived moderness
Morrison, Gan, Music Pleasure Approach behaviours
Dubelaar, and Aroma Arousal Time spent in store

Oppewal (2011)

Money spent in store
Overall satisfaction

Liu and Jang (2009)*

Dining atmospherics

Positive emotions
Perceived value
Negative emotions

Behavioural intentions

*Tourism studies

(Source: Authors own)

2.3.2 Urban Retail Environment Research

The previous section highlighted that researchers have generally focused on the influence
of environment cues in store, shopping centres and other service environments (e.g.
restaurants) on consumers’ reactions caused by specific ambient cues (e.g. Bitner, 1992;
Wakefield and Blodgett, 1991, 2016; McGoldrick and Pieros, 1998). Although the urban
centre environment plays an important role in attracting and retaining consumers and
consequently promoting sales of the retail stores (Das and Vershneya, 2017), there has
been much less focus from researchers on understanding consumption behaviours
associated with the external variables of retail settings including the wider shopping
centre/destination environment in comparison (Turley and Milliman, 2000; Puccinelli et

al., 2009; De Nisco and Warnaby, 2013). In support of this, researchers have argued that
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the impact of the exterior environment (e.g. building architecture, the characteristics of
the surrounding urban area etc.) and atmospheric stimuli external to the store on
emotions and behaviours (De Nisco and Warnaby, 2014; Puccinelli et al., 2009; Yksel,
2007; Turley and Milliman, 2000) and how the city is experienced through multiple
sensory modalities, not just the visual, has been largely neglected by researchers (Degen
and Rose, 2012).

However, as competitive pressures exerted from edge-of-town and out-of-town locations,
neighbouring cities, and more distant shopping venues increases, many urban areas are
devoting increasing financial and managerial efforts to increase their attractiveness as a
retail destination (De Nisco and Warnaby, 2014; Weltevreden and Van Rietbergen, 2007).
According to Degen and Rose (2012), it has been established that sensory experiences
are central to the design of the urban built environments. Hence, from an urban marketing
perspective, a better understanding of the influence of environment cues in the urban
area surrounding a retail outlet on consumer shopping behaviour is considered a relevant
topic of research (De Nisco and Warnaby, 2014). Studies exploring the multisensory
nature of designed urban environments are also valuable for understanding some of the
key changes (e.g. economic activity, visitor behaviour) occurring to many towns and cities
in the 21st century (Degen and Rose, 2012). Previously, Henshaw et al., (2016) argued
that places can be considered service products or service systems, which supports that
the concept of servicescape can be extended to cover urban areas. Therefore, the
following discussion explores how the retailing principles discussed in the previous

section have and can been applied to the wider urban centre.

2.3.2.1 Multisensory Experiences in Urban Centres

In essence, there is a superabundance of sensory affordances that are situated within the
city (Low, 2015) and the combination of these sensory cues (e.g. visual, sound, smell,
touch) are usually perceived and appreciated as an interconnected whole (Carmona,
2010) subjective to one’s sensory experiencing of the built environment (Degen and
Rose, 2012, p.3271). As Law (2005) previously outlined, “the street looks and feels
differently depending on the perspectives of those inhabiting urban spaces”, and these

multisensory experiences of place vary considerably from one place to another (Degen
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and Rose, 2012). Cities are sites of human experience that comprise social relationships,
memories and emotions and embedded within this sociality is how the senses mediate
one’s engagement with urban growth and development (Low, 2015). Researchers have
argued that the focus on senses in urban research is important because human
engagement in and with public spaces in cities is first and foremost an embodied sensory
encounter (Lefebvre, 2004; Simmel, 1997). Indeed, a focus on the senses offers a way
of analysing the relationship between built form, temporal dynamics, and social relations
as senses provide the framing texture for the material and social bond in public spaces
(Degen, 2017). In the urban context, multisensory experiences are informed by urban

design and placemaking, urban soundscape and smells.

2.3.2.1.1 Urban Design and Placemaking

Urban environments are increasingly often designed to be distinctive, vibrant and
beautiful in order to create memorable sensory experiences for the people who pass
through them (Lonsway, 2009; Klingman, 2007; Allen, 2006; Thrift, 2004). In the urban
marketing sphere, the study of why cities look the way they do, as well as the practice of
planning a city’s building form and layout is referred to as urban design (Lew, 2017). This
notion is also recognised as placemaking, which stemmed from urban design as a result
of urban planners, architects, and landscape architects becoming increasingly pressed to
guide community development to achieve economic (attract investment and
employment), social (increase equity and liveability), and environmental (resource
efficiency and sustainability) goals (Wyckoff et al., 2015). Urban design as placemaking
became ‘“the process of creating quality places where people want to live, work, play,
shop, learn and visit” (Wyckoff et al., 2015, p.6). Similarly, Goodwin (2011) defined
placemaking as a process used by architects and planners to describe and discuss the
process of creating public spaces (e.g. waterfronts, squares and shopping malls) that
attract visitors (e.g. people, residents, day excursionists and tourists) because they are
interesting and pleasurable places to be. This was supported by Lew (2017) who stated
that urban design-based placemaking is an essential element that it widely employed in
creating destinations that are interesting to visitors. According to Musterd and Kovacs
(2013), the main goal of placemaking is to market the city with the use of sophisticated

strategies to associate the city with positive images. Hence, tourism destination planning
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and marketing are fundamentally placemaking actions intended to shape image and

imageability of a place (Lew, 2017).

This notion of placemaking emphasises how the design and experiences of places,
buildings, landscapes and public places are intended to benefit the local people and
businesses as well as visitors (Goodwin, 2011). This includes, for example, public spaces
that exist in the community such as sidewalks and streets, parks and other recreations
and open space (Lew, 2017). However, it also includes semi-public spaces such as
shopping malls and large building lobbies (Lew, 2017). Placemaking is used as a tool to
enhance a city’s competitive edge in attracting the creative classes (Florida, 2002) and
fostering an innovative economy (Landry, 2000). Talented individuals and investment are
attracted to places that have high amenities and a high quality of life, which governments,
through their planning and legal authority, have the power to encourage and create (Lew,
2017). Therefore, many urban areas devote increasing financial and managerial efforts
to optimise the attractiveness design and to provide additional service to attract visitors
(De Nisco and Warnaby, 2013).

Nowadays, planned placemaking is widely seen in the form of themed pedestrian-
oriented shopping streets and downtown shopping and restaurant venues, which are
major attractions for both residents and visiting tourists in many cities (Gottdiener, 2001;
Lew, 2007; Paradis, 2004). Prior research suggested that the appearance of retail stores
and the physical space and functionality provide cues upon which customers base their
perception of service quality provided in an urban area (De Nisco and Warnaby, 2013).
For instance, attractive and innovative window displays could affect store image
(Cornelius, Natter and Faure, 2010), sales (Edwards and Shackley, 1992) and positively
influence behavioural intentions to visit a store (Sen, Block and Chandran, 2001).
Similarly, at the wider scale, consumers perceived image of a total shopping area is
integral to decision-making, patronage intentions and the shopping areas equity (El Hedli
and Chebat, 2009). Research in the environmental psychology on urban settings
suggested that individual’s perception of the aesthetic attributes of streetscape could
trigger emotional reactions such as pleasantness, excitement, arousal and relaxation

(Nasar, 1990; Russell and Snodgrass, 1987). Design factors such as signs are
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considered an important element of urban design contributing to the visual appearance
of the city as an organised spatial structure (Sokolova, 2018). An urban sign is a polycode
text, a visual media message created by a combination of various codes including verbal,
architectural, compositional, graphic (including font), colour, photic etc. (Sokolova, 2018).
Criticism of urban environment design is primarily associated with the violation of the
historical appearances of the city, when big bright and often tasteless signs overlap the
elements of the architectural décor and disrupt the harmony of the city’s historical

development (Sokolova, 2018).

Within the urban context, De Nisco and Warnaby (2013) operationalised spatial layout
and functionality as the ability of spaces and physical facilities to provide for ease of entry
and exit and to facilitate browsing and accomplishment of goals (e.g. pedestrian street
maintenance, availability of parking and ease of pedestrian movement in streets).
Creating walkable cities has been an important urban issue because such cities offer
certain advantages such as lower automobile usage, more opportunities for local
shopping and social cohesion and improved health for citizens (Kang, 2015). Recently
implemented urban policies and designs for cities that facilitate walkability and
pedestrian-friendly cities have provided a highly favourable urban setting for retail sales
(Kang, 2016). This is supported by studies investigating the relationship between walking
environments and retail economic performance that implicity assume that more
pedestrian-friendly environments attract more walkers, generating higher retail sales
(Kang, 2016). Pedestrian-friendly urban structures tend to increase people’s willingness
to visit retail stores (Schneider, 2015), which is important for the economic performance
of local businesses (Robertson, 1993). For retailers, town layout is important because it
encourages circulation and cross shopping between retailers and a simple linear format
makes it easier for shoppers (particularly those visiting for the first time) to comprehend
and focus on shopping (Lew, 2017; Gibbs, 2012).

2.3.2.1.2 Soundscape in Urban Centres
Ever since the concept of soundscape emerged in the 1970s in the study of contemporary
music (e.g. Shafer, 1977), researchers have investigated how acoustic environments

would affect the perceived quality of cities and how sounds could be used in urban
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planning and design (Aletta et al., 2016). A common definition of soundscape, which is
drawn upon in the literature (e.g. Hermida and Pavon, 2019; Sun et al., 2019; Aletta et
al., 2016), is by the International Organisation of Standardisation (ISO) (2014), who
defined the soundscape as “fthe] acoustic environment as perceived or experienced
and/or understood by a person or people, in context”. Accordingly, it is the acoustic
equivalent to landscape and includes all sound sources, wanted and unwanted (The
Environment and Health Administration, 2010), including natural sounds (e.g. wind,
water) and environmental sounds created by humans through musical composition,
sound design, and other human activities including sounds of mechanical origin resulting
from the use of industrial technology (Elmqvist, 2013). Additionally, researchers
highlighted the importance of understanding the difference between the acoustic
environment and soundscape (Hermida and Pavon, 2019; Aletta et al., 2016). While
soundscapes relate to the perception, experimentation, and comprehension of acoustic
environment mediated by context, acoustic environments refer to the overall sound of all
sound sources modified by the environment (Brown et al., 2016; ISO, 2014; Brown et al.,
2011). Several objectives of urban soundscape are to enhance the visual image of cities
and to play an important role in tourism in order to increase economic benefits, to create
an attractive setting for economic investment, and to promote well-being, safety liveliness,

happiness and excitement in cities (Rehan, 2016, Brown, 2011; Kang, 2011).

In an urban context, the soundscape is considered an aspect of the urban design where
sounds are essential in creating a sense of place (Rehan, 2016). The soundscape
contributes to the perceived quality of the urban environment and the identity of a city,
and the many types of public outdoor spaces in urban centres each have their distinctive
soundscape (Sun et al., 2019; Rehan, 2016). These sound sources, whether human-
made or nature-made, vary in pace (e.g. lively or peaceful), volume (e.g. loud or quiet),
and are determined by region (Liu et al., 2018). A person’s preference of soundscape
differs in place and contexts and according to Brown et al., (2011), the soundscape of a
place would be preferred because it is peaceful, lively, creates a sense of excitement, or
provides information and so on. The ambient sounds experienced in urban environments

may evoke thoughts and emotions, influence mood or steer behaviour (Sun et al., 2019),
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hence, the emotional experience gained by visitors is often expressed as a sensory

perception of the soundscape (Votsi, Mazaris, Kallimanis, and Pantis, 2014).

2.3.2.1.3 Smell in Urban Centres

Although planners and architects have an inherent understanding of visual (e.g. the
appearance of buildings and lightings), tactile (e.g. pavement/walkway surfaces and
textures) and aural (e.g. designing buildings/areas to deflect traffic sound) stimuli within
an urban space, the sense of smell seems to be a relatively neglected sensory
consideration (Henshaw et al., 2016). Indeed, smell is another non-visual sense that can
provide a more overtly immersive consumer experience in service environments such as
retail stores (Henshaw et al., 2016). However, in the existing literature, the active use and
manipulation of smell within an urban centre focuses on the basic management of
typically unpleasant/unwanted odours (e.g. waste removal) for the purpose of
environmental improvement (Henshaw et al., 2016). The promotional tourist literature and
guides to enhance the visitor experience when navigating an urban space highlight how
smell can be used to help promote the place product (Henshaw et al., 2016). Prior
research highlighted how smells can encourage purchases by attracting consumers into
particular spaces (Henshaw et al., 2016) and influence time spent evaluating products
(Spangenberg et al., 2004; Morrin and Ratneshwar, 2000). Therefore, marketers are
using ambient smell to condition meaningful and enduring attachments between

consumers and spaces (Canniford et al., 2018).

Additionally, the growing interest in smell from marketers could be due to the strong link
between olfaction and emotional reaction (Bradford and Desrochers, 2009). In support of
this, existing marketing theory indicated that smells can work “just above the conscious
level of awareness” to leverage the “personal emotional responses associated with that
smell” (Anderson, 2014, p.36). Indeed, smell elicits memory and emotion (Engen, 1991),
and can transport people back to previously encountered spaces (Riach and Warren,
2015; Tuzin, 2006; Corbin, 1986). As such, the smell is intended to situate individuals in
a space, even if this is historically or culturally elsewhere (Canniford et al., 2018). Indeed,
Rodaway (1994, p.76) previously stated, “Olfactory geographies change...and differ from

place to place as cultures do”. In support of this, more recently, Canniford et al., (2018)
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suggested that smells identify and directly link people with spaces and encode spatial
assemblages with meaning and power. Overall, ambient smells that are either
intentionally or unintentionally introduced into the urban environment can provide an

additional dimension to urban place marketing in the future (Henshaw et al., 2016).

2.3.2.1.4 Urban Centres as Social Environments

Furthermore, when consumers shop in a town centre, they identify with individuals and
social groups, potentially forming links and reciprocal obligations towards their community
as a whole (Miller and Kean, 1997). Accordingly, place identity refers to the identification
of tourists or visitors with a destination or attraction (Ramkissoon, Weiler, and Smith,
2012; Tsai, 2012). As a result, town centres are likely to hold more personal meaning to
consumers through habituation and familiarity than simply performing as a shopping
destination (Relph, 1976). According to Hart et al., (2013), the social environment and the
consumer’s perceived relationship with the place and other people influence the images
formed. For example, if a consumer perceives his/her self-image as congruent with that
of other shoppers in a specific place, he/she is believed to view a shopping area more
favourable (Sirgy et al., 1997). In turn, this leads to greater satisfaction with the customer
experience and increased patronage (Verhoef et al., 2009). This is also the case with
destinations, and according to self-congruity theory, tourists tend to choose destinations
whose typical visitor image is congruent with their own self-image (Pan, Zhang, Gursaoy,
and Lu, 2017). Indeed, consumers who enjoy the social element of the customer
experience are likely to shop more frequently in that location and develop more familiarity
with it as a result (Haytko and Baker, 2004; Miller and Kean, 1997). Increased familiarity
is a result of feeling more comfortable in an environment because of more frequent
interaction, increased trust, and identification with other people who are perceived as
similar (Haytko and Baker, 2004; Line, Runyan, Costen, Frash, and Antun, 2012).
Increased familiarity and social nature of the customer experience leads to positive
communication (e.g. word of mouth) and could enhance the reputation of the place (Line
et al., 2012; Brown, Barry, Dacin, and Gunst, 2005).

Overall, a well-designed and pleasure-inducing urban shopping location could lead

consumers to spend more time and to visit a large number of retail outlets (De Nisco and
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Warnaby, 2014). Therefore, it is important for retail managers to be aware of the
importance of the external physical environment of the broader urban shopping
destination, and also how emotional reactions related to the external stimuli affect specific
shopping outcomes (De Nisco and Warnaby, 2014). However, there are limited studies
investigating urban atmospherics, therefore, further investigation is required to evaluate
the impact of different urban environmental stimuli on emotional states and outcomes (De
Nisco and Warnaby, 2014).

2.3.3 Omnichannel Retailing - E-commerce and M-commerce

Since the turn of the century and the accelerated emergence of additional sales channels,
retailers have had to effectively respond to changes in how people shop (Jones and
Livingstone, 2018). They have had to provide flexibility, rapidly adjusting their sales
methods and physical stores in order to remain relevant and competitive in the
marketplace (Jones and Livingstone, 2018). In 2016, online retailing in the UK accounted
for 15.8% of all retailing (ONS, 2016a) and amounted to a total value of £133bn, which
was a 16% growth on the previous year (IMRG Capgemini, 2017). The widespread
adoption of the internet is largely due to its increasing accessibility (Jones and
Livingstone, 2018) and during 2016, 23.7 million people of British households had internet
access with 77% of adults having bought goods and services online (ONS, 2016b), which
indicated that online shopping has become an integrated component of retail sales (Jones

and Livingstone, 2018).

Many UK retailers have responded to the Internet by offering omni-channel retailing,
which provides consumers with various media through which to browse and purchase in
addition to in-store shopping (e.g. online shopping, mobile applications and social media)
(Jones and Livingstone, 2018). Specifically, omni-channel retailing can be defined as the
synergetic integration of channels for the purposes of creating a unified brand experience
for customers, regardless of the channel or stage they are in during the purchasing
process (Cummins et al., 2016). For instance, in the UK physical retailers including Next,
John Lewis, and Debenhams have embraced the internet, and multichannel shopping is
now central to their corporate retail strategy (Jones and Livingstone, 2015). For retailers,

the internet allows them to lower set-up and running costs compared with opening a
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physical store but without a recognisable brand/presence to support sales (Jones and
Livingstone, 2018).

In a recent study consisting of interviews with senior management from leading retailers
(Next, John Lewis and Debenhams), it was found that online retailing complements the
in-store experience and enhances their overall profitability (Jones and Livingstone, 2018).
Additionally, online sales are expected to continue growing and e-commerce is perceived
as much more cost-effective than selling goods in-store (Jones and Livingstone, 2018).
Internet shopping platforms provide an efficient and attractive multi-channel retalil
experience and are central elements within the real estate strategies of these retailers
(i.e. out-of-town, town/city centre, retail parks) (Jones and Livingstone, 2018). Online
retailing has tended to reinforce decentralisation trends within urban areas, which is
evident given that leading retailer Next has more shops in retail parks than in town/city
centres and continues this movement as it continues to embrace an omni-channel
approach to retailing (Jones and Livingstone, 2018). Recent research indicated that
shopping centre type rather than the characteristics of the local population are the key

determinant to e-resilience (Singleton et al., 2016).

2.3.3.1 E-Commerce

Nowadays, e-commerce is one of the most successful applications of digital marketing
(Alganiz et al., 2019) and can be defined as the process of selling goods and services
using electronic media, particularly the internet (Dennis et al., 2004). Since the
emergence of e-commerce, both marketing and information systems (IS) researchers
have begun to explore the extent to which findings from bricks-and-mortar retailing are
applicable to the online shopping context (Floh and Madlberger, 2013). There are many
advantages for retailers to use online retailing such as wider market coverage, increased
base of potential consumers, cost-effectiveness, diffusion of risks, flexibility, customer
loyalty, improved image, and brand revitalization (Heinemann and Schwarzl, 2010). For
the consumer, online retailing offers value through price comparison opportunities, it is
more convenient, and constraints of time and space are eliminated, which all combine to
make it a significantly different context compared with conventional retail settings (Eroglu
et al., 2001; Kalakota and Whinston, 1997).
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One important issue drawn from traditional retailing that provides important implications
for online retailing is how to use atmospheric cues in an online environment to entice and
retain online consumers (Floh and Madlberger, 2013; Wang, Hernandez, and Minor,
2010; Eroglu et al., 2001). Just as in retail store environment research (Donovan and
Rossiter, 1982; Bitner, 1992; Sherman, 1992), various psychological and behavioural
outcomes (e.g. satisfaction, repatronage, amount purchased, and time spent in the virtual
store) result from certain atmospheric qualities of the online shopping environment
(Eroglu et al., 2001; Abbott et al., 2000; McKinney, 2004; Kumar et al., 2010; Wu et al.,
2013; Ettis, 2017). Loureiro (2019) also claimed that web atmospherics encompass the
conscious designing of web environment to create positive emotions and cognition, which
leads to favourable consumer outcomes such as revisiting or rebuying. Eroglu (2001,
p.179) adapted Kotler's (1973-1974) definition of atmospherics and defined online
atmospheric stimuli as “the sum total of all the cues that are visible and audible to the
online shoppers”. Similarly, adapting from Kotler (1973), Dailey (2004, p. 796) defined
web atmospherics as “the conscious designing of web environments to create positive
effects in users in order to increase favourable consumer responses (e.g. site revisiting,
browsing etc.)”. Accordingly, website quality can be used to express the designing and

atmospherics of the virtual space (Loureiro, 2019).

Several outcome benefits of the online shopping experience for consumers includes
convenience, price comparison, saving time and enhanced customer-retailer relationship
(Chen and Chang, 2003; Doolin, Dillon, Thompson, and Corner, 2005; Ha, 2004). These
benefits have been found to motivate online shopping in various hedonic and utilitarian
contexts (Childers, Carr, Peck, and Carson, 2001). Three main outcomes of the online
customer experience as identified in prior studies includes satisfaction, trust and
repurchase intention (Ha and Perks, 2005; Janda and Ybarra, 2005; So, Wong, and
Sculli, 2005; Jin, Park, and Kim, 2008; Ranaweera, Bansal, and McDougall, 2008). As
previously discussed in the traditional retailing context, shoppers’ environmental
perceptions affect their approach behaviours and time and money spent in store
(Donovan and Rossiter, 1982) and this has also been confirmed in the online shopping
context (Eroglu et al., 2001).
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In addition to conventional variables found in traditional retailing research, internet and
emerging technology research produce new constructs, which are very applicable to the
new shopping experiences offered by technology (e.g. presence) (Eroglu et al., 2001).
Additionally, research in the tourism sector presented a review of factors to analyse the
online atmospheric environment (Loureiro, 2015). Accordingly, functionality and usability
were two of the most frequently employed in past studies followed by website design,
informativeness, or safety and security (Loureiro, 2015). Similar to traditional retail
research, many online studies have employed the S-O-R theory (Mehrabian and Russell,
1974) when developing models demonstrating the effects of web variables on consumers
response and subsequent behaviours (e.g. Wu et al., 2013; Rose et al., 2012; Wang et
al., 2011; Wang et al., 2010; Fiore et al., 2005). Initially, Eroglu et al., (2001) provided a
theoretical model to explain the role of atmospherics in the online retailing context based
on the S-O-R paradigm (see Figure 2.3). Their framework suggested that certain
atmospheric elements of the online store influence the consumer’s affective and cognitive
internal states, which intervene the approach/avoidance behavioural responses to the

online shopping experience (Eroglu et al., 2001).

Since then, many researchers have explored various constructs using the S-O-R theory
in online retailing and tourism contexts (see Figure 2.3), however, a more comprehensive
framework is yet to be established (Wu et al., 2013). The majority of studies adapt Eroglu
et al's. (2001) model by employing affect and cognition, or specific elements of affect (e.qg.
emotional arousal) and cognition (e.g. attitude), as the mediating variables between web
stimuli and consumer behaviour. For instance, Wu et al., (2013) aimed to investigate the
relationships among layout design, atmosphere (stimuli), emotional arousal, attitude
toward the website (organism) and purchase intention (response). Additional affective
responses include satisfaction (Prashar etal., 2017; Wang et al., 2011, Wang et al., 2010)
and enjoyment (Floh and Mandleberger, 2017), while cognitive responses include flow
(Gao and Bai, 2014) and online service quality (Wang et al., 2011; Wang et al., 2010).
However, according to Loureiro (2019), the typology of atmospheric cues depends on the
context; therefore, researchers tend to choose the most appropriate approach for the

characteristics of the website under research.
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Figure 2.3 S-O-R Model of Consumer Response to Online Shopping

Stimulus Organism Response
Involvement
Online Environmental Cues Internal States Shopping Outcomes
A *Affect
*High Task Relevant v o ec *Approach
[ v ... >

*Low Task Relevant *Cognition *Avoidance

Atmospheric
Responsiveness

(Source: Eroglu et al., 2001)

2.3.3.2 M-Commerce

Nowadays, many people also rely on mobile devices when purchasing physical and digital
goods, making payments, browsing and searching for information, and managing
personal finances on mobile devices rather than personal computers (PC) (Huang, 2017,
Ozturk, Nusair, Okumus, and Hua, 2016). Mobile technology (e.g. mobile phones, tablets,
etc.) is integrated into consumers’ daily lives and the dependence on these devices is
only increasing (Lee, 2018; Chhonker, Verma, Kar, and Grover, 2018; Kourouthanassis
and Giaglis, 2012). Statista (2018a) reported that 4.57 billion people owned a mobile
phone in 2018, a figure that is forecast to increase over the next two years (4.68 billion in
2019 and 4.78 in 2020). Recent developments and innovation in information technology
have provided several flexible information management and services in the form of mobile
shopping applications (Kar and Singh, 2012; Singh et al., 2017). Mobile commerce
(hereafter, m-commerce) is considered an extension of e-commerce that offers
consumers’ convenience and accessibility by allowing them to conduct online
transactions via a handheld device (Mahatanankoon, 2007; Balasubramanian, Peterson,

and Jarvenpaa, 2002).

More specifically, the term m-commerce has been defined as the business activities or

monetary transactions (e.g. shopping, banking, purchasing mobile phone services and
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investing) conducted on mobile devices over wireless networks using the Internet (Zhang
et al., 2012; Sumita and Yoshii, 2010; Ko, Kim, and Lee, 2009). In recent years, the
ubiquitous presence of mobile networks, wireless devices, and the improving safety of
mobile payments has led to an increase in the use of handheld devices to deliver m-
commerce (Li, Dong, and Chen, 2012). In 2018, the global m-commerce transaction value
reached 459.38 billion U.S. dollars, and is set to surpass 693 billion U.S. dollars in 2019
(Statista, 2018b).

Similar to the e-commerce literature, researchers have begun to explore m-commerce
using the S-O-R theory. Notably, m-commerce research is still in its infancy with most
studies emerging in recent years following the widespread adoption of mobile devices.
Likewise, mobile application research with regards to atmospherics, aesthetics and
design etc. is an important topic that requires further investigation (Lee and Kim, 2019).
Nevertheless, several m-commerce studies employing S-O-R theory published in the past
ten years (2009-2019) were identified (see 12.2), which also highlights the context of the
studies. In these studies, the stimulus is often mobile characteristics (e.g. ubiquity,
convenience, localisation) and mobile servicescape (e.g. aesthetics, design factors,
layout and functionality) factors. Studies investigated the effects on response including
usage (e.g. browsing, urge to buy), perceptions (e.g. pragmatic or hedonic), attitude (e.g.
toward using mobile devices for communication and commerce), loyalty, engagement and
consumption experience. Mediating the relationship (i.e. organism) was mostly affective
(e.g. emotions, pleasure, arousal, enjoyment) and cognitive (e.g. usefulness, ease of use
and attitude) responses. For example, a recent study by Huang (2017) found that an
interesting, enjoyable and fun interaction process when visiting mobile web sites can
evoke consumers’ positive feelings (i.e. pleasure) and browsing activities, which is critical
to inducing consumers’ impulsive purchase intention. Additionally, web atmospherics
tend to influence consumers’ perceived dominance of mobile websites, which increases

their perceived control over the interaction process (Huang, 2017).

Furthermore, Yoo et al., (2015) argued that the success of retailing does not only lie in
physical stores and traditional e-commerce environments but also in virtual stores and

environments as well. Hence, virtual environments (e.g. virtual worlds and virtual
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marketplaces) are considered the next major step of e-commerce (Jung and Pawlowski,
2014), and more recent research has begun to apply e-commerce and traditional retailing
research in the context of virtual environments (Krasonikolakis, Vrechopoulos, Pouloudi,
and Dimitriadis, 2018; Schnack et al., 2018), which is the context that this study is

situated.

2.3.4 Summary

The aim of this chapter was to provide context to the thesis and highlight the important
role of retailing in the marketing of urban places. Drawing on place management literature
enabled an in-depth discussion of the retail formats in these urban places and the various
management schemes, which was useful to understand the persons responsible for
implementing new technologies to attract visitors. By reviewing the retail environment
research on both in-store and out-of-store retail environments, it became clear that
research on the latter is limited by comparison. More specifically, many researchers have
focused their attention on investigating the effects of in-store environment cues on
shoppers’ behaviour. However, pleasing out-of-store environments such as in town
centres have become important in attracting people to these areas to shop, which
reinforces the importance of advancing the understanding of how the design of these
environments influences visitors shopping behaviour. S-O-R theory is the dominant
framework utilised by researchers investigating consumers response to a specific
environment and with the emergence of new retailing channels and marketing
technologies, further research is required to determine its applicability to these new
contexts. Indeed, there is now substantial literature applying S-O-R theory to the e-
commerce and m-commerce contexts, however, as retailers and consumers gain interest
in emergent technologies and retailing channels (i.e. v-commerce), it is important to
extend this research into the new context in order to understand how VR retail
environments should be designed to generate positive consumer experiences and
provide a useful tool for retail and urban place marketers. Therefore, the following section
explores how these marketing principles apply to VR when utilised for urban place

marketing.
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Chapter 3 —Immersive Technologies and Technology

Adoption

3.1 Introduction

The purpose of this chapter is to provide an overview of immersive technologies before
moving on to discuss VR in more-depth given that it is the focus of this study. Additionally,
this chapter aims to determine the core components of immersive experience that
distinguish VR technology from prior 2D marketing channels (e.g. online, mobile etc.),
including immersion and presence and increased simulation of multisensory cues.
Several applications of S-O-R to the VR context are then provided before the chapter
moves on to discuss technology adoption research and related theories. More
specifically, the final sections within this chapter highlight how drawing on a dominant
technology adoption theory (i.e. TAM) could help to achieve the aim of this study, which
was to explore the influence of VR retail environment cues on visitor's behavioural

response in the context of urban shopping destinations.

3.2 Definition of Immersive Technologies

The arrival of immersive technologies such as VR, AR and Mixed Reality (MR)
technologies are shaping a new environment where physical and virtual objects are
integrated at varied levels (Flavian et al., 2019). Over the last few years, these
technologies have received growing interest from both researchers (Flavian et al., 2019;
Schnack et al., 2019; Siegrist et al., 2019) and industry marketers. However, theoretical
confusions exist about what immersive technologies mean for the marketing field (Flavian
et al., 2019). Prior to investigating the use of immersive technologies (specifically VR) in
the marketing domain, it is important to provide a clear definition of immersive
technologies more broadly and each immersive technology more specifically. Indeed,
prior researchers have used the terminology interchangeably (Jeon and Choi, 2009),
which reinforces the need to set clear boundaries between the realities that current

technologies are able to create (Flavian et al., 2019).
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Suh and Prophet (2018) draw on the reality-virtuality continuum (see Figure 3.1) proposed
by Milgram and Kishino (1994) in order to understand the concept of immersive
technology and its scope. The continuum has been the starting point for researchers to
classify the wide variety of realities that ranges from real (i.e. the reality itself) to virtual
(i.e. fully immersive computer-generated environments) environments at the extremes of

the continuum (Flavian et al., 2019).

Figure 3.1 portrays how the real to virtual environments can be understood as a
continuum, where AR or VR is one area within the general area of MR (Suh and Prophet,
2018). In the continuum, Augmented Virtuality (AV) and VR are used interchangeably
because real objects are added to virtual environments in both AV and VR (Hsiao, Chen,
and Huang, 2012). In support of this, Flavian et al., (2019) stated that AV involves all
content superimposed on the user’s virtual environment. Although, AR, AV and VR are
part of MR (Flavian et al., 2019), the sense of immersion is achieved differently along the
continuum (Suh and Prophet, 2018). Accordingly, mobile AR applications accessed on
mobile devices (e.g. smartphones and tablets) can augment the immediate environment
in real time with digital information such as 2D/3D images, video, audio and/or text (van
Esch et al., 2019). In comparison, VR provides a fully immersive experience where the
user can interact with the digital landscape and according to Berg and Vance (2017), this
technology enables people to experience a world beyond reality. In comparison to VR,
AR aims to supplement the real world rather than creating an entirely artificial
environment (Handa et al.,, 2012). Accordingly, AR and VR could be understood as
technologies that create certain degrees of MR and enable users to experience a sense
of immersion in a synthetic environment where physical and virtual objects co-exist (Di
Serio, Ibafez, and Kloos, 2013).
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Figure 3.1 Reality-Virtuality Continuum

| Mixed Reality (MR) |

_dil

Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV) Environment

(Source: Milgram and Kishino, 1994)

According to Rauschnabel et al., (2019), recent developments suggest a future where AR
will be similarly indispensable to both consumption and marketing. Consumers will
operate in a reality that is consistently enriched with virtual content, and marketers need
to find ways to integrate these new realities into their marketing strategies (Rauschnabel
etal., 2019). Because AR media is overlaid on to the real world, users may have a shared
experience through AR as the physical objects in the physical surrounding environment
become a backdrop for AR computer-generated content (Handa et al., 2012; Guttentag,
2010). Users are able to see the final output displayed on the screen but cannot see the
technology’s operation (Poushneh, 2018). The widespread adoption of smartphones and
other mobile devices has meant that AR has received increasing interest from developers
and companies (Rese et al., 2017). Indeed, many businesses are now developing and
implementing AR (Rese et al.,, 2017; Yim and Chu, 2013) and mobile AR retall

applications available for consumers have emerged (Poushneh, 2018).

For example, applications may include virtual mirrors/try-ons, which operate by having
consumers gaze into a mirror that reflects the consumer’s body image onto which a
computer-generated representation of the product is superimposed (Yim and Park, 2019)
(see Javornik, 2016a; Beck and Crié, 2018). Additionally, furniture planning AR
applications (e.g. Wayfair and IKEA) allow users to see furniture in his/her own home (see

for example, Rese et al., 2014, 2017) by offering AR-based online catalogues, which
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provide customers the option of digitally placing, moving and recolouring realistic 3D
models of furniture such as a coffee table in their living room (Heller et al., 2019). The
introduction of this technology has eroded the divide between online and offline channels
(van Esch et al., 2019) and has the potential to generate value through compelling buying
experiences across existing and emerging retail channels (Rafaeli et al., 2017). Research
shows that AR has the potential to capture consumers attention and by using this
technology consumers can access enhanced product information (van Esch et al., 2019)
such as 3D product images in various formats (e.g. shapes, colours, and styles) (Kim and
Forsythe, 2008), which can assist them with purchasing decisions (Pantano, 2014; Oh et
al., 2007). This overcomes the limitation of online shopping where lack of product
information and being inadequately informed about products makes a purchase decision
risky (Kim and Forsythe, 2008). Similarly, AR applications such as virtual try-ons would
be able to overcome a crucial limitation of e-commerce by enhancing interaction
possibilities with the product through the possibility to experience or try the product in

terms of scent, texture, appearance, fit or sound (Lu and Smith, 2007).

Regarding VR, an earlier definition commonly used in the literature (e.g. Suh and Prophet,
2019) is by Steuer (1992, p.76) who defined VR as “a real or simulated environment in
which a perceiver experiences telepresence”. More recently, VR has been defined as a
computer-generated immersive 3D virtual environment (VE) where the user is immersed
in the virtual world and can experience and potentially explore interactively, predominantly
through their own vision, but also through audio, tactile, and other forms of feedback
(Handa et al., 2012). VR is often experienced through a Head-mounted Display (HMD)
(e.g. Samsung Gear VR, Google Cardboard, or HTC Vive) and uses computerised and
behavioural interfaces to simulate the behaviour of 3D entities such as people, places
and objects in a VE (Hudson et al., 2019). The user can navigate (i.e. move around and
explore) and possibly interact (i.e. select and move objects) within the virtual environment,
which results in real-time simulation of one or more of the user’s five senses (sight, sound,
visual, touch and scent) (Handa et al., 2012; Guttentag, 2010; Vince, 2004; Gutierrez et
al., 2008). With the evolution of VR-related technologies, there has been a push forward

in the current state of the art for multisensory systems where several senses are
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stimulated at the same time, and users are presented with real experiences designed in
the virtual worlds (Martins et al., 2017).

More recently, Flavian et al., (2019) aimed to extend the reality-virtuality continuum
(Milgram and Kishino, 1994) in order to overcome the terminology confusion and help
academics and practitioners to select the appropriate term for each reality (virtual,
augmented or mixed) (see Figure 2.3). Flavian et al., (2019) argued that MR should no
longer be the broad part of the continuum that includes AR and VR as suggested by
Milgram and Kishino (1994). It should be regarded as an independent dimension falling
between AR and AV and characterised by the total blend of virtual holograms with the
real world, which led the authors to modify the continuum to include Pure Mixed Reality
(PMR) at the centre (Flavian et al., 2019). In PMR, users are placed in the real world and
digital content is totally integrated into their surroundings, so that they can interact with
both digital and real contents, and these elements can also interact with each other
(Flavian et al.,, 2019). Importantly, virtual objects are rendered so they are
indistinguishable from the physical world, rather than being superimposed on the physical
environment as with AR (Flavian et al., 2019). For example, in PMR, users would not be
able to see a virtual box under a table unless they bent down to look at it, whereas in AR,
the box would be overlaid, and it would be unnecessary to bend down (Flavian et al.,
2019).
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Figure 3.2 Expanded Reality-Virtuality Continuum
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Accordingly, HMDs such as Microsoft HoloLens offer a PMR experience (Flavian et al.,
2019). In this case, MR blends people, places and objects from both the physical and
virtual environment and enables the user to create a wide range of experiences
(Microsoft, 2017). The interaction with responsive holograms in MR enables the user to
visualise and interact with digital content as part of the real world (Microsoft, 2017).
Likewise to VR, MR devices show potential in retailing as they could allow consumers to

explore product displays, acquire product knowledge and complete transactions (Quinn,
2017).
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Table 3.1 provides a summary of the different realities in the proposed continuum
according to Flavian et al., (2019) who argued that all current and future technologies

would always fall within one or other of the proposed reality categories.

64| Page



Table 3.1 Definitions of different realities in the expanded continuum

Reality Definition

Real environment (RE) An actual environment where users interact solely with
elements of the real world

Augmented Reality (AR) Characterised by digital content superimposed on the users’
real surroundings

Pure Mixed Reality (PMR) Users are placed in the real world and digital content is totally
integrated into their surroundings, so they can interact with both
digital and real contents, and these elements can also interact

Augmented Virtuality (AV) Involves real content superimposed on the user's virtual
environment

Virtual Environment (VE) A completely computer-generated environment where users
can interact solely with virtual objects in real time

(Source: Authors own)

3.2.1 VR Hardware and Software Developments

Recently, Manis and Choi (2019) operationalised VR into three components including VR
content, VR hardware and VR experience. Firstly, VR content refers to an environment
simulating a sense of presence in the real world or an imagined world (Manis and Choi,
2019). Typically, content can be displayed by realistic images or video in a 360-degree
or 3D digital representation of a real environment (Martinez-Navarro et al., 2019). The
360-degree format is more affordable and is based on videos or images of real situations
captured by 360-degree camera, whereas the 3D format is created digitally through
computer vision software (Martinez-Navarro et al., 2019). Previously, 3D format was
most widely used, however, the 360-degree format is gaining popularity due to the
increasingly availability of smartphone enabled headsets and because it is more
affordable to create (Martinez-Navarro et al., 2019). In terms of v-commerce, only few
studies (e.g. Kim et al., 2014) have made comparisons between the two types of devices,
hence, Martinez-Navarro et al.,, (2019) argued that further research is required to
determine which is the most effective in terms of consumer response and whether they

perform better than traditional stores.
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VR hardware can be defined as the equipment that allows the user to interact within, view
and experience VR content (Manis and Choi, 2019; Berg and Vance, 2017). As previously
mentioned, the core component of VR hardware is a HMD, and over the years several
types of HMDs have been developed and most nowadays have stereoscopic displays,
tracking systems, and a wide field of vision (Loureiro et al., 2019). By having gyroscopes
and accelerometers, these devices can recognise the user's position and therefore
position the scene according to that information (Loureiro et al., 2019). Accompanying
accessories for HMDs may include haptic systems such as data gloves with tracking
sensors that facilitate interaction (Mizell, Jones, Slater and Spanlang, 2002). The two
common types of HMDs include tethered and untethered. Untethered HMDs (e.g.
Samsung Gear VR, Google Cardboard, Oculus Rift) are mobile-based and therefore use

a mobile device as the display (Tussyadiah et al., 2018).

However, these devices can be limiting due to the mobile devices processing power and
limited ability to process real-time 3D content (Tussyadiah et al., 2018). In comparison,
tethered VR HMDs require a personal computer (PC) to process the graphics and the
user is attached to the PC via a cable (Tussyadiah et al., 2018). Tethered headsets (e.g.
HTC Vive, Oculus Rift, and OSVR) deliver superior quality graphics as well as real-time
tracking and interaction (Byond, 2016). According to Berg and Vance (2017), interacting
with a virtual environment is a core component of many VR applications. The increasing
availability of more low-cost HMDs has meant that VR is nhow more accessible to the
consumer market because these devices are more financially affordable (Tussyadiah et
al., 2018; Hartl and Berger, 2017; van Kerrebroeck et al., 2017a) and also mobile-based,
which is beneficial given that many people already have a mobile device that can display
VR content at least to some degree (Hartl and Berger, 2017; Tussyadiah et al., 2018; van
Kerrebroeck et al., 2017a; Byond, 2016). The development of newer HMDs designed for
personal use (e.g. Oculus Rift and Samsung Gear VR) indicate the potential for mass

consumption of VR experiences (Tussyadiah et al., 2016).

A VR experience can be defined as an encounter in which the user is effectively immersed
in VR content by means of VR hardware (Manis and Choi, 2019). Accordingly, in order to
reach this definition Manis and Choi (2019) draw on prior definitions of VR that are more
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focused on the user’s experience of VR such as Brooks (1999, p. 1) who defined a VR
experience as “any in which the user is effectively immersed in a responsive virtual world”,
and Berg and Vance (2017, p.1) who discussed how VR technology allows users to
‘immersively experience a world beyond reality”. Farah et al., (2019) argued that the VR
experience is related to the immersive content, which means that content creation
becomes a crucial component of the overall experience. Accordingly, well-targeted
content that engages all senses could have a much higher sales conversion rate (Farah
et al., 2019). The virtual consumer experience is relatively new to the range of consumer
experience (Dobrowolski et al., 2014) and has been defined as consumers’ psychological
and emotional states felt during the interaction with products in a virtual environment (Li
et al., 2001). There has been increasing research focused on the VR consumer
experience in recent years. Studies have found, for example, that interaction with objects
in a VE increases immersion in the virtual world and both social interaction and immersion
can positively effect customer satisfaction with the virtual experience (Hudson et al.,
2019).

Virtual experiences are also a valuable addition to the experience economy by allowing
for existing attractions to be enhanced (Bonetti et al., 2018; Moorhouse et al., 2018), new
experiences to be staged, increased accessibility to new and more personalised
experiences (Williams and Hobson, 1995), and co-creation of experiences with the
tourism provider (Jung and tom Dieck, 2017). Incorporating VR experiences into the
tourism sector has also been considered promising in terms of creating emotional
connections between destinations and future visitors (Huang et al., 2013). In support of
this, Griffin et al., (2017) found that VR helps people generate more positive emotions
towards destinations, therefore, VR should be employed by destination marketers to
engage and build relationships with potential visitors. Additionally, Hyun and O’Keefe
(2012) discuss how VR could contribute to destination image formation, which is further
supported by Griffin et al., (2017) who found that VR could have a positive influence on
affective and conative elements of destination image in comparison to other forms of
media. There are also several benefits for the tourism industry, for example, VR entices
consumers to communicate with related brands (Guttentag, 2010) and could therefore be

used to create a competitive advantage (Jung and tom Dieck, 2017) leading to new and
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increased income (Radde, 2017). For these reasons, it could be argued that VR
applications will continue to impact society in general and the tourism and leisure
(including retail) industries in particular (Hudson et al., 2019). Therefore, it is important
that researchers gain a deeper understanding of consumer experience in virtual settings
(Guttentag, 2010) and how the experience affects important marketing outcomes (e.g.

satisfaction and loyalty) (Hudson et al., 2019).

3.2.2 VR Immersion and Presence

3.2.2.1 Immersion

A common goal of VR applications is to transport users to a virtual environment and have
them experience that environment as if it were for real (Martins et al., 2017), hence,
immersion and presence are considered the most distinctive features of VR (Simon and
Greitemeyer, 2019; Pizzi et al., 2019; Lee and Chung, 2008). According to researchers,
(Suh and Prophet, 2018; Mestre, 2018; Slater and Sanchez-Vives, 2016; Fromberger et
al., 2015), immersion most commonly refers to the level of technical embedding in terms
of the VR system’s ability to blur the boundaries between the physical and virtual worlds.
The effectiveness of immersion is influenced by how closely the reaction of the VR system
mimics the reaction of a real environment (Siegrist et al., 2019). Specifically, the sensory
feedbacks of the VR system (e.g. visual, auditory, and haptic) influence the degree of
immersion experienced by the user (Siegrist et al., 2019) and higher levels of immersion
can enhance the viewer’s transfer into the virtual environment (Fontanesi and Renaud,
2014).

On the other hand, Hudson et al., (2019) consider the subjectively experienced
immersion, rather than the technological definitions identified above. In their study, they
draw on prior research (Shin, 2018; Jennett et al., 2008; Caru and Cova, 2006), and
argued that the sense of harmony and escape, and being in another world find resonance
in the concept of immersion, where the participant feels as though he/she is “really there”,
forgets the outside world and loses his/her sense of time (Hudson et al., 2019, p. 460). In
this case, immersion was found to be positively affected by interaction with the VE
(Hudson et al., 2019). That is, interaction with objects in the virtual world were found to

play an important role in increasing immersion in the virtual surroundings (Hudson et al.,
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2019). Indeed, these findings further support the notion that VEs designed with interactive
features will lead to more immersive experiences (Sutcliffe, 2016). Specifically, Sutcliffe
(2016) asserts that the aspects of exploration and using skills to interact with the
environment exist in virtual worlds through the aesthetic and sensorial design of the VE,
and by including interactive features enabling the user to explore and control the

environment.

Additionally, interaction with the virtual world acts on satisfaction and loyalty through the
mediating effect of immersion and social interaction could positively affect customer
satisfaction with the VR experience and loyalty (Hudson et al., 2019). Prior research has
also indicated that immersion may result in positive effects on satisfaction with the
experience as it allows users to better focus on what is in front of them and extend their
perception of time (Rudd, Vohs, and Aaker, 2012). Similarly, although van Kerrebroeck
et al., (2017a) did not measure immersion directly, their results indirectly suggested that
immersion can lead to satisfaction and loyalty in terms of both recommendation and
intention to return to a shopping mall through the mechanism of relieving irritation and

crowding in the mall experienced before participating in the virtual experience.

3.2.2.2 Presence

The level of immersion influences the feeling of presence; hence, presence can be used
to measure the immersive effect (Simon and Greitemeyer, 2019; Tussyadiah et al., 2016;
Bafios et al., 2004). According to Mestre (2018), presence refers to the psychological,
perceptions and cognitive consequence of immersion. Specifically, presence can be
defined as the subjective experience of ‘the sense of being in a virtual environment rather
than the place in which the participant’s body is actually located” (Sanchez-Vives and
Slater, 2005, p.333). Indeed, it could be argued that the subjectively experienced
immersion as discussed by Hudson et al., (2019) aligns more closely with the definitions
of presence. Therefore, consistent with prior research (Suh and Prophet, 2018; Mestre,
2018; Slater and Sanchez-Vives, 2016) this study considers immersion to be the
technology-aspect of VR and presence as the subjective experience of feeling presentin
a virtual experience as a result of the VR systems ability to provide the user with a highly

immersive experience through multisensory stimuli.
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In support of this, Gutiérrez et al., (2008) argued that a sign of presence is when people
behave in a VE similarly to how they would behave in a similar real-life situation. Hence,
although feelings of presence are naturally subjective and are associated with the user’s
psychology, it is influenced by the VR system’s ability to provide high quality data to the
user’s senses through immersion (Gutiérrez et al., 2008). Accordingly, presence depends
on the sensory depth and breadth of the interface (Steuer, 1992). That is, the information
guality within a sensory channel (sensory depth) and the number of sensory dimensions
simultaneously experienced (sensory breadth) (Steuer, 1992), which in turn influences its
vividness and representational quality (Pizzi et al., 2019). According to Steuer (1992),
vividness and interactivity are complementary and the more vivid and interactive a VE is

the higher sense of presence it creates.

Previously, Sheridan (1992) identified five variables that induce presence including
sensory stimuli, control of sensors, ability to control the physical environment, task
difficulty and greater degree of automation. Later, Shubert et al., (2001) divided presence
into spatial presence, involvement, and experienced realism. Accordingly, spatial
presence refers to the feeling of being in a virtual environment, involvement refers to the
attention for the virtual environment and hence the feeling of participation, and
experienced realism refers to the user’s subjective experience of the virtual experience
(Schubert et al., 2001). In the presence literature, Schuemie et al., (2001) argued that the
discussion is dominated by presence as transportation, which refers to the feeling of being
transported to the virtual environment. According to Kim and Biocca (1997), the key
factors of transportation theory are the sense of arrival (i.e. being present in the virtual
environment), and the feeling of departure (i.e. the sense of separation from the physical
environment). When applied to VR, transportation theory refers to the user’s state of being
transported into the virtual world (Tussyadiah et al., 2016), which supports that of
Schuemie et al., (2001). Indeed, the sense of arrival and the sense of departure are
important as they indicate a deeper sense of immersion into the virtual environment and
have been found to enhance the sense of reality, increase enjoyment, and generate

positive attitudes, beliefs and intentions (Tussyadiah et al., 2016).
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Furthermore, Lee (2004) proposed three types of presence including physical presence,
social presence and self-presence. Physical presence refers to the virtual physical objects
experienced as actual physical objects, social presence refers to the virtual social actors
experienced as actual social actors, and self-presence refers to the virtual self/selves
experienced as actual self/selves (Lee, 2004). Self-presence aligns with the embodiment,
where embodied experiences create the sensation of personally having the VR
experience (Shin, 2018). When a user embodies an avatar, they tend to perceive the
avatar’s actions as his/her own (Shin, 2018; Hofer et al., 2017). According to the theory
of human-technology mediation (Ihde, 1990), embodiment refers to situations where the
technological device mediates the user’s experience and consequently the technology
becomes an extension of the human body and helps to interpret, perceive and interact
with one’s immediate surroundings. Embodiment has recently been related to user
experiences with wearable computing (Tussyadiah, 2014; Tussyadiah et al., 2017) given
that it plays a key role in creating immersive experiences due to its ability to involve the
human senses (Biocca, 1997). Specifically, fully immersive VR equipment offers a sense
of embodiment since users see themselves as components of the virtual environment,
feeling that the VR devices (HMDs, gloves, etc) belong to their own bodies (Shin, 2017).

Moreover, Hudson et al., (2019) recently argued that interaction with other individuals
participating in the virtual space is somewhat understudied and could be a contributor to
a good experience. As highlighted in the previous chapter, social interactions are
significant to customers in a servicescape (Bitner, 1992). The interaction between
customers and service staff and customers and other customers can influence the overall
consumer experience in both leisure (including retail) and tourist settings. AR research
has indicated that this technology encourages visitors to share their experiences with
others (Jung and tom Dieck, 2017). In the urban tourism destination context, Yovcheva
et al., (2014) indicated that there is a clear relationship between the physical and the
virtual world in the person’s whole experience. However, these interactions take place in
the real world as opposed to the virtual world, yet with the increase in VR experiences
and associated technologies increasingly allowing for interactive VR experiences, it is
important to investigate whether these observations are also relevant to VR (Hudson et
al., 2019).
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Overall, the level of immersion of the VR-system could influence the user’s feelings of
presence (Bénos et al., 2004), and this sense of presence significantly increases the
effectiveness of VR applications (Martins et al., 2017). Arguably, the sense of presence
is what sets VR apart from traditional computing interfaces in terms of core differentiation
and taking the technology to the next level (Berg and Vance, 2017). More specifically, the
use of HMD intensifies the level of immersion because users are immediately isolated
from the outside world, which intensifies the virtual experience and perception of
presence within the virtual environment (Disztinger et al., 2017) compared with prior
technologies. Indeed, the use of immersive technologies is expected to become
widespread soon, and with the availability of VR headsets, VR is becoming more
accessible to the consumer market (Pizzi et al.,, 2019). As such, all immersive
technologies, including AR and VR are increasingly pervasive in our daily lives, therefore,
empirical studies are required to evaluate the effects of truly immersive technology (Suh
and Prophet, 2018) and to focus on consumer experiences and behaviours (Pizzi et al.,
2019).

3.2.3 VR Multisensory Experiences

3.2.3.1 S-O-R and VR Research

The previous chapter discussed how the S-O-R theory has been applied in traditional,
online and mobile retail environments and highlighted that, by comparison, the online and
mobile environment lack specific factors experienced in the offline environment (e.g.
temperature, odour, texture or people) (Roschk et al., 2017; Loureiro and Roschk, 2014).
However, with the evolution of VR technology and its ability to provide multisensory
experiences, these same factors may become stimuli for VR settings (Loureiro et al.,
2019). Indeed, the delivery of optimal VR experiences requires a realistic multisensory
experience that allows for the recreation of the given environment with such fidelity that
the user feels transported to the simulated scene (Martins et al., 2017; Slater and Usoh,
1993). More specifically, multisensory experiences in a VE make it easier for the user to
visualise and feel incorporated into the virtual world due to the increased sense of
presence achieved (Martins et al., 2017), which has motivated industry to try and create

VEs that stimulate the majority or all of the five senses (Price, Jewitt, and Brown, 2013).
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To date, many virtual environments stimulate only the visual and auditory senses (Martins
etal., 2017; Gallace et al., 2012). The visual aspect of VR is generally the most important
and most studied sense and has therefore advanced most rapidly (Martins et al., 2017;
Gutierrez et al., 2008). A high level of realism can be achieved through visuals and a VE
must render an image in 3D and allow it to be seen from any point of view as determined
by the user’s perspective (Martins et al., 2017; Guttentag, 2010; Gutierrez et al., 2008).
This can be achieved through technologies such as HMDs (Martins et al., 2017). Over
the years, the quality of rendered images in VR has improved considerably as
improvements have been made replicating visual cues such as textures, shadows and

transparency (Guttentag, 2010).

In retail and brand marketing, sensory marketers have focused primarily on vision
because it leads to higher brand appeal (Yoo and Kim, 2014; Krishna, 2012) and
enhancing the visual sense increases imagination and presence (Cowan, Spielmann,
Horn, and Griffart, 2017). In the tourism context, 3D images with correct textures,
shadows, transparencies and lights can make the destination and site more attractive to
visit and improve the overall tourism experiences in the pre-visit phase (Marasco et al.,
2018). Additionally, visuals that highlight distinct attractions or present the destination in
creative ways prompt a higher level of arousal and heighten the sense of presence in the
VE (Tussyadiah et al., 2016). Therefore, it is important to provide aesthetically pleasing
imagery and a range of sites that present a positive destination image to potential visitors
(Tussyadiah et al., 2016).

Additionally, sound is widely used and can be important for creating realistic VEs (Martins
et al., 2017; Gutierrez et al., 2008). Audio displays can be headphones, a single speaker
or a full surround sound system with specially located speakers that ensure a 360-degree
3D sound experience (Martins et al., 2017; Berg and Vance, 2017; Guttentag, 2010). High
guality audio and spatial qualities to the sound is important as it allows the user to
perceive an external sound stage from which the sound is emitted (Guttentag, 2010).
Additionally, interactions and other distractions must be limited so that users can detach
from reality and do not have to remain conscious of surrounding elements (Tussyadiah

et al., 2016). The advent of realistic and affordable immersive audio-visual reproduction
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systems (e.g. HMDs), backed by increasingly efficient and realistic acoustic simulation
(Vorlander, 2008) has been identified as a key enabling technology for VR soundscape.
According to prior research, music in VR influences consumers’ physiological responses
through vividness and volume, and also enhances cognitive and emotional involvement
via tone, brand congruity and attention (Cuny, Fornerino, and Helme-Guizon, 2015;
Richard, 2005; Zentner, Grandjean, and Scherer, 2008).

Although not widely used in VEs due to technological limitations associated with
integration, scent (i.e. olfactory) is another sensory stimulus that is often regarded as one
of the least important senses (Matrtins et al., 2017; Guttentag, 2010). Olfactory stimulation
is typically achieved with olfactory displays that spray certain smells or smell
combinations at a particular target or area (Gutierrez et al., 2008; Washburn and Jones,
2004). Creating realistic scent is challenging, as well as ensuring one scent is removed
before another scent is introduced, and accounting for the varying olfactory capabilities
of different individuals (Washburn and Jones, 2004). Therefore, only few studies have
used this stimulus for training (Washburn et al., 2016) and therapy purposes (Chen,
2006). For instance, earlier studies have found that using scent in the VE could increase
the user’s sense of presence (Dinh et al., 1999; Zybura and Eskeland, 1999). In support
of this, Tomono, Kanda and Otake (2011) stated that in VR, smells can also increase
product focus and enhance awareness and memorability of product features due to
heightened immersivity and therefore presence. As highlighted in the previous chapter,
scent is an important component influencing emotions, cognitive response and behaviour
in retail environments (Kim and Shin 2017; Berkhout et al., 2016; Kim et al., 2007;
Donovan and Rossiter, 1982). In this case, scent is often purposefully designed to capture
consumers attention (Dubois, 2000), and could therefore be an important component for

effective VR marketing applications.

Moreover, in order to facilitate naturalistic interaction with virtual objects, the user needs
a means of manual control (Meibner et al., 2019). This can be achieved in numerous
ways such as analysing hand gestures or by tracking the user’s position and orientation
in the room (Meibner et al., 2019). However, Guttentag (2010) argued that tactile

sensations (i.e. touch) are more complicated to replicate than visuals and sound because
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the sense of touch involves complex mechanisms of the nervous system. In virtual
environments, tactile environmental conditions may be a complex set of stimuli,
combining temperature, humidity, and wind features (Martins et al., 2017). Studies have
made progress in recreating certain tactile sensations such as vibrations, which could be
generated in a variety of ways and are already widely used in video games (Guttentag,
2010). Other systems include using air conditioning systems to recreate environmental
temperatures, fans to recreate the wind, and humidifiers to deliver the environmental
humidity (Martins et al., 2017). Additionally, haptic devices have been developed in the
form of gloves, but sometimes covering a user’s entire arm or body, provide the user with
force feedback, which is felt as a very general tactile sensation (e.g. using a haptic device
to touch an object is like touching an object with a stick) (Gutierrez et al., 2008; Vince,
2004). Guttentag (2010) previously argued that there are few difficulties with regards to
creating virtual tactile sensations that will be challenging to overcome and are a limitation
of many VR systems. Since then, the realism of interaction has improved with
technological developments (e.g. improved computer graphics and faster processor
speed), however, it is clear that VR remains distinguishable from physical reality and the
limited realism of interaction can still be perceived as a disadvantage of the VR

environment (Meibner et al., 2019).

Overall, research has clarified that the combination of stimulating sound and visual
senses in the virtual environment could lead to complete absorption and escapism into
the virtual world (Jung et al., 2017). However, it is known that human beings perceive the
physical environment through the five senses, which means that it is critical to include
additional senses in the virtual environment to create a compelling, realistic multisensory
environment (Martins et al., 2017; Gallace et al., 2012). Indeed, a VR system’s ability to
stimulate different senses effectively would have varying importance depending on how
the system is being used (Guttentag, 2010) in terms of contextualisation. For instance, in
terms of VR retail stores, tactile and olfactory senses could contribute to a realistic VR
experience, while gustatory (i.e. taste) has been found to be more useful for food
simulation (see for example, Hashimoto et al., 2006, 2008; Iwata et al., 2004). Overall,
VR environments that better replicate the real environment are more effective for

marketing (Martins et al., 2017). Therefore, it is becoming increasingly important to
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simulate additional context-specific senses to generate a more realistic VR experiences

where users behave as they would in a real environment.

Given that S-O-R theory has been validated in e-commerce and m-commerce settings as
highlighted in the previous chapter, Kim et al., (2018) argued that this theory may be a
useful framework to explore the factors associated with VR. To date, several studies have
emerged investigating VR as an experiential marketing tool using S-O-R theory as a
theoretical foundation. For example, employing S-O-R theory, Dad et al., (2018) proposed
a conceptual, expanded 3D servicescape model proposing that a 3D VRR (i.e. 3D VR
retail store) environment consists of physical, social, socially symbolic and natural
dimensions. More recently, the authors focused on the influence of a specific atmospheric
cue (music) of 3D VRR stores and found that music significantly increases shoppers’
arousal levels, which increases shoppers’ pleasure levels, and then their approach

behaviour in this specific context (see Figure 3.3) (Dad et al., (2018).

Figure 3.3 Conceptual Model to Investigate the Effect on Shoppers' behaviour in 3D
VRR Stores

Approach or
Avoidance
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(Source: Dad et al., 2018)

In the tourism literature, Kim et al., (2018) recently proposed a conceptual, extended S-
O-R model, indicating the importance of authentic experience in VR tourism given its
impact on cognitive and affective responses (see Figure 3.4). According to the model,
cognitive and affective responses act as mediators between authentic experience and
attachment to VR and visit intention, and attachment to VR influences tourist’s intention

to visit places viewed in VR (Kim et al.,, 2018). Specifically, this study revealed that
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cognitive response has a stronger influence on intention to visit the destination viewed in

VR than affective response (Kim et al., 2018).

Figure 3.4 Proposed Conceptual Model in Tourism Context
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3.3 Virtual Reality and Experiential Marketing in an Urban Shopping Destination
Context

VR is an attractive technology for marketers because it provides an environment where
users can retrieve information in multisensory modalities (Slater and Usoh, 1993). The
advances associated with VR technologies have enabled their use in several business
sectors including entertainment, design, and in tourism-related activities (Martins et al.,
2017; Guttentag, 2010). In the field of psychology, research has sought to explain the
reason behind the effectiveness of VR in shaping attitudinal and behavioural responses
to virtual stimuli (Scheumie et al., 2001), with most of these studies focusing on the
concept of presence (Tussyadiah et al., 2018). Additionally, empirical evidence from
various fields including education, healthcare, entertainment and retailing demonstrate
that a VR experience could lead to positive attitudinal and behavioural outcomes (Suh
and Lee, 2005). However, research on the suitability of VR as a market research tool is

still fragmented and lacks consensus on VR’s effectiveness in replicating more
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established research tools (Pizzi et al., 2019). Additionally, although more brands are
using VR technologies to connect with consumers (Clark, 2017), Cowan and Ketron
(2019) argued that little is understood about how they should use VR to engage
consumers. Therefore, further research is required to determine whether brands should
use VR to create relationships or sell offerings, and how brands can facilitate sales or

engagement using this technology (Cowan and Ketron, 2019).

3.3.1 VR and Retail Marketing

Virtual environments have flourished in the last decade as a way to elicit new and exciting
consumer experiences as technological innovation allowed marketers to use such
advancements in commercial applications (Loureiro et al., 2019). VR is useful for brands
because it allows consumers to view a different, virtual dimension, providing substantial
potential for both selling products and creating consumer-brand relationships (Cowan and
Ketron, 2019). In retailing, VR will likely impact the way shoppers, brands and retailers
behave (Bonetti et al., 2018). In order to keep up with the fast pace of technological
advances, physical retailers are increasingly testing the potential of VR integration into
the shopping journey in order to sustain current market share and seize new opportunities
(Bonetti et al., 2018). In 2017, the retail VR market was predicted to rise to $41.5 billion
by 2020 (Blum, 2017).

Previously, Bigné et al., (2016) argued there is limited attention in the marketing literature
on virtual retailing (Pantano and Laria, 2012), as researchers continue to investigate
online retailing and advertising. Since then, several studies have emerged focusing on
virtual retailing (e.g. Pizzi et al., 2019; Farah et al., 2019; Martinez-Navarro et al., 2019;
Dad et al., 2019; Schnack et al., 2018). These researchers have largely focused on 3D
VRR stores that provide new and innovative ways of shopping and provide abundant
opportunities for both retailers and shoppers (Vrechopoulos et al., 2009). In VRR stores,
it is now possible for users to explore a virtual shop in VR by, for example, walking,
grasping a virtual apple from a virtual shelf, and putting the apple into the virtual basket
(Siegrist et al., 2019). As a result, the shopping experiences in VR are more aligned with
actual, physical experiences (van Herpen et al., 2016). Although VRR stores can be found
in Virtual Worlds (VWSs) (e.g. Second Life) (Dad et al., 2016), the next step under
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investigation is consumers buying products in VRR stores for their real lives as previously
suggested by Vrechopoulous et al., (2009). Studies focusing on VRR stores have
provided supportive results for the benefits of this technology for retailers, consumers and
researchers. For instance, from the consumer perspective, Pizzi et al., (2019) recently

explored the existence and the effects of shopping orientation in a VR-based store.

Accordingly, shopping orientation refers to consumers approach to shopping whether it
is experiential (i.e. hedonic) where consumers seek pleasure while shopping, or task-
focused (i.e. utilitarian) where shopping is viewed as a task to be completed as efficiently
as possible (Kaltcheva and Weitz, 2006; Babin et al., 1994). The researchers concluded
consumers’ shopping orientations (utilitarian and hedonic) are affected by the virtual
channel, which can lead to both utilitarianism (i.e. purchases driven by efficiency and
rationality, Chaudhuri et al., 2010) and hedonism (i.e. tendency to enjoy spending time
shopping, Holbrook and Hirschman, 1982) (Pizzi et al., 2019). Consequently, hedonism
and utilitarianism lead to store satisfaction, and although hedonism is more present than
utilitarianism, the relationship is stronger between utilitarianism and store satisfaction
(Pizzi et al., 2019). Further, Schnack et al., (2018) compared perceived telepresence and
usability between an immersive 3D simulated store and a Virtual Simulated Store (VSS)
on a conventional desktop computer in the grocery store context. Their study found that
VR grocery stores increase perceived presence compared with desktop computer virtual
grocery stores, and the presentation of visual cues and interactivity with the virtual

environment leads to increased immersion.

For retailers, early research suggested that VR could play a role in enabling them to
effectively test alternative shelf layouts in terms of enabling retailers to obtain faster
results, a higher level of control over the environment and more flexibility in the
manipulation of shelf layout (Needel, 1998). More recently, Li and Meshkova (2013)
examined whether the increased realism of a virtual store compared to pictorial (2D)
stimuli elicits consumer behaviour that is more in line with behaviour in a physical store.
The results indicated that VR can improve realism in responses to shelf allocation, which
seems to make these tools promising for use in the retail context (Li and Meshkova,

2013). Additionally, VR could provide an advanced and enriched sales method that offers
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more products than physical stores in settings similar to e-commerce and provide the
potential integration of other communication tools such as traditional advertising, online
media and electronic-WOM (eWOM) (Fang et al., 2014; Papagiannidis et al., 2014).
Additionally, VR could influence purchasing decisions by providing real interaction with
products, the ability to view them in a realistic way and to request personalised information

likely to influence purchasing decisions (Fang et al., 2014; Papagiannidis et al., 2014).

Nowadays, industry adoption of VR is flourishing, and a growing number of organisations
are integrating VR-elements into their marketing strategy (Griffin et al., 2017). More
specifically, marketing practitioners are starting to experiment with VR in experience
marketing because it provides marketers with new, creative and innovative ways to
market their products and services to prospective consumers (Adams, 2016; van
Kerrebroeck et al., 2017a). Both brands (e.g. Volvo and L’'Oréal) and retailers (e.g.
Carrefour and Lowe’s) have introduced on-site VR facilities (Berg and Vance, 2017;
Vrechopoulos et al.,, 2009). For example, Adidas provided a VR experience featuring
NBA-player James Harden in their flagship store in New York (Alvares, 2016), providing
an example of sociability in VR. Topshop launched a VR experience in its flagship store
in London, which allowed consumers to ride a virtual water slide through a recognizable
Oxford Street. In such use cases, the visual and sound sensory experiences may play
the most important role in enhancing the experience and having the customer experience

the virtual environment as if it were for real.

In e-commerce, Chinese company Alibaba previously explored opportunities for VR
shopping by creating a virtual store “Buy+”, that allows consumers to navigate through
the virtual store and closely examine 3D products. More recently, Alibaba have
implemented a payment function, which allows consumers to make real-time payments
in the virtual store as if they were shopping in the physical store. Hence, interactivity with
regard to handling the merchandise and navigating the virtual store plays an important
role in enhancing the user experience in such VR retail applications. Similarly, retailers
such as John Lewis and IKEA are experimenting with VR for at-home use. For example,
IKEA have created an interactive VR showroom allowing for new ways of exploration and

visualisation of 3D product experiences (IKEA, 2019). John Lewis have taken a similar
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approach with its application “Visualise Your Space”, which maps the dimensions of the
user's room and allows them to design an interior look by changing the colours of walls
and floors, and inserting John Lewis products that they can later buy (Williams, 2019). By
allowing users to take control and design their own room with the retailer’s products, both
these examples emphasise the importance of interactivity and generating high-quality
visual representations for VR retail applications designed for at-home use. Overall, these
examples demonstrate the opportunities of VR in generating more interactive advertising
campaigns in line with experience marketing. According to Mann et al., (2015) these VR

experiences provide more appealing shopping experiences than traditional environments.

3.3.2 VR and Marketing Urban Tourism Destinations

In the travel and tourism literature, VR has long been anticipated (e.g. Cheong, 1995;
Guttentag, 2010) and is a growing topic of interest among practitioners and academics
alike (Griffin et al., 2017). The use of VR in tourism marketing lies primarily in its ability to
provide extensive sensory information to prospective visitors (Guttentag, 2010). For
instance, destination marketers could integrate VR sensory experiences into their
communication strategy, utilising their experience-based internet marketing to support
visitors search and decision-making process (Abou-Shouk et al., 2012; Cheng and Cho,
2011; Gretzel and Fesenmaier, 2003). In response to the growing trend of experiential
marketing, Williams (2006) previously suggested that VR technologies incorporating
multisensory media assist tourism marketers with creating memorable experiences that
integrate meaning, perception, consumption and brand loyalty. In support of this,
Guttentag (2010) later argued that the experiential nature of VR makes it an optimal tool
for providing rich data to potential visitors seeking destination information. Indeed, visitors
could make better informed decisions and have more realistic expectations, which could

lead to a more satisfactory trip (Cheong, 1995; Hobson and Williams, 1995).

For several years, many hotels and tourism operators have been using VR-type
marketing such as virtual tours (Cho et al., 2002; Wan et al., 2007). However, although
they still reveal an interest in VR-type technologies these virtual tours are not genuine
VR, as they only provide panoramic photographs of the hotel or destination and do not

permit any free navigation (Guttentag, 2010). Earlier research provides evidence that
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visiting tourism destinations in VR could encourage behavioural intentions in the form of
real visitation (Guttentag, 2010). For example, Wan et al., (2007) found that virtual
experiences are more effective advertising tools than brochures for theme parks and
natural parks, while in a hotel context, Lee and Oh (2007) found that virtual visitors on a

hotel website could provide psychological relief to individuals feeling travel anxiety.

More recently, the most evident applications for VR in the tourism sphere are marketing,
entertainment, education, tourism policy planning and cultural preservation (Martins et
al., 2017; Guttentag, 2010). In terms of destination marketing, VR provides opportunities
for destination marketers to communicate intangible tourism experiences to a wider
audience by offering a rich environment for potential visitors to explore tourism
destinations prior to visiting (Huang et al., 2016; Griffin et al., 2017). More specifically,
tourism providers can utilise VR as an innovative marketing tool to promote their services
to prospective visitors and provide them with new ways of browsing, where they can “feel
and experience” the destination as opposed to browsing through traditional media such
as print or electronic catalogues (Disztinger et al., 2017, p. 256). As a result, visitors are
provided a subjective experience where virtual stimuli such as taking a virtual trip through
destinations such as tourist cities or national parks anywhere at any time (Tussyadiah et
al., 2016; Fauzi and Gozali, 2015). This technology allows for a more realistic insight into
the destination’s distinct attributes and consequently, visitor engagement increases which
potentially influences actual behaviour in the form of real visitation to a certain place (Jung
et al., 2017; Tussyadiah et al., 2016). Studies have also suggested that the subjective
experience of presence in VR can translate into real world attitude and induce behavioural
change (Fox, Christy, and Vang, 2014). For instance, Tussyadiah et al., (2017) indicated
that the immersive nature of VR experiences generates positive attitudes and behavioural
responses. Few examples of industry experimentation with this technology is travel
operators (e.g. TUI) and hoteliers (e.g. Marriott International) who have implemented VR
to allow consumers to visit a specific destination or hotel, or even experience a lifestyle

associated with a brand (e.g. The North Face) (Mandelbaum, 2015).

Previously, VR was predicted to have a significant impact on the tourism sector while

providing abundant opportunities for both professionals and researchers in the field
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(Guttentag, 2010). Since then, it appears that the number of both VR-tourism and VR-
retail related publications and industry use cases has grown significantly, and the
economic impact of the VR and AR industry is set to continue this pace in the coming
years with a forecast of 29.5 billion U.S. dollars by 2020 (Statista, 2017). Given its
anticipated impact on the tourism sector (Guttentag, 2010), further research is needed to
gain a deeper understanding of the implications and opportunities of VR for tourism
marketers (Griffin et al.,, 2017). Although a growing number of organisations are
integrating VR into their marketing strategy, there is limited empirical research on the use
of VR technology for businesses, and destinations more broadly (Griffin et al., 2017).
Additionally, VR has attracted the interest of many researchers and retailers (Glazer et
al.,, 2017) and it is evident that VR will impact the retail landscape, therefore, it is
imperative to assess the viability of VR in the retail business (Farah et al., 2019) and its
impact on physical and online retail environments. Finally, as VR faces some barriers
because users are not yet accustomed to wearing HMDs, and many visitors are unaware
of its potential beyond gaming (McKone et al., 2016), marketing researchers must strive
to understand visitors’ intrinsic motivations toward using VR, its usefulness and

enjoyment factor (Disztinger et al., 2017; Beck and Crié, 2018).

3.4 Models of Technology Adoption

Furthermore, as technology continues to be integrated into people’s everyday lives, there
is an increasing interest in the research community in addressing why people accept or
reject new technologies, and as a result, several theories and models of technology
adoption and its effective usage have been developed (Marangunic and Granic, 2014).
Initially, theories began grounded in the field of psychology (e.g. Theory of Reasoned
Action (TRA) and Theory of Planned Behaviour (TPB)). However, research has since
expanded into various disciplines since technology has become widespread throughout
society. In the technology adoption literature, there are eight prominent models including
the Technology Acceptance Model (TAM) (Davis, 1989), TRA (Fishbein and Ajzen, 1975;
Ajzen and Fishbein, 1980), TPB (Ajzen, 1985, 1991), Combined TAM and TPB (Taylor
and Todd, 1995), Motivational Model (MM) (Davis et al., 1992), Model of PC Utilisation
(MPCU) (Thompson and Higgins, 1991), Social Cognitive Theory (SCT) (Bandura, 1986)
and Diffusion of Innovation Theory (DOI) (Rogers, 1962, 2003) (Venkatesh et al., 2003).

83|Page



The TAM has been adapted numerous times resulting in the TAM 2 and TAM 3, and
Venkatesh et al., (2003) combined the eight prominent models and proposed the Unified
Theory of Technology Acceptance and Usage of Technology (UTAUT). While a thorough
review of each of the theories is not within the scope of this research, the constructs and
a brief description of the reviewed models can be found in the appendix (see 12.4). The
following section focuses on the foundations of the TAM and discusses how it was

developed from the TRA and TPB, respectively.

3.4.1 Theory of Reasoned Action

The TRA (Fishbein and Ajzen, 1975; Ajzen and Fishbein, 1980) is a versatile behavioural
theory that is useful in explaining and predicting an individual’s actual behaviour (Chuttur,
2009). The model (see Figure 3.5) assumes that individuals would use technologies
dependent on whether they could see positive benefits of using them (Samaradiwakara
and Gunawardena, 2014). More specifically, the TRA suggests that a person’s behaviour
is determined by their intention to perform the behaviour (Fishbein and Ajzen, 1975). The
intention is a function of their attitude toward the behaviour and subjective norms, which
is concerned with the perception of those people important to the individual (e.g. family
and friends) regarding whether the individual should perform the intended behaviour or
not (Chuttur, 2009; Fishbein and Ajzen, 1975). Accordingly, the influence of the attitude
on the behaviour is mediated through the intention (Marangunic and Granic, 2014). The
TRA was the first theoretical perspective to gain attention and acceptance in technology
adoption research and has since been modified and extended as scholars have identified

new variables (Samaradiwakara and Gunawardena, 2014).

Figure 3.5. Theory of Reasoned Action (TRA)
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(Source: Fishbein and Ajzen, 1975)
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However, as the TRA began to be used in social science research, it became clear that
the theory was not adequate and had numerous limitations (Marangunic and Granic,
2014). In his research, Ajzen identified that one main limitation of the TRA is concerned
with people that feel they have no control over their behaviours and attitudes, as the TRA
describes the behaviours and attitudes as being on a continuum from little control to great
control (Marangunic and Granic, 2014). Therefore, Ajzen adapted the TRA by adding a
dimension of perceived behavioural control, which resulted in the development of the
TPB. The aim of the added dimension was to help with the prediction of behaviours that

individuals do not have complete volitional control over (Beck and Ajzen, 1991).

3.4.2 Theory of Planned Behaviour

Therefore, the TPB (Ajzen, 1985, 1991) is an extension of the TRA, and was developed
to inform the inadequacies found in research using the TRA, namely the volitional control
and the over reliance of intentions on predicting behaviour. The TPB assumes that the
individual’s behaviour is determined by their intention to perform the behaviour (see
Figure 3.6). According to Ajzen (1991, p.181) ‘intentions are assumed to capture the
motivational factors that influence a behaviour; they are indications of how hard people
are willing to try, of how much of an effort they are planning to exert, in order to perform
the behaviour”. Intention is an antecedent of actual behaviour and consists of three
conceptually independent determinants (attitude, subjective norm and perceived
behavioural control) (Beck and Ajzen, 1991). As previously mentioned, attitude refers to
the favourable or unfavourable evaluation of the behaviour, subjective norm refers to the
social pressure to perform or not perform the behaviour, and perceived behavioural
control refers to the perceived ease of use to perform the behaviour, taking into
consideration the individual’s relevant skills, resources and other prerequisites needed to
carry out the behaviour (Beck and Ajzen, 1991). Therefore, the more favourable the
attitude and subjective norm toward the behaviour, and the greater the perceived

behavioural control, the greater the intention to perform the behaviour should be.

Figure 3.6. Theory of Planned Behaviour (TPB)
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The TPB has a number of limitations. For instance, the TPB assumes that perceived
behavioural control predicts actual behavioural control, however, this may not always be
the case, and it does not consider factors such as demographics and personality
(Marangunic and Granic, 2014). Although the TRA and TPB are useful models in
explaining and predicting the actual behaviour of an individual, much research adopting
the models did not produce reliable measures to explain the acceptance or rejection of
technologies (Marangunic and Granic, 2014). Having said that, the TPB has significantly
improved predictive validity compared with the TRA (Beck and Ajzen, 1991).
Nevertheless, both the TRA and TPB have been subject to modifications over the years
that aim to improve the model’s validity and applicability to different contexts by changing
existing variables and adding new variables. The most widely known adaptation was by
Davis (1989), whom adopted the two models to develop a more valid model to understand
and predict the user's decisions regarding technology acceptance or rejection

(Marangunic and Granic, 2014).

3.4.3 Technology Acceptance Model

In developing the TAM, the two key changes Davis made to the TRA was that he did not
consider subjective norm in predicting the actual behaviour of a person, as he suggested
that the authors of the TRA stated that this aspect had uncertain theoretical status, hence,
the TAM only considers the attitude toward the behaviour (Chuttur, 2009). Additionally,
rather than considering several individual salient beliefs in predicting an individual’s
attitude toward a behaviour, the TAM considers two distinct beliefs: perceived usefulness
and perceived ease of use (Chuttur, 2009). Davis (1989) suggested that the two variables
are sufficient in predicting the attitude of a user toward the actual use of a technology.
The TAM assumes that the perceived usefulness and perceived ease of use determine
the individual’s attitude toward using the technology (Huang et al., 2016) (see Figure 3.7).
Davis (1989, p.320) defined perceived usefulness as ‘the degree to which a person
believes that using a particular system would enhance his or her job performance”, and
perceived ease of use as “the degree to which a person believes that using a particular

system would be free of effort” (Davis, 1989, p.320). The final version of the TAM was
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developed by Venkatesh and Davis (1996) following a main finding that both perceived
usefulness and perceived ease of use have a direct influence on behavioural intention to

use, which eliminates the need for the attitude construct.

Figure 3.7. Technology Acceptance Model (TAM)
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Since the initial TAM was developed an extensive amount of research dealing with the
TAM has emerged and it continues to be used in recent studies as opposed to the models
later modifications (i.e. TAM2 and TAM3), which indicated the theory’s popularity in the
field of technology acceptance (Marangunic and Granic, 2014; Miltgen et al., 2013).
Research in the field of consumer behaviour and information technology usage has
confirmed that both perceived usefulness and perceived ease of use are related to
technology acceptance, as well as the user’s motivations and behavioural intentions
(Huang et al., 2016). Likewise, the TAM has been used extensively in the tourism
literature and studies have confirmed its explanatory power (e.g. Disztinger et al., 2017;
Rese et al., 2016). The TAM is considered a time and cost-effective way to gather
information, however, Chuttur (2009) stated that this may have led to scholars to conduct
quick and easy research, which limits the thoroughness needed to fully understand why

people accept or reject technology.

The TAM has been applied to emergent technology research. For instance, Rese et al.,

(2016) applied the TAM to measure consumer/user acceptance of AR applications in
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marketing and retailing, and the findings confirmed that the TAM is a robust model for AR
applications in this specific context. Another study investigating destination travel
intentions in a web context stated that the feature of perceived usefulness in web-based
tourism was a significant predictor of intention to travel to the destination (Kaplanidou and
Vogt, 2006). Huang et al., (2013) studied the applicability of the TAM in the context of
tourism marketing in 3D virtual worlds and found that perceived usefulness and perceived
ease of use are antecedents of consumers’ travel intentions to develop consideration and
awareness in destination choice making. Importantly, in the context of e-tourism, Ukpabi
and Karjaluoto (2017) reviewed studies on consumers’ acceptance or adoption with an
aim to synthesise the theories, models and frameworks employed. Their results showed
that of the 71 reviewed articles using 28 different theories, models and frameworks mainly
from technology adoption and social and psychological adoption paradigms, of which the
TAM model was the most used, appearing in 33% of the studies (24 of 71 studies) (Ukpabi
and Karjaluoto, 2017).

The TAM has also been employed to explore VR in tourism (e.g. VR for trip planning,
Disztinger et al., 2017) and retailing (e.g. intention to shop in virtual worlds, Domina et al.,
2012). For instance, Disztinger (2017) and his colleagues adopted the TAM to understand
the acceptance of VR technology as a travel planning tool. Their research confirmed that
the perceived usefulness of VR influences visitors’ behavioural intentions, while the
perceived ease of use does not. Drawing on previous literature, the authors added several
dimensions to the TAM such as perceived enjoyment, personal anxiety, perceived
immersion and technology anxiety, of which perceived immersion was found to be a valid
predictor of behavioural intentions, and the intensity of the immersion increased the
intention to use and consequent acceptance of VR (Disztinger et al., 2017). Disztinger et
al., (2017) argued that the acceptance of VR technology has significantly improved,
however, further investigation is required into its usefulness and enjoyment factors, as

well as advanced technical upgrades for it to achieve mass-market acceptance.

3.5 Summary
The aim of this chapter was to provide a more in-depth discussion on immersive

technologies, specifically VR, and demonstrate its impact on the urban place marketing
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sector. This was achieved by drawing on retail marketing and tourism marketing research
in order to inform the urban shopping destination context. The chapter highlighted several
key components of immersive VR experience, namely presence and immersion, and
demonstrated how these components are more powerful in VR than prior marketing
technologies. Additionally, VR provides more realistic multisensory experience than prior
2D technologies and retail platforms, which means that it could be an ideal tool for
experiential marketing. Consequently, VR has received increasing attention over recent
years from both researchers and marketing practitioners, which is evident by the
examples of use cases provided in this discussion. Therefore, various researchers
(Hudson et al.,, 2019; Guttentag, 2010) have called for further research on VR,
specifically, the consumer experience and how they behave in VR largely as a result of
the increased sense of presence and multisensory cues, and how the experience affects
marketing outcomes. Indeed, researchers (Kim et al., 2018; Dad et al., 2018) have
already begun to apply S-O-R theory to VR retail and tourism research given its proven
validity in research focusing on prior retailing channels (e.g. e-commerce and m-

commerce).

However, S-O-R and VR research is still in its infancy by comparison to e-commerce and
m-commerce, and further studies are required to deepen our understanding on the
various VR retail atmospheric variables that influence human behaviour in VR.
Technology adoption research could provide valuable insights into why humans adopt or
reject new technologies and therefore it is useful to draw on this stream of research when
exploring emergent technology adoption such as VR. Importantly, VR research is largely
still in its infancy and this technology is not widely accepted in society yet, which means
that people’s willingness to use it could be associated with key components of technology
adoption theories associated with usability (e.g. perceived ease of use and perceived
usefulness). Although the TAM is widely used in various disciplines, its application to VR
research is limited and given that this model is well-validated, it could potentially provide
a useful theoretical addition to S-O-R theory when investigating visitors behavioural
response to VR retail environment cues. Specifically, the following section provides a
synthesis of the literature so far and provides a more in-depth justification of the employed

theories.
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Chapter 4 — Literature Synthesis

4.1 Introduction

The purpose of this chapter is to provide a synthesis of the literature streams that were
critically analysed in the previous chapters. By identifying, comparing and contrasting key
concepts and themes from the literature findings, this chapter draws conclusions on how
the findings address the research aim and objectives and how the common themes inform
the empirical aspect of this research. In terms of scoping the literature, the previous
chapter provided a parallel research by reviewing urban place marketing, traditional, e-
commerce and m-commerce retailing, followed by an exploration of VR and technology
adoption literature. The aim of this chapter is to refine the specific commonalities and
gaps for further research of these prior findings in the context of VR and urban shopping
destinations. First, S-O-R theory is discussed, and a justification provided for its adoption
in this study, then the key research streams identified in the previous literature chapter

are presented.

4.2 S-O-R Theory

The S-O-R theory has provided a basis for theoretical framework development in several
disciplines such as environmental psychology (e.g. Baker et al., 1992; Morrison et al.,
2011), marketing (e.g. Wu and Li, 2018; Penz and Hogg, 2011), emerging technologies
including VR (e.g. Kim et al., 2018), e-commerce (Krasonikolakis et al., 2018; Prashar et
al., 2017; Eroglu et al., 2001, 2003) and m-commerce (e.g. Lee, 2018; Huang, 2017;
Sahoo and Pillai, 2017) research. Some tourism studies have been conducted on visitor
behaviour using the S-O-R theory (e.g. Jani and Han, 2015; Jang and Namkung, 2009;
Kim and Moon, 2009) and in this context, researchers have found it to be a highly effective
theory in explaining the relationships among stimuli (e.g. hotel ambience), organism (e.g.
emotions) and response (e.g. hotel loyalty) (Jani and Han, 2015). As previously
discussed, many of the studies investigating the influence of retail store environment cues
on consumers’ emotional states and shopping behaviour adopt S-O-R theory (Mehrabian
and Russell, 1974).
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The S-O-R theory has broadly predicted user behaviour when using ICTs and in the
context of immersive technologies it has been applied to consumer behaviour in VR (Kim
etal., 2018), effects of music on shoppers behaviour in VR retail stores (Dad et al., 2018),
impulse buying behaviour in a mobile auction (Chen and Yao, 2018), customer
engagement with online brand community characteristics (Islam and Rahman, 2017),
consumer behaviour in 3D online stores (Krasonikolakis et al., 2018), online shopping
values and website cues on purchase behaviour (Prashar et al., 2017), and customer
loyalty in social commerce (Wu and Li, 2018). Although VR has demonstrated its
capability and potential as a useful marketing tool, more theoretical studies on VR
consumer behaviour are necessary (Kim et al., 2018) in order to identify those factors
that encourage potential visitors to visit urban shopping destinations. Therefore, in this
study, the S-O-R model will be adapted to investigate the influence of VR retail

environment cues on shopper’s behaviour in the context of urban shopping destinations.

More specifically, the rationale for adapting the S-O-R model to the VR retailing context
is because previous studies have provided substantial evidence on its suitability as a
theoretical framework to investigate the effects of various physical and virtual
(online/mobile) retail environment cues on human behaviour through the mediating
variables of affective and cognitive states. The model is also useful in measuring possible
emotional responses and empirically claims that it can measure the effect of various retail
environments on human behaviour. Therefore, on these bases it is assumed that the S-
O-R theory would be appropriate to measure the effects of various VR retail environment
cues on shoppers’ behaviour mediated by their internal response in the context of urban

shopping destinations.

4.3 Key Research Streams

As discussed in the literature review, there is a plethora of research into bricks and mortar
retailing, as well as online and mobile retailing, although notably, m-commerce and urban
shopping environment research is lesser in comparison to both in-store and online
retailing. This is even more apparent in research into VR retail environments, and
although virtual worlds and VRR stores have existed for over a decade, research is

arguably still in its infancy, and more systematic research on the nature of VR retail using
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established retailing and consumer behaviour theories is warranted (Hassouneh and
Brengman, 2015; Krasonikolakis et al., 2011). From critically reviewing the literature in
these areas, itis clear that each of the research streams share similar themes with regard
to the effects of retail environment cues on shoppers’ behaviour, which could be applied
to this emerging area of VR retail research. Therefore, this study aims to extend the
established retailing and consumer behaviour theories into the VR retail context in order
to deepen the understanding of the influence VR retail environment cues have on

shopper’s behaviour.

More specifically, the main research questions derived from the reviewed literature
included, 1) To what extent do traditional retailing theories apply to VR retail environments
in the urban shopping destination context? 2) What, if any, is the effect of specific VR
retail environment cues on visitors’ internal states (affective and cognitive) and
behavioural intentions (approach/avoidance) in the context of urban shopping
destinations? It was anticipated that by attempting to address these questions and
establishing what is already known in the literature then the areas requiring further

investigation would become clear.

4.3.1 Physical Retail Environment Research

From reviewing the literature, it is clear that atmospheric factors remain the most
important aspect of retail environment research influencing shoppers experience in both
offine and online shopping environments. This study employs the definition of
atmospherics by Kotler (1973-1974) outlined in a previous chapter (see Chapter 2,
section 2.3.1.1). Studies have focused on specific environment cues in physical retailing
such as the effects of in-store lighting on customer satisfaction (Reddy etal., 2011), music
and aroma on shopper behaviour and satisfaction (Morrison et al., 2011), and colour and
lighting on retail impression and identity (Tantanatewin and Ikarojit, 2016). In physical
retail environments, the visual aspect entails the design of the physical surroundings,
which affects intention and willingness to re-visit and recommend the store to others, for
example (Wakefield and Blodgett, 2016). Additionally, effective design has been found to

increase time spent, desire to return and purchase, and is fundamental to maximize sales
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and profitability (Wakefield and Blodgett, 2016; Timothy, 2005; Stoel et al., 2004;

McGoldrick, 2002) and is therefore an important consideration of any retail environment.

Additionally, ambient music and background noise are especially important atmospheric
cues in retail stores given their ubiquity in retail settings (Biswas, Lund, and Szocs, 2018).
In-store music is an environmental factor that has been shown to influence shopper’s
behaviour through the mediation of emotions (e.g. Petruzzellis et al., 2017; Morrison et
al., 2011) and cognitions (e.g. Chebat et al., 2001). According to the servicescape theory
(Bitner, 1992), the spatial layout and functionality are considered a key element in retail
store environments in terms of positively influencing consumer experiences and
behavioural intentions such as repeat purchases (Wakefield and Blodgett, 2016; Baron
et al., 2009; Timothy, 2005; Arnold and Reynolds, 2003; McGoldrick, 2002; Bitner, 1992).
For instance, recent research found that perceived crowding plays a significant role in
mediating the relationship between the effects of store layout on shopping intentions
(Alawadhi and Yoon, 2016). Similarly, effective design of the signs, symbols, and
artefacts can influence cognitive and emotional responses and lead to positive
behavioural intentions (e.g. intention and willingness to revisit and recommend to others)
(Poldma, 2017; Wakefield and Blodgett, 2016; Baron et al., 2009).

Finally, sociability appears to be another important element in all shopping environments,
and in the physical context it includes interaction among customers and employees, social
mix and density, and displayed emotions of other consumers (Nilsson and Ballantyne,
2014; Baker and Wakefield, 2011; Rosenbaum and Massiah, 2011; Mari and Pogessi,
2011; Baron et al., 2009; Tombs and McColl-Kennedy, 2003). Those aspects combined
with consumers’ shopping motives, personal characteristics, socio-economic group, and
situational factors can affect consumers’ affective states and cognitive and behavioural
responses (Nilsson and Ballantyne, 2014; Baker and Wakefield, 2011; Rosenbaum and
Massiah, 2011; Mari and Pogessi, 2011; Baron et al., 2009; Tombs and McColl-Kennedy,
2003).

In the context of urban shopping destinations, urban design that has been found to
positively influence shopper behaviour (e.g. increased time spent, increased number of

retailers visited) and increase the attractiveness of a destination in terms of creating a
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memorable, pleasure-inducing place (Lew, 2017; Sheppard, 2015; De Nisco and
Warnaby, 2014; Carmona et al., 2010). Similar to retail store environment research, urban
design also encompasses a city’s form and layout and spatial layout and functionality in
this regard refers to the ability of spaces and physical abilities to provide ease of entry
and facilitate browsing, cross shopping between retailers, and accomplishment of goals
(Lew, 2017; De Nisco and Warnaby, 2014; Gibbs, 2012). Sound is important in helping
visitors to establish a sense of place and contributes to the perceived quality of the urban
environment and identity of a city (Sun et al., 2019; Rehan, 2016). Finally, the social
environment in an urban context is important for visitors in forming place identity and
images formed and is therefore a determinant of visitors’ relationship with the place (Hart
et al., 2013; Ramkissoon et al., 2012; Tsai, 2012).

4.3.2 Retail Environment Research in Digital Retail Environments

Various environment cues have also been investigated in the online retail environment
such as layout and design (Manganari et al., 2011; Vrechopoulos et al., 2009), web stores’
quality and brand (Chang and Chen, 2008) and web graphics (Koo and Ju, 2010). In
comparison to physical retail stores, the visual design of a website refers to the
consistency, aesthetic and attractiveness of the website’s appearance and includes
images, colours, fonts, shapes, animations and layout (Li and Yeh, 2010; Cyr and
Bonanni, 2005). Aesthetics has been the focus of many online (e.g. Liu et al., 2016;
Chang et al., 2014; Rose et al., 2012; Wang et al., 2010) and mobile studies (e.g. Lee,
2018; Sahoo and Pillai, 2017; Huang, 2017) and this term has been used to describe the
overall visual design factors (Liu et al., 2016). The relationship between aesthetic design
and various cognitive (e.g. attitudes, Sahoo and Pillai, 2017; Wu et al., 2013) and affective
(e.g. satisfaction and arousal, Wang et al., 2011, Wang et al., 2010) states has been
studied in this area. Aesthetic design has been found to influence mobile technology
acceptance (Cyr et al., 2006) and behavioural intentions (Sahoo and Pillai, 2017) while in
e-commerce it has been found to influence beliefs and subsequent purchase behaviours,
expectations and evaluation of service quality (Cheung, Chan, and Limayen, 2005;
Karimov et al., 2011; Wells et al., 2011).
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The spatial layout and functionality in physical retailing aligns with the navigation design
in e-commerce, which encompasses the organisation and structural layout of the
website’s pages and content (Vance et al., 2008; Hasan, 2016). The ease of layout and
functionality plays a significant role in shaping shoppers experience in terms of affective
and cognitive states (Hasan, 2016), which indicated that this retail environment factor
could also be important in VR retail environments. Additionally, prior research has
demonstrated that visual design of e-commerce websites affects various enablers of
online buying behaviour such as perceived ease of use, perceived usefulness, perceived
enjoyment and ultimate acceptance of online shopping (Li and Yeh, 2010; Kim and Stoel,
2004). Consistent with TAM research (Davis, 1989), m-commerce studies found that
perceived ease of use and usefulness influence attitude and determine user’s technology
adoption (Chhonker et al., 2018; Natarjan et al., 2018; Ko et al., 2009; Kulviwat et al.,
2007; Bruner and Kumar, 2005; Nysveen et al., 2005). The same has been found for e-
commerce where perceived ease of use has been found to shape emotions, attitudes and
behaviour (Rose et al., 2012; Manganari et al., 2011). In the tourism context, Disztinger
et al., (2017) confirmed the relationship between perceived usefulness and intention to
use VR. Given the influence of perceived ease of use and usefulness on user adoption
of various technologies, it seemed important to consider these elements when evaluating

user acceptance and behaviour of VR retail environments.

In e-commerce, the atmospheric variable of sound can be embedded in the design
features through video or music to provide an absorbing and escaping experience that
influences presence (Ettis, 2017; Lombard and Snyder-Duch, 2001; Shih, 1998). Notably,
the social dimension takes a new role in virtual environments and is closely linked to one
aspect of interactivity, namely, the exchange of information among and between
community members and between community members and the host community (Jang
et al., 2008) (e.g. 24/7 support by customer representatives, Fiore et al., 2005). In this
respect, the term social presence is used to describe the perception of personal, sociable,
sensitive human elements of the virtual environment (e.g. website) (Gefen and Straub,
2004; Short et al., 1976). This could include socially rich text and descriptions (e.g. text
or images) that evoke emotions and/or live interactive online chat boxes (Ogonowski et

al., 2014; Qiu and Benbasat, 2005; Hassanein and Head, 2007). Social presence in online
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shopping environments acts as a communication channel because it enables interactions
between users and customer service representatives, which enhances the user’s
perception of usefulness (Qiu and Benbasat, 2005; Karahanna and Straub, 1999; Gefen
and Straub, 1997).

4.3.3 Applying S-O-R Research to V-commerce
4.3.3.1 VR Retail Environment (Stimuli)

Similar to e-commerce research, VR studies indicated that sound is important in creating
realistic virtual environments, and when combined with visuals it leads to absorption and
escapism into the virtual world (Jung et al., 2017; Martins et al., 2017; Guttentag, 2010).
In VR research, visuals followed by sound are the two most studied senses and are
important for creating realistic virtual environments (Martins et al., 2017; Gutierrez et al.,
2008). More specifically, visuals that present destinations in creative ways increase
arousal and presence and realistic 3D images increase the destinations attractiveness
and improve the overall VR experience (Marasco et al., 2018; Tussyadiah et al., 2016).
Only few studies have focused on other atmospheric cues such as scent (e.g. Washburn
et al., 2016; Chen, 2006; et al., 1999; Zybura and Eskeland, 1999). Hence, researchers
(Dad et al., 2016; Hassouneh and Brengman, 2015; Krasonikolakis et al., 2011;
Vrechopoulos et al., 2009) have pointed out that research in the context of VR retail
atmospherics is still in the initial stages. Given the importance of sound in both offline and
online retail settings and in prior VR studies, sound is considered an important

atmospheric cue to consider in the evaluation of VR retail environments.

Previous studies indicated that interactivity positively influences consumers’ attitudes
towards online retailers and online purchasing (Vonkeman et al., 2017; Campanelli, 2004;
Fiore and Jin, 2003; Gehrke and Turban, 1999; Hartnett, 2000; Li et al., 2001; Wu, 1999).
This study adopted the definition by Steuer (1992) who referred to interactivity as the
extent to which online users might participate in adjusting the website’s content in real-
time. Jang et al., (2008) also argued that interactivity includes the interaction in virtual
communities among and between community members and between community
members and the host community. Interactivity leads to increased enjoyment and

positively influences individual’s attitude toward the online retailer as well as their
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behaviour (e.g. online purchasing and impulse buying) (Vonkeman et al.,, 2017;
Campanelli, 2004; Fiore and Jin, 2003; Gehrke and Turban, 1999; Hartnett, 2000; Li et
al., 2001; Wu, 1999). Interactivity has also been found to influence presence in both online
(Vonkeman et al., 2017; Fiore et al., 2005; Sautter et al., 2004; Eroglu et al., 2001; Shih,
1998) and VR (Schnack et al., 2018) retail environments, which indicated that it could be

an important factor to consider in this study.

Additionally, prior research has demonstrated the importance of social presence in both
offine and online shopping environments and demonstrated its impact on
approach/avoidance behaviour, which suggested that it could also be an important factor
for VR retail environments. In support of this, Dad et al., (2018) argued that social cues
are limited in online retailing environments, and this limitation could be overcome in VR
retail environments where virtual shoppers can experience other shoppers’ avatars
shopping around them (e.g. Second Life). Moreover, as previously discussed,
psychological presence (i.e. the feeling of being present in the virtual environment rather
than where the users’ physical body is) together with physical immersion (i.e. the extent
to which the user is isolated from reality) are the two main factors that constitute a VR
experience (Gutierrez et al., 2008; Disztinger et al., 2017). An increased sense of
presence increases the effectiveness of the VR application (Martins et al., 2017) and can
lead to attitude and behaviour change (Fox et al., 2014) and is therefore considered an

important concept to consider in the evaluation of VR retail applications.

Although VR shopping applications are still at the developmental stage, there is potential
for realistic simulated retail environments to be developed similar to bricks and mortar
stores (Lau et al., 2013). Only few studies (e.g. Dad et al., 2018; Dad et al., 2016;
Hassouneh and Brengman, 2015; Krasonikolakis et al., 2011; Vrechopoulos et al., 2009)
have investigated store atmospherics and their effect on shoppers’ behaviour in virtual
worlds, and even fewer (Dad et al., 2018; Vrechopoulos et al., 2009) have focused on a
specific environment cue (music and layout design, respectively) and its effect on
shoppers’ behaviour. The remaining examples (Dad et al., 2016; Hassouneh and
Brengman, 2015; Krasonikolakis et al., 2011) aimed to define and explain the VR retall

environment. For example, as previously mentioned, in an attempt to define the entire 3D
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VR retail environment (e.g. Second Life) Dad et al., (2016) recently developed the 3D
servicescape model consisting of 21 environmental cues from virtual air to compatibility.
However, the researchers pointed out that it is possible that there is no effect on some
environment cues on shoppers’ emotions and behaviour because the environment was
defined using eight in-depth interviews only (Dad et al., 2016). Therefore, further empirical
research is required to investigate the effects of atmospheric cues of 3D servicescape on
virtual shoppers’ behaviour (Dad et al., 2016).

4.3.3.2 Emotions (Organism)

To better understand the way that atmospherics influence shopper behaviour, it is
important to consider the mood and emotions that shoppers experience while shopping
within a specific store (Morrison et al., 2011). As previously discussed, Mehrabian and
Russell (1974) focused only on emotional responses (i.e. PAD), however, Bitner (1992)
later incorporated cognition and physiology within the S-O-R theory while expanding its
application to servicescapes. From then, studies employing S-O-R theory have
investigated affective and cognitive responses (organism) (e.g. Kim et al., 2018; Wang et
al., 2011; Wu et al., 2013). Emotions have also been studied in retail (Kim et al., 2018;
Wu et al., 2013) and tourism research (Liu, 2016; Lee, 2014; Hosany and Gilbert, 2010)
and further studies considering both positive and negative emotions has been called for
(Liu, 2016).

Prior studies have indicated that VR could potentially generate an emotional connection
between visitors and tourism destinations and have a positive influence on affective
elements of destination image (Griffin et al., 2017; Huang et al., 2013). Presence
influences the intensity of emotions felt in and induced by the virtual environment (Riva
et al., 2007). More specifically, emotional states play a key role in the definition of virtual
experience, which entails consumers’ psychological and emotional states felt during
interaction with products in a virtual environment (Li et al., 2001). Although many
emotional scales have been developed, and the PAD scale remains dominant in tourism,
marketing, and consumer behaviour research (Correia et al., 2017; Li et al.,, 2015).

However, the PAD scale employs only positive emotions and this study aims to evaluate
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both positive and negative emotions as suggested by prior research (Liu, 2016) for

several reasons.

Firstly, emotional states are considered the outcome of consumers’ reactions to store
stimuli and often serve as the organism or intervening variable in many consumer
behaviour studies adopting S-O-R theory (Cheng et al., 2009; Wu et al., 2013), which
indicates its applicability in this specific context. The retailing literature indicates several
factors that a shopper’s perception of store atmosphere and layout design could
potentially elicit positive or negative emotions (Wu et al., 2013; Richard, 2005; Hong et
al., 2004), which then influences approach/avoidance behaviour (Ettis, 2017; Wu et al.,
2013; Kumar et al., 2010; Karimov et al., 2011; Koo and Ju, 2010; Yen and Lu, 2008; Liu
et al., 2008; Eroglu et al., 2001). However, it is unknown whether the same would apply
in VR retail environments; hence, further research is required. Also, negative emotions
are also unavoidable when travelling to new destinations (Liu, 2016) and emotions in
general are a major motivation for purchase and consumption of products including travel
(Goossens, 2000). VR technology offers an increased sense of presence compared with
previous technologies and therefore could potentially trigger a deeper emotional

connection with consumers.

Finally, VR studies have indicated that individuals could have a negative response to VR
given its immersive nature, although many studies continue to focus only on the positive
response to this technology, which indicates the need for further studies evaluating both
positive and negative emotional responses. Therefore, this study draws on the Differential
Emotions Scale (Izard, 1977), which requires respondents to consider the experience and
rate how each fundamental positive and negative emotion was experienced during the
experience. This particular emotional scale has been utilised in prior tourism studies (e.g.
Correia et al., 2017; Li et al., 2015; Jang and Namkung, 2009), which confirms its validity
in the context of tourist/visitor experience when visiting destinations. More specifically,
this study employs the scale in the context of urban shopping destinations, which

potentially extends prior research.
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4.3.3.3 Behavioural Intentions (Response)

Behavioural intentions are the outcome of individuals’ response to specific environment
cues and are important to consider in order to ensure the favourable outcomes (i.e.
approach behaviour). More specifically, behavioural intentions mediate the relationship
between attitude and actual behaviour (Marangunic and Granic, 2014; Ajzen, 1991; Beck
and Ajzen, 1991; Fishbein and Ajzen, 1975) and can be defined as subjective judgements
by people about how they will behave in the future (Blackwell et al., 2006, p.375). As
pointed out throughout this chapter, and in line with intentions outlined by Blackwell et al.,
(2006), several key behavioural intentions considered in the retailing literature include
intent to purchase, increased time spent, increased money spent, repurchase intentions,
consumption intentions, search intentions, shopping intentions, willingness to re-visit, and
willingness to recommend to others. In the VR-tourism context, studies tend to focus on
the influence of VR in encouraging positive behavioural intentions in the form of real
visitation (Jung et al., 2017; Tussyadiah et al., 2016), although few studies have been

conducted focusing on marketing urban places.

4.3.3.4 Technology Adoption (Stimuli) and Attitude (Organism)

Moreover, throughout this chapter it is evident that all studies employing S-O-R theory
measure individuals’ internal response to specific environment cues through affective
and/or cognitive states. Drawing on these examples, this study aims to explore affective
and cognitive response to VR retail environments including emotions and attitude,
respectively. In particular, attitudes have been evaluated in retail (Kim et al., 2018; Wu et
al., 2013), tourism (Lee, 2014; Hosany and Gilbert, 2010; Thomas and Carey, 2005;
Tooke and Baker, 1996; Sussman and Vanhagen, 2000), and VR studies (Tussyadiah et
al., 2016; Fox et al., 2014) and is an important aspect of technology adoption theories
(e.g. TRA, Fishbein and Ajzen, 1975; Ajzen and Fishbein, 1980 and TPB, Ajzen, 1985,
1991) including the original TAM (Davis, 1989). More specifically, studies have explored
the relationship between presence in computer-mediated environments and attitude to
the ad/advertised product (Keng and Lin, 2006; Sundar and Kim, 2005; Klein, 2003) and
also the effects of images of tourism destinations in these environments and attitude
toward the destination (Thomas and Carey, 2005; Sussman and Vanhagen, 2000; Tooke
and Baker, 1996).
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Although the original TAM (Davis, 1989) was later developed into the TAM 2 (Venkatesh
and Davis, 2000) and TAM 3 (Venkatesh and Bala, 2008), the original model remains
popular in the field of technology adoption (Marangunic and Granic, 2014; Miltgen et al.,
2013). Emergent technology studies (e.g. Disztinger et al., 2017; Rese et al., 2016; Huang
et al., 2013) continue to employ this particular theory and provide evidence of its
theoretical validity, thus, it seems logical to evaluate the linkage between the two main
variables of the TAM (perceived ease of use and usefulness) and its influence on attitudes
and behavioural intentions in the context of VR retail research in order to potentially

extend TAM research into this new context.

Furthermore, given that several retail environment cues (design, sound, layout and
functionality, interactivity and sociability) and usability (perceived ease of use and
usefulness) variables are not exclusive to VR retail environments but have been widely
documented in a number of shopping environments both offline and online, this study
expects that VR retail environments should induce similar effects. In other words, the
features leading to individuals’ behavioural intentions might be different in two
environments, but there is no priori reason why VR should have lesser influence on
behavioural intentions than other offline and/or online retail store environments, at least
in realistic VR retail environments that provide feelings of immersion and presence.
Therefore, it is expected that those retail environment cues that are relevant to VR retail

environments could influence individuals’ behavioural intentions.

4.4 Summary

Overall, the literature synthesis links the literature on both physical (in-store, shopping
malls and town centres) and virtual (web, mobile) retail environments that were critically
discussed in the literature chapter. The reviewed literature suggested that traditional
retailing theories could potentially apply to VR retail environments in the urban shopping
destination context (Research Question 1). Additionally, the effect of specific VR retail
environment cues could influence visitors’ internal states (affective and cognitive) and
behavioural intentions (approach/avoidance) in this same context (Research Question 2).
Accordingly, several key research areas became evident in the majority of contexts and

assisted in forming the topics explored in the primary data collection phase including the
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influence of VR retail environment cues on visitors’ behaviour. Importantly, it became
evident that extensive retail store environment research has employed S-O-R theory and
explored the influence of various environment cues on shopper’s behaviour mediated by
internal response. However, research focusing on the wider urban centre/shopping
destination have been limited in comparison. The majority of web and mobile studies
adapt Eroglu et al’s. (2001) S-O-R model by employing affect and cognition, or specific
elements of affect (e.g. emotional arousal) and cognition (e.g. attitude), as the mediating
variables between environment cues and consumer behaviour, which indicated their
relevance to the omnichannel retail context. The physical environment cues often take on
new roles in the virtual context and although online and mobile shopping have been widely
researched (albeit the latter by comparison), as new technologies emerge it is important
to understand the influence of the retail environment cues in new virtual retail
environments on individual’s behaviour, specifically when using new technologies to

attract visitors to urban shopping destinations.

The S-O-R theory may be a useful framework to explore the factors associated with VR
(Kim et al., 2018) although studies applying the theory to the VR retail context remain
limited to date. Given that extant literature has already pointed to several of these
relationships in physical store environments, these relationships might not appear novel
when referred to physical environments, particularly at the wider urban scale. However,
this study is one of the first to investigate the relationships of specific environment cues
(i.e. design, sound, layout and functionality, interactivity and sociability) in a VR retailing
and urban place context and relate S-O-R theory aimed at understanding visitor's
behavioural response to VR environment cues in the context of urban shopping
destinations. Specifically, this study focused on the wider urban scale given its prominent
role in attracting a wide variety of domestic and international visitors to a specific place
for retail purposes. Additionally, it is the role of urban place marketers to integrate novel
marketing methods to achieve this aim of urban places. Therefore, it is important to
investigate how new digital marketing and retail platforms could be integrated into their
strategic marketing plan in order for them to achieve this aim. Not only will such research

be useful for industry, it will contribute theoretically to a number of research streams.
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Chapter 5 - Methodology

5.1 Introduction

The aim of this chapter is to detail the employed methods for the primary data collected
in this research project. This chapter begins by outlining the philosophical positioning of
this research followed by an overview of the research methods employed in this study.
This chapter also provides an in-depth discussion and justification of the approaches
taken in each research phase. Overall, the primary data collection was conducted in two
research phases. Firstly, interviews with urban place marketers in the UK were conducted
and this was followed by interviews with visitors to an urban shopping destination in the
UK (Research Phase 1). Then, quantitative survey data were collected with potential
visitors to urban shopping destinations (Research Phase 2). The data collection process
for each research phase is outlined including the instrument design, population, sampling
method and analysis technique. The final sections discuss the reliability and validity,

limitations and ethical issues associated with aspects of the employed research design.

5.2 Research Philosophy

A philosophical paradigm is a whole system of thinking (Neuman, 2006). Regarding
research, the philosophical paradigm is the researcher's system of beliefs and
assumptions about the development of knowledge (Saunders, Lewis, and Thornhill,
2016). This is important as the researcher’s philosophical position shapes the research
guestions, and underpins the methodological choice, research strategy, data collection
techniques and analysis of findings (Saunders et al., 2016). In the social sciences, the
main research philosophies are positivism, interpretivism, realism (or critical realism) and
pragmatism. The research philosophy employed contains important ontological and
epistemological assumptions that underpin the research strategy and the research
methods and methodology (Saunders et al.,, 2016). Therefore, the ontology,
epistemology, and methodology of this research are explored prior to discussing

pragmatism as the philosophical positioning.
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5.2.1 Ontology, Epistemology, and Methodology

Competing approaches in the social sciences are contrasted based on their ontological,
epistemological and methodological base (Corbetta, 2003; Della Porta and Keating,
2008). Ontology refers to the researchers’ system of beliefs that reflect the interpretation
about what constitutes fact, influences the researcher’s choice of what to research, and
shapes the way the chosen research objects are perceived and studied (Saunders et al.,
2016). The two alternative perspectives of ontology are objectivism and subjectivism.
Objectivism represents the position that things (e.g. social entities) exist as meaningful
reality external to those social actors concerned with their existence (Crotty, 1998;
Saunders et al., 2016). Subjectivism assumes that social phenomena are created from
the perceptions and consequent actions that are in a constant state of revision, of those

social actors concerned with their existence (Saunders et al., 2016).

Epistemology refers to the theory of knowledge and is therefore related to the possibility
of knowing the world and the forms that knowledge would take (Corbetta, 2003). It refers
to how human beings have come to have knowledge of the world around them and is
concerned with the possibilities, nature, sources and limitations of knowledge in the field
of study (Dudovskiy, 2016; Blaikie, 2004). It provides a philosophical grounding for
establishing what kinds of knowledge are possible and for deciding how knowledge can
be judged as being both adequate and legitimate (Blaikie, 2004). The understanding of
what knowledge is and how we acquire it defines the nature of the questions the
researcher might ask when carrying out research, as well as the methodology and
methods the researcher considers appropriate to address the research questions
(Hammond and Wellington, 2013). Therefore, Hammond and Wellington (2013) argued
that ontology and epistemology should be at the top of the hierarchy of issues for

consideration when it comes to shaping the research project.

The methodological base refers to the technical instruments that are used to acquire that
knowledge (Corbetta, 2003). According to Della Porta and Keating (2008), the
methodological question refers to the instruments and techniques we use to acquire
knowledge. Given that there are multiple ways of acquiring each type of knowledge, the

methodological question is independent of the ontological and epistemological questions
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(Della Porta and Keating, 2008). Questions about methods come together with
epistemology and theory in discussions about methodology, which refers to the way in

which methods are used (Della Porta and Keating, 2008).

5.2.2 Philosophical Debate

The debate on ontology and epistemology is often framed in terms of either positivist or
interpretivist research philosophy (Saunders et al., 2016). Positivism implies that the
research findings are objective facts and therefore established truths (Gray, 2014; Altinay
and Paraskevas, 2009). Consequently, positivists tend to use quantitative methods
concerned with statistical analysis (e.g. survey research or field experiments) and aim to
generate knowledge based on sensory experiences obtained from experimentation, as
well as interviews, surveys and observations (Altinay and Paraskevas, 2009; Neuman,
2006). The ontological position of the quantitative paradigm is that there is only one truth:
an objective reality that exists independent of human perception (Sale et al., 2002).
Epistemologically, from the positivist perspective the investigator and the investigated are
independent entities; therefore, the researcher can study a phenomenon without

influencing it or being influenced by it (Sale et al., 2002).

In comparison, from a constructivist or interpretivist perspective, concepts are nominal
and emerge from social interaction to reflect human needs and interests (Hammond and
Wellington, 2013). That is, humans create meanings, which makes them different from
physical phenomena, therefore, each must be studied differently (Saunders et al., 2016).
Specifically, interpretivists assert that as people of different cultural backgrounds, under
different circumstances and at different times, make different meanings, they create and
experience different social realities, leading interpretivists to be critical of the positivist
attempt to discover definite, universal laws that apply to everybody (Saunders et al.,
2016). Overall, the purpose of interpretivist research is to create new, richer

understanding and interpretations of social worlds and contexts (Saunders et al., 2016).

In comparison, positivists find issues such as reliability, validity, and bias relevant,
whereas interpretivists are more likely to be as interested in the consequences of the
phenomena as they are in accounting for the phenomenon in the first place (Hammond

and Wellington, 2013). However, some would argue that choosing either a positivist or
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interpretivist position is somewhat unrealistic, and therefore, adopt a pragmatist position
(Saunders et al., 2016). It is assumed that predetermining the methodology restricts the
choice of methods and techniques and their appropriateness for problem solving (Guthrie,
2010). Therefore, pragmatists employ the method most suitable for answering the
particular research question, problem or aim and objectives (Saunders et al., 2016;
Guthrie, 2010). As such, they may use a range of methods including mixed, qualitative,
guantitative or action research and regardless of the method used, the emphasis is on
practical solutions and outcomes (Saunders et al., 2016). A pragmatist philosophy
underpins this research and consistent with prior research (Saunders et al., 2009;
Guthrie, 2010), it is argued that the most important determinant of ontology and
epistemology is the research question, problem or aim and objectives. Accordingly, the
following sections focus on detailing specifically how the pragmatist philosophical

positioning underpins each aspect of this research project.

5.2.3 Applying Pragmatist Philosophy to this Research Project

The research approach is based on the research philosophy and determines the research
design. Specifically, induction, deduction and abduction are research approaches and
forms of logical reasoning that are used in every type of research (Reichertz, 2014).
Inductive approach argues that empirical generalisations and theoretical statements
should be derived from the data, therefore, hypotheses are derived from theory and then
tested against data (Miller and Brewer, 2003). In comparison, deduction begins with a
specific theory or rule and examines how the raw data support the rule (Reichertz, 2007).
Kennedy (2018), argued that the risk with deduction is that researchers become less
sensitive to participants, the field under study, and the data collected, since the main
concern simply is to prove or demonstrate the theory and assert a priori arguments. On
the other hand, induction remains close to the data and can reveal new understandings
of existing knowledge and conclusion (Reichertz, 2007). In qualitative research, induction
means that patterns, concepts and theories emerge from data through the researcher’s
interactions with the data without pre-supposing such outcomes a priori (Kennedy, 2018).
However, it is argued that inductive conclusions are often hypothetical and fallible, as
observations could be in existence in a given situation; they just have not yet been
observed (Kennedy, 2018).
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Taking an alternating focus between induction and deduction is known as abductive
reasoning, which aims to overcome these proposed limitations of the two approaches by
employing a pragmatist perspective (Hammond and Wellington, 2013). Abduction is
concerned with discovering new concepts, ideas and explanations by finding surprising
phenomena, data or events that cannot be explained by pre-existing knowledge
(Kennedy, 2018). Specifically, abduction requires interplay between data collection and
analysis and also data and theory (Kelle, 2014). In this case, the ongoing analysis
suggests plausible hypotheses to investigate further and the researcher must draw
implicitly or explicitly on previous theoretical knowledge (Kelle, 2014). Additionally, the
researcher must re-think, revise or challenge established assumptions to resolve

surprising or puzzling data (Alvesson and Karreman, 2011).

Mixed methods may use both deductive and inductive approaches by, for example,
employing qualitative methods as the preliminary stage to test a theoretical proposition,
followed by further quantitative research to develop a richer theoretical understanding
(Saunders et al., 2016). For this study, an abductive approach was implemented.
Accordingly, given the limited research investigating the phenomenon under study,
exploratory data were collected to test the employed theories in the context of this study,
to identify themes and patterns from the data analysis, and then locate these in a
conceptual framework to test through subsequent quantitative data collection (Saunders
et al., 2016). The findings were incorporated with existing theory where appropriate to

modify existing theory to the study context (Saunders et al., 2016).

5.2.4 Research Purpose: Exploratory and Explanatory

According to Saunders et al., (2016), the research purpose can be categorised as
exploratory, descriptive, explanatory or evaluative. Exploratory research seeks to
discover, describe or map patterns of behaviour in areas or activities which have not been
previously studied and therefore aims to gain insights into a topic of interest by asking
guestions associated with the what and how (Saunders et al., 2016; Veal, 2006). This
type of research is common in the tourism domain because of the changing nature of the
phenomena being studied (e.g. the relative popularity of different tourism destinations

changes) and the frequent separation between research and action (Veal, 2006).
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Exploratory studies tend to use a qualitative approach such as interviews given their
exploratory nature, and the qualitative findings are often useful in guiding the subsequent
stage of the research (Saunders et al., 2016). Exploratory research requires flexibility and
adaptability to change and in comparison, explanatory research requires a clear picture
of the phenomenon under investigation and therefore could be an extension of a piece of
exploratory research (Saunders et al., 2016). Research projects could concentrate on
only one of the research types, however, often two or more of the approaches are
included in the same research project (Veal, 2006; Saunders et al., 2016). Therefore, in
order to reach the overall aim, this study combined exploratory (Research Phase 1) and
explanatory (Research Phase 2) research, which was achieved by the use of mixed
methods research design outlined above and discussed in more detail in the following

subsections.

5.3 Research Methodologies and Data Collection Methods

The following section discusses the research methodologies and data collection methods
employed for this study. Prior to conducting the research, ethical approval was granted
by Manchester Metropolitan University through EThoS (see 12.5.1 for ethical approval

letter).

5.3.1 Overview of Mixed Methods Employed for this Study

Mixed methods can be defined as a “class of research where the researcher mixes or
combines quantitative and qualitative research techniques, methods, approaches,
concepts or language into a single study” (Johnson and Onwuegbuzie, 2004, p.17).
Indeed, prior researchers indicated that qualitative and quantitative approaches can be
combined because they share the goal of understanding the world in which we live (Haase
and Myers, 1988), they both share a unified logic, and the same rules of inference apply
to both (King, Keohane and Verba, 1994). Adopting a mixed method approach is
becoming increasingly and independently articulated as the third methodological
movement alongside each of its component methods (qualitative and quantitative)
(Tashakkori and Teddlie, 2003). Indeed, pragmatists value both research methods and
view the exclusive adoption of one philosophical position as unhelpful (Saunders et al.,
2016; Tashakkori and Teddlie, 2010).
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In this study, a mixed method approach was employed. First, qualitative data were
collected followed by quantitative data, therefore, basing quantitative research on initial
gualitative results (Hesse-Biber, 2010; Veal, 2006; Morgan, 1998). Mixed methods have
also been widely used in tourism research (e.g. French et al., 2017; Rittichainuwat and
Rattanaphinanchai, 2015; McGehee et al., 2013; Tutenges, 2012) and these studies
provide evidence that mixed methods approach is useful for tourism studies specifically
investigating motivations and behaviour. Additionally, studies on consumer behaviour in
in retailing research have employed this approach (e.g. Krasonikolakis et al., 2018; Lee
and Han, 2017). Further mixed methods studies have been called for in earlier research
(see for example, Creswell, 2009; Eriksson and Kovalainen, 2008; Creswell and Clark,
2006; Ryan et al., 2002; Yin, 1994) for several reasons such as to improve the validity of
theoretical propositions and to obtain a more complete (less biased) picture of the
phenomenon under study than it is possible with a narrower methodological approach.
Therefore, a mixed method approach is considered appropriate in this disciplinary context
and for this study, which investigates the influence of VR retail environment cues on

visitors’ behavioural response in the context of urban shopping destinations.

In this study, the thorough review of relevant literature assisted in achieving objective one,
which was to critically review four key areas of research including: 1) urban place
marketing, 2) retail store environment, 3) immersive technology and 4) technology
adoption. Because there was limited research investigating the influence of VR retalil
environment cues on visitors’ behavioural response in a specific urban shopping
destination context, literature on retail store environment, e-commerce and m-commerce
were initially reviewed. The review of e-commerce and m-commerce literature provided
insights into how traditional retail store environment research and theories are applicable
to digital retail and marketing methods in order to determine how it could potentially be
applied to v-commerce. Additionally, a review of literature extending these research
streams to the urban place context was examined. Then, immersive technology research,
specifically associated with VR and retail/tourism marketing was reviewed, following by a
discussion on technology adoption theories. Overall, the review of literature helped to

identify several key research areas that were consistent throughout the majority of
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contexts and assisted in forming the topics explored in the primary data collection phase

including the influence of VR retail environment cues on visitors’ behaviour.

More specifically, an exploratory qualitative approach was required to identify context-
specific variables and determine the relevance of existing theory to the VR retailing
context. Therefore, two sets of interview data were gathered including: 1) interviews with
urban place marketers and 2) interviews with potential visitors to urban shopping
destinations (Research Phase 1). Both interviews assisted with achieving objective two,
which was to investigate visitors’ behavioural response toward VR retail environment

cues in the context of urban shopping destinations.

The qualitative findings were incorporated into a theoretical model, which was validated
by collecting 150 survey responses from potential visitors to urban shopping destinations
(Research Phase 2). This assisted in achieving objective three, which was to validate a
proposed model portraying the influence of the VR retail environment cues on visitors’
behaviour in the context of urban shopping destinations. Through validation of the survey,
objective four was achieved, which was to propose a new theoretical model portraying
the influence of the VR retail environment cues on visitors’ behaviour and provide
guidance to urban place/destination marketers and VR developers and designers. Figure

5.1 provides an overview of the entire data collection process.
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Figure 5.1 Overview of data collection process

Research Phase 1

Seven interviews conducted
with place managers in
three urban shopping
destinations in the UK
(Objective 2)

A pilot study was
conducted with four
urban shopping
destination visitors

(Objective 2)

Data were analysed using
thematic analysis. Four themes
and eleven sub-themes
emerged including three new
sub-themes (Objective 2)

Twelve intérviews with
urban shopping
destination visitors
were conducted in
Manchester City
Centre

(Objective 2)

Thematic analysis was
conducted and three main
themes and thirteen sub-

themes emerged, which

included four new sub-themes
(Objective 2)

From the analysis, a
gualitative VR Visitor
Behaviour S-O-R
Model was developed

(Objective 2)

Research Phase 2

The qualitative model formed
the development of the
quantitative data collection
instrument

(Objective 3)

A pilot study was
conducted with 30
respondents (i.e. potential
urban shopping destination
visitors)

(Objective 3)

Reliability analysis was
conducted in IBM
SPSS to test the

internal consistency

(Objective 3)
|

\4

158 survey responses
collected from potential
urban shopping destination
visitors

(Objective 3)

150 survey responses
were input into IBM
SPSS 25 and analysed
using SEM in Smart
PLS

Final VR Visitor
Behaviour S-O-R
Model was proposed

(Objective 4)

e

(Objective 3)

(Source: Authors own)
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5.4 Research Phase 1. Exploratory Semi-Structured Interviews with

Urban Place Marketers and Urban Destination Visitors
Research phase one contributed to achieving objective two, which was to investigate
visitors’ behavioural response toward VR retail environment cues in the context of urban
shopping destinations. During this research phase, three cases (Manchester, Liverpool,
and Chester) were used to gain an initial understanding of urban place marketers’ views
on the opportunities and barriers of using immersive technologies to market urban places.
A contrasting case approach was employed in order to discover any contrasts, similarities
or patterns across the three cases that were used to enrich the development of the
gualitative theoretical framework (Mills et al., 2010). The findings from the pilot study were
useful because they provided initial insights into urban place marketers’ views on the
perceived barriers, benefits, internal organisational capability and external pressures
associated with immersive technology (AR and VR) implementation, as well as their future

intention to adopt such technologies for marketing purposes.

During research phase two, additional qualitative data were collected including semi-
structured interviews with twelve visitors to Manchester City Centre in August 2018. Prior
to participating in the interview, each participant tested two VR retail applications based
on the same urban shopping destination (Dubai). The following section provides more in-
depth information on the step-by-step interview process, instrument design, population,
sample size and data collection process of each set of interviews. Then, an explanation

of the conducted thematic analysis is presented.

5.4.1 Urban Place Marketers

5.4.1.1 Interview Process

The qualitative research design adopted for this part of the study used in-depth, semi-
structured interviews conducted with urban place marketers experienced in marketing
urban shopping destinations. Interviews are useful in yielding descriptive, explanatory,
and/or exploratory data (Dwyer, Gill and Seetaram, 2012), and allow the participant to
express their view, attitude and opinion, resulting in a first-person account of the
phenomenon (Wilson, 2013; Packer, 2011). Qualitative interview technique has been

employed in retail (e.g. Ballantine et al., 2010) and VR and tourism research, including
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studies to investigate VR for destination marketing (e.g. Jung et al., 2017; Tussyadiah et
al., 2016), VR for travel planning (e.g. Bordelon, Jafarnejad, and Williams, 2018), and
perceptions of VR (e.g. Mura, Tavakoli, and Sharif, 2016). Specifically, tourism studies
have provided evidence on the usefulness of the qualitative interview technique when
investigating managerial perspectives (e.g. Oggionni and Kwok, 2018; Pouder et al.,
2018; Zavattaro et al., 2015; Bornhorst et al., 2010).

The literature reviewed in chapter two revealed there is no prior research that is closely
related to this topic from the view of urban place marketers. Therefore, given that
gualitative research is especially appropriate for studying topics or issues for which there
is little knowledge known but further details needed (Creswell, 2013; Wilson, 2013), as is
the case in this research, an exploratory research approach that uses qualitative research
design seemed most suitable (Pouder et al., 2018). This approach allowed the researcher
to probe the topic of interest on an in-depth basis (Bornhorst et al., 2010). For this study,
the interview process was conducted in two steps (see 12.6.2 for data collection

instrument):

(1) To begin the interviews, participants were asked to provide an overview of their
role and main duties within the organisation
(2) The main interview guestions explored:
a. Perceived barriers and benefits of immersive technology implementation for
1) visitors to urban shopping destinations and 2) urban place managers;
b. Perceived internal organisational capability and perceived external
pressures associated with immersive technology implementation for urban

place managers.

5.4.1.2 Population, Sample Size and Data Collection

Shopping in the North West of England if often part of the trip for a majority of visitors with
71% of visitors going shopping during their trip (Visit Britain, 2013). Of this total figure,
60% shop for clothes or accessories and 43% shop for souvenirs (Visit Britain, 2013).
Statistics from 2013 demonstrated that over 6,000 overseas visitors who stayed only in
the North West reported visiting primarily for personal shopping as opposed to visiting
this area to take a holiday (Visit Britain, 2013). These findings indicated the popularity of
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cities in the North West of England in attracting international visitors for shopping.
Therefore, three contrasting cases in the North West of England including Manchester,
Liverpool and Chester were selected using judgemental sampling based on two criteria
(see 12.5.2.1 for participant recruitment process). Using judgemental sampling method
(also referred to as purposive sampling), the researcher used her judgement to select
cases that will best assist with achieving the research objectives (Saunders et al., 2016).
Additionally, prior marketing research on the urban places helped to inform this decision
as outlined below. Judgemental sampling method is often used for very small samples
such as in case study research and selecting a sample that is particularly informative
(Neuman, 2005). However, the drawback of employing this method is that the sample
cannot be statistically representative of the target population (Saunders et al., 2016) and
research bias can occur given that the sample is based on the researcher’s judgement.

A justification for the choice of urban shopping destinations is presented below.

Manchester is the second most visited UK city destination for domestic visitors and the
third most visited for international visitors (Visit Britain, 2017). Liverpool’s city centre is
central to the city’s success as a retail destination and local authorities and major retailers
are working together to organise campaigns to entice more people to visit (Invest in
Liverpool, 2014). In comparison, Chester attracts more domestic visitors than
international visitors (Marketing Cheshire, 2015), although, international tourism is
expected to grow due to the Northern Tourism Growth Fund that is establishing consumer
awareness in core markets including China, USA, Germany and Australia (CH1 Chester
BID, 2017). Specifically, Greater Manchester attracts the most overseas visitors in the
North West of England, followed by Merseyside then Cheshire (Visit Britain, 2013).
Manchester city centre (200,000 per annum 2010-2012) and Liverpool city centre (around
170,000) attract most overseas holiday visits and were respectively the fourth and sixth
most popular UK cities for overseas holiday visitors in 2012, while Chester attracts around
50,000 holiday visits per year (Visit Britain, 2013).

Moreover, a report by Statista (2016) based on 2014 statistics indicated that Manchester
(annual revenue £910 billion) is the second leading retail centre in the UK by annual

revenue, while Liverpool ranked sixth (annual revenue of £705 billion). Chester is not on
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this list indicating that it is much smaller in scale in terms of the number of visitors it
attracts for retail purposes and overall retail spend. Overall, the three cases are similar in
that they are all UK city break destinations; however, Manchester and Liverpool are
established within the international market and have a much higher retail spend potential.
By comparison, Chester appeals more to the domestic market and has a much lower
retail spend potential, however, it is clear that the city’s marketers are aiming to increase

the city’s attractiveness to the international market.

In this part of the study, the population in which the sample has been selected is urban
place marketers in urban shopping destinations in the UK. Urban place marketers are
concerned with both new and existing shopping visitors’ image perceptions, enhancing
the attractiveness of a specific place, and differentiating the city to protect its long-term
economic validity (Teller and Elms, 2012; Hart et al., 2007; Runyan and Huddleston,
2006). As outlined in a previous chapter (see 2.2.6), place marketers can include tourism
departments or organisations (e.g. DMOs), city councils and BIDs. DMOs are the
organisation responsible for the coordination of the complex tourism industry, and they
are capable of developing and implementing innovative strategies in response to rapidly
evolving marketing and environmental conditions (Ritchie and Crouch, 2003). Given that
both DMOs and BIDs are responsible for marketing cities, recruiting a sample of urban

place marketers from these organisations seems appropriate for this study.

A convenience sampling technique was employed to identify seven participants, at
managerial level or in digital marketing, from this population that could provide useful
insights into the topic of research. More specifically, those within managerial roles are
responsible for overseeing the marketing activities within the organisation and were
perceived to have knowledge and expertise in urban place marketing including the use of
digital marketing channels. Additionally, participants in digital marketing roles within the
marketing organisations are responsible for developing social media campaigns, web-
based campaigns, and potentially developing marketing campaigns using new
technologies (e.g. VR) and integrating technologies that enhance the destination

experience (e.g. AR).
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Overall, seven interviews were conducted throughout July — August 2017. The interviews
were conducted at the urban place marketer’s offices or over the telephone and lasted
between 30-40 minutes. All interviews were audio recorded and transcribed into a word
document within a maximum of three days after the interview was conducted (see 12.7

for interview transcripts).

Table 5.1 portrays the participant profile including participant’s role and main duties
according to the interview data, and also the participant number allocated for the analysis.
Participants were provided a code from P1-P7. The coding was allocated in no particular

order.
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Table 5.1 Participant demographic profile

Participant  Role within the Type of Main Duties of the Role

No. Organisation Organisation

P1 Commercial DMO To grow the visitor economy, increase brand

Director awareness, entice visitors, increase
expenditure and visitor satisfaction.

P2 Marketing DMO To increase visitor number, develop the

Manager tourism offer in collaboration with tourism
organisations, liaise with
domestic/international audiences and target
the consumer market.

P3 Digital Executive DMO To produce digital marketing content and
manage the organisations online presence
across several websites, social media and
creating entertaining video content, digital
content and writing blog posts.

P4 Marketing DMO Focus on international campaigns in liaison

Manager with the local airport and leading airlines.
Manage the Business Tourism market with
focus on marketing and promoting the
services the organisation offers and try to get
business conferences to be held in the city.

P5 Head of Visitor DMO To provide strategic guidance and support for

Economy tourism organisations across the local area.

P6 Marketing DMO To manage visitor campaigns and activities

Manager across all digital marketing channels.

P7 Marketing BID To ensure the city has visual appeal by

Manager collaborating with over 500 tourism

businesses on projects aiming to improve the
city centre and develop campaigns for those
businesses.

(Source: Authors own)
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5.4.2 Visitors Interviews

5.4.2.1 Interview Process

The aim of the semi-structured interviews with visitors was to identify emergent themes
specific to visitors’ response to the VR retail environment cues in the context of urban
shopping destinations. In tourism research, interviews are useful in capturing participants’
ideas, thoughts, and experiences in their own words, and give voice to the experiences
of people that are often marginalised in traditional, survey-based quantitative studies
(Dwyer et al., 2012). Interview technique allows tourism researchers to better understand
visitor behaviour, experiences, and perceptions, and to approach issues in the field in a
deep and rich way that is not possible within many quantitative methods (Dwyer et al.,
2012). This method is considered most useful for gaining an in-depth understanding of
tourism-related topics where differences in perceptions, attitude, impacts, behaviours and
practices are anticipated, possible or important (Picken, 2017). Hence, there is abundant
interview-focused research located within the visitor behaviour/consumer psychology and
heritage/culture areas of study (Dwyer et al., 2012). Following guidance on conducting
semi-structured interviews (Wilson, 2013), the interview process was completed in the

four steps.

First, participants were briefed on the aim of the study and prior to completing the relevant
ethics forms, each participant was informed about recording of the interviews and
confidentiality and anonymity (Step 1). Then, each participant was asked three warm-up
guestions (Wilson, 2013) (Step 2) prior to experiencing two VR retail applications (Step
3). The main interview followed and during this, the most important questions were asked
first, followed by a final open-ended question offering the participant to add any further
comments or ask any questions (Step 4). A more in-depth explanation of the four steps

can be found in the appendices (see 12.6.1).

5.4.2.2 Population, Sample Size and Data Collection

The population for the second set of interviews in Research Phase 1 was visitors to urban
shopping destinations. Convenience sampling was employed for this study to identify
twelve participants from the population. This method involves the recruitment of members

of the target population that meet certain criteria (in this case, those who were accessible,
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available and willingness to participate in the study) (Ddérnyei, 2007) and has been used
in prior studies on the use of emerging technologies by visitors and tourists (e.g. Baratova,
Hager, Mayrhofer, and McFee, 2018; Jung, tom Dieck, Rauschnabel, Ascencéo,
Tuominen, and Moilanen, 2017) and in the context of virtual retail stores (e.g. Siegrist et
al., 2019; Schnack et al., 2018; Huang et al., 2016; Kourouthanassis, Boletsis, Bardaki,
and Chasanidou, 2014). Three categories of visitors were identified in accordance to prior
definitions (e.g. Tourism Society, 2018; UNWTO Statistics Guidelines, 2010) as outlined
in the previous chapter (see 2.1.2). The three visitor categories have provided a useful
criterion for research conducted by DMOs (e.g. Marketing Manchester and Marketing
Chester). Using a visitor sample in accordance to the below criteria was considered most
appropriate to provide useful and quality data to achieve the research aim and objectives.
One question was included in the participant consent form that required participants to

identify with one of the three categories.

Regarding sample size, several researchers have suggested appropriate sample sizes
for qualitative studies such as 5-25 (Creswell, 1998), 10-15 in-depth (Guest et al., 2006;
Baker and Edwards, 2012), 25 for smaller projects (Charmaz, 2006), minimum of six
(Guest et al., 2006) and minimum 15 (Bertaux, 1981). Guest et al., (2006) suggested that
12 in-depth interviews should suffice, however, Creswell (2013) and Saunders et al.,
(2016) agreed that between five and 30 interviews should be sufficient. Data saturation
indicates that on the basis of the data that has been collected and analysed, further data
collection and/or analysis is unnecessary and should be discontinued because no
additional data is being found (Saunders, Sim, Kingstone, Baker, Waterfield, Bartlam,
Burroughs, and Jinks, 2018; Glaser and Strauss, 1967). According to Glaser and Strauss
(1967), the researcher becomes empirically confident that a sample is saturated.
Technology-related tourism studies using mixed methods have used a qualitative sample
of 11 (e.g. French, 2017). Taking the recommendations into consideration and drawing
on the effectiveness of prior study samples in the reviewed literature, the interviews
continued to be conducted until data saturation was achieved, which was evident when
the participants were providing the same responses for the main interview questions.

Overall, data saturation was achieved after twelve interviews.
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The anticipated length of the interview process was approximately 32 minutes. Although
it was expected that the interviews would last for at least 20 minutes in order to cover the
topic in sufficient depth, each interview (not including experiencing the VR retall
applications and completing ethics) lasted minimum seven minutes and maximum 17
minutes. This was because the majority of participants stated they were limited on time
and could afford maximum 15 minutes, and with reviewing ethics and experiencing the

VR retail applications, the process often exceeded this time.

Indeed, interviews conducted in environments where people are in a rush (e.g. malls,
airports or fast-food restaurants) often last from several minutes, and it is suggested to
use few, short open-ended questions that are relatively easy to answer (Wilson, 2013).
As with the industry interviews, the interviews were audio recorded and transcribed into
a word document within a maximum of three days after the interview was conducted (see
12.8 for interview transcripts). Specialised qualitative data analysis tools (e.g. NVivo) are
recommended for when larger interview numbers or large amounts of open-ended data
is gathered (Wilson, 2013). Although only twelve shorter interviews were gathered, the
interview transcripts were inputted into NVivo 12 for analysis in order to manage the data
more efficiently. The thematic analysis process is discussed in more depth in section
5.4.3.

5.4.2.3 Instrument Design

In total, the data collection instrument consisted of fourteen key questions including three
main opening questions, ten main interview questions and one closing question. Using
opening questions that are less sensitive (e.g. demographics and prior VR usage) is often
recommended to allow the participant to become comfortable with the question and
answer process, to establish a sense of rapport, and to demonstrate an interest with the
interviewee prior to conducting the interview (Friesen et al., 2010). Failure to establish
rapport could lead to the interviewees being reluctant to answer all the questions fully and
honestly (Friesen et al., 2010). The final questions provided the participant the opportunity
to ask any questions and/or add any additional points they feel had not been addressed.
The main interview questions were categorised by topic with easy questions asked first

(Wilson, 2013). The interview questions consisted of ten open-ended questions each with
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between one and three probing questions (i.e. sub-questions) to elicit more detailed and
elaborate responses to key questions (see 12.6.3). The key areas that were broadly
explored included participants internal response to the VR retail environment cues and
how this might influence participants’ behavioural intentions. Additionally, the general
usability of VR was explored. The interviews concluded with one closing question asking

participants whether they have any additional comments and/or questions to ask.

5.4.2.4 Pilot Study

A pilot study was conducted with the first two participants as a pre-test of the reliability of
the instrument design and interview schedule and to increase the likelihood of success in
data collection (Hassan, Schattner, and Mazza, 2006; van Teijlingen and Hundley, 2001,
Baker, 1994). The pilot study revealed that the instrument design was sufficient in
addressing the topic of interest and little changed in terms of the wording and content of
the questions of inquiry. Both participants provided useful insights into the topic and were
from the target population, therefore, it seemed inappropriate to eliminate the findings
given that the interview questions remained largely the same. Indeed, contamination
could arise when pilot study data is included in the main results or where pilot participants
are included in the main study, but new data are collected from these people (van

Teijlingen and Hundley, 2001).

However, in comparison to quantitative studies, it is argued that contamination is less of
a concern in qualitative research, and if little change is required to the data collection
instrument, then the pilot study data may be used, therefore, researchers often use some
or all their pilot data as part of the main study (Connelly, 2008; van Teijlingen and
Hundley, 2001). In this study, the minor improvements included the wording of two
guestions to make them clearer to the target sample and ensure the questions were
interpreted as intended. As additional interviews were collected and simultaneously
transcribed and analysed, this helped to improve the later interviews and explore new
topics that emerged from the earlier interviews. This method is common among qualitative
research according to van Teijlingen and Hundley (2001), hence, some have argued that

pilot studies are not necessary in qualitative approaches (Holloway, 1997).
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van Teijlingen and Hundley (2001) argued that researchers have an ethical obligation to
make best use of their research experience by reporting issues arising from all parts of
the study, including the pilot phase. Two main problems were identified when conducting
the pilot study. Firstly, the logistical problem was associated with reliable WIFI
connectivity in the city centre. The VR retail applications used for this study were only
available when connected to WIFI, therefore, this restricted the ability to move from the
WIFI hotspot in the city centre to approach participants. This was problematic because
the first participant who agreed to take part in the pilot study was limited on time, and
when WIFI connectivity was lost, the participant became disinterested and then did not
have enough time to participate. To overcome this problem, multiple WIFI hotspots were
located within a specific vicinity, and later, a portable WIFI device was used for the final

interviews.

The second issue was associated with time. The pilot study provided an indication on the
amount of time it would take to recruit participants and the amount of time the target
population were willing to dedicate to this study. Several potential participants were
approached and declined participation prior to the first participant agreeing to take part in
the interview. This slow process continued which meant that the data collection took twice
the amount of time than originally planned (total of four days instead of two days). Also,
the anticipated interview duration was 20 minutes, however, in reality the interviews were
considerably shorter due to participants time constraints and the environment the

interviews were collected in.

To recruit participants, the researcher approached people in the city centre and asked
their willingness to participate in this study, which involved the testing of two VR retail
applications followed by a one-to-one interview. The interviews were conducted in
Manchester City Centre for ease of access to the population. Once participants agreed
to take part, the researcher and participant agreed on a suitable location to conduct the
experiment (i.e. nearby bench or café as participants needed to be seated when
experiencing VR). Then, participants were briefed on the research project and about their

involvement in the study in accordance to the supporting ethics documents (see 12.5).
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Once the opening questions had been asked, participants experienced the VR retail

applications and the main interview questions followed.
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Table 5.2 provides an overview of participants’ demographic profile including age group,
gender, occupation and type of visitor according to the visitor categorisation outlined
above. Additionally, the table includes the participant number used for the analysis, the
interview duration, participants’ prior VR usage and the main leisure activities they take
part in when visiting cities. This information was provided by participants prior to them
experiencing the VR retail applications and participating in the interview. For the analysis,
participants were coded from VP1-VP12 (i.e. Visitor Interview 1 = VP1). The code was
provided based on the order of the interviews only. The first two interviews were recorded

as pilot tests and were included in the data set as previously discussed.
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Table 5.2 Interview Participants’ Demographic Profile

Age  Gender Occupation Visitor Leisure Interview  Participant  Used
Group Type Activities Duration No. VR
Before
45-54 F Employed Same day Retail and 7 minutes VP1 No
visitor restaurants 52 seconds
35-44 M Employed Leisure day Socialise 15 minutes VP2 Yes
visitor and retail 45 seconds
22-34 M Employed Leisure day Retail and 13 minutes VP3 No
visitor exploring 45 seconds
new places
45-54 M Self- Leisure day Socialise 7 minutes VP4 No
employed visitor and retail 1 second
22-34 M Self- Leisure day Socialise, 8 minutes VP5 Yes
employed visitor nightlife, 16 seconds
restaurants,
and retall
22-34 M Employed Leisure day Socialise, 8 minutes VP6 No
visitor nightlife, 16 seconds
restaurants,
and retall
22-34 F Student Same day Retall, 7 minutes 1 VP7 No
visitor nightlife, second
and
restaurants
35-44 M Employed Same day Retall, 7 minutes VP8 No
visitor nightlife,
and
restaurants
22-34 F Employed Same day Retall, 14 minutes VP9 Yes
visitor nightlife, 56 seconds
and
restaurants
22-34 F Employed Same day Retall, 14 minutes VP10 Yes
visitor nightlife, 56 seconds
and
restaurants
18-21 F Student Leisure day Retail and 16 minutes VP11 No
visitor restaurants 40 seconds
22-34 M Self- Leisure day Socialise, 16 minutes VP12 No
employed visitor retail, 40 seconds
restaurants,
and nightlife

(Source: Authors own)
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Participants’ demographic profile indicated an age range between 18 and 54 years old,
with over half of participants aged between 22 and 34 years old. Five females and seven
males participated. Regarding occupation, over half of participants were employed, two
were students and three were self-employed. All participants were from across the UK
and stated that retail is the main reason, or one of the main reasons, they frequently visit
cities. Additional leisure activities included socialising, nightlife, restaurants and to explore
new places/sightsee. Only four out of twelve participants had experienced VR before and
none of the participants had previously experienced the VR retail applications used in this
study.

As previously mentioned, the two VR retail applications are referred to as (1) Application
A (360-degree video) and (2) Application B (interactive store). Participants experienced
Application A first, followed by Application B. Both VR retail applications that were used
were based in Dubai, however, the interview questions were asked more generally in
order to encourage participants to consider the use of VR retail applications for marketing
urban shopping destinations more broadly. The two VR retail applications were used
because they were considered the most appropriate to provide participants with an idea

of how VR could be used in the shopping destination context.

More specifically, Applications A was chosen because it highlighted the urban tourism
destination more broadly, therefore drawing on the urban tourism/urban place marketing
aspect of this study. Accordingly, Application A provided participants with a 360-degree
“virtual tour” of the urban shopping destination, Dubai, highlighting the top tourist
attractions (e.g. Burj Khalifa), shopping malls (e.g. Dubai Mall) and traditional markets
(e.g. Gold Souk and Spice Souk). This application was viewed using a Samsung Gear
VR and utilised the Samsung S7 Edge smartphone and the experience was
approximately 3 minutes and 30 seconds in duration. This was more of a passive

experience and participants were not able to interact with the virtual environment.

In comparison, Application B was a more interactive experience, which involved
participants beginning in a shopping mall (i.e. Dubai Mall) and having to navigate their
way into a retail store (i.e. The Body Shop). Once in the retail store, participants could

look around and browse at products, although there was limited ability to select and
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inspect products. Participants were instructed on how to navigate inside the shop using
the VR HMD. Navigation through the virtual environment was via eye movement and no
controllers were used. More specifically, each participant was asked to move inside the
store using the interactive arrows, browse the store, and then make their way back out of
the store and into the shopping mall. No time restrictions were imposed on the virtual
experience. However, through observation it was noted that Application B took an
average of 90 seconds — 2 minutes per participant. This was dependent on the perceived
ease of use experienced by each participant with regards to navigating around the virtual
retail environment. The two VR retail applications were purposely selected to provide
participants with an idea of how VR could be used in the context of urban shopping
destinations, to identify the influence of various virtual stimuli on visitors’ behavioural
response, and to identify the most preferable aspects from the visitor perspective, in terms

of VR experience design and usability in this specific context.
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Figure 5.2 Application A, 360-degree YouTube video
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With regards to participant health and safety, the researcher decided to take extra
precautions to guarantee participants wellbeing throughout the experiment (Schnack et
al., 2018). Early research suggested that individuals that are not in their usual state of
fitness due to illness (e.g. due to flu, ear infection, hangover, sleep loss or taking
medication that could affect visual or vestibular function) should avoid exposure to VR
environments (Frank et al., 1983; McCauley and Sharkey, 1992). Using a HMD could
potentially lead to simulator induced motion-sickness (Keshavarz and Hecht, 2011),
which could be explained by the sensory conflict theory (Reason and Brand, 1975), which
links symptoms to a disconnection between visual and vestibular diseases (Schnack et
al., 2018). Specifically, sensory conflict theory is a proposed explanation for motion
sickness according to passive movement that creates a mismatch between information
relating to orientation and movement supplied by the visual and vestibular systems and it
is this mismatch that induces feelings of nausea (Oxford Reference, 2019). The risk of
such symptoms occurring are heightened in VR experiences that use unnatural
navigation technigues such as hand-held input devices (Nichols and Patel, 2002).
However, in the VR retail applications used in this study, there was limited ability to
navigate and additional devices (e.g. handheld controllers) were not used. Therefore, the

likeliness of symptoms occurring were considered not significant.

Nevertheless, prior to taking part in this study, participants were asked to confirm they
had no existing medical conditions or illness, including those mentioned above, by
providing written consent on the health and safety consent form (see 12.5.3.4). None of
the participants recruited declared they have existing medical conditions. Participants
were advised to immediately discontinue the experiment should they become unwell
(Schnack et al., 2018). As a precaution, participants were asked to remain seated for a
couple of minutes after concluding the experiment to readjust to the physical environment
(Schnack et al., 2018). This was not a problem as the one-to-one interview was conducted
immediately after experiencing the two VR retail applications. Only one participant
experienced minor feelings of nausea when experiencing Application A. No other cases
of motion sickness were reported during the qualitative data collection. Wiles and Boddy
(2013) stated that social science research on a wide range of topics could generate

emotional responses and it is important to be sensitive to research participants’ feelings.
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Therefore, the researcher monitored participants’ body language for signs of fatigue or

distress throughout the entire data collection.

5.4.3 Thematic Analysis

Thematic analysis was employed to analyse both the industry interview data and the
visitor interview data; therefore, this section provides a thorough explanation of how this
method was conducted for both data sets on a separate basis. Thematic analysis is a
systematic approach involving the identification of meaningful themes, coding and
classifying textual data accordingly, and interpreting the data by seeking commonalities,
relationships or theoretical constructs (Mills et al., 2010). Guest et al., (2012) argued that
thematic analysis is the most useful analysis technique for capturing the complexities of
meaning within a textual data set. Given the exploratory nature of both sets of qualitative

interviews, thematic analysis seemed most appropriate to draw out emergent themes.

For both sets of interviews, each interview recording was transcribed in a separate word
document and analysed using thematic analysis in NVivo 12 software. Using thematic
analysis allowed for the identification of similar themes between participants’ answers
(Schnack et al., 2018). The analysis process started during data collection, where the
researcher began to notice and look for patterns of meaning and issues of potential
interest in the data (Braun and Clarke, 2006). From here, the analysis of the interviews
was conducted in accordance with the procedure outlined by Braun and Clarke (2006).
However, during analysis the researcher often moved back and forth between the entire
data set, the coded extracts of data under analysis, and the analysis of the data that is
being produced (Braun and Clarke, 2006), Therefore, even though the data is discussed
consecutively, the data collection was not a linear, step-by-step process (Ponelis, 2015;
Braun and Clarke, 2006). Rather, it was recursive in that the researcher iterated between
the different levels of analysis throughout the data collection process (Ponelis, 2015;
Braun and Clarke, 2006).

First, familiarity with the transcripts was gained by reading them repeatedly and noting
ideas throughout (Gill et al., 2012). According to Boyatzis (1998), drawing themes from
the literature is one of the most used methods in thematic analysis. Taking a theoretical

approach and engaging with the literature prior to analysis could enhance the analysis by
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sensitising the analyst to more subtle features of the data (Tuckett, 2005). Therefore, for
the visitor interviews only, the initial themes were those drawn from the reviewed literature
and applied to the VR context and included the VR retail environment, visitors’ internal
response and behavioural intentions. Within these main themes, the exploratory
interviews aimed to draw out emergent sub-themes. This step was not taken during the
industry interviews as they aimed to gain general perspectives from urban place
marketers’ views on the use of immersive technologies for urban place marketing. Having
said that, the researcher’s prior knowledge of firm level adoption of new technologies

helped to inform the direction of the interview questions.

Following this, sections of the transcripts were manually highlighted to indicate significant
statements (Holliday et al., 2007). In order to ensure rigour and that all codes had been
identified and all statements included, this process was conducted three times before
inserting the transcripts into NVivo 12 where the highlighted statements were then coded
again using the software. Commonalities between participants’ answers were analysed
in order to identify key themes and sub-themes that were connected to the research
guestions (Schnack et al., 2018). When coding the direct quotations, the main themes
were confirmed or determined, and sub-themes began to emerge under each main theme

including those confirmed in prior studies and sub-themes specific to this study’s context.

During this stage, the codes became themes and sub-themes, and in order to achieve
this, some codes that were seen to fit together where classified as one theme/sub-theme.
Then, the themes and sub-themes were checked and reviewed against the entire data
set to establish if they worked in those contexts (Gill et al., 2012) and to form a coherent
pattern. This process was used to ensure all themes and sub-themes were mutually
exclusive (i.e. they do not overlap) and exhaustive (i.e. all data is included) and to identify
those themes and sub-themes that were new to the study context. A thematic table was
developed demonstrating the initial codes and final themes and sub-themes (see 12.10).
Finally, the report of the content and meaning of patterns (themes) in the data set was
produced (Ryan and Bernard, 2000) and a discussion presented drawing on the reviewed

literature.
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5.4.4 Qualitative Framework Development

A total of ten hypotheses were developed based on the thirteen sub-themes that emerged
from the visitor interview data and consistent with prior research. Based on this, a
qualitative VR Visitor Behaviour S-O-R model was developed. In the proposed model, the
sub-themes became variables (Creswell and Clark, 2006). The proposed model was

tested in the following quantitative research phase.

5.5 Research Phase 2: Quantitative Survey

Research phase two contributed to achieving objective three, which was to validate a
proposed model portraying the influence of the VR retail environment cues on visitors’
behaviour in an urban shopping destination context. Research phase two employs survey
technique to evaluate visitors’ behavioural response to VR retail environments. The sub-
themes identified in the qualitative study were integrated into the proposed research
model as constructs. From here, a survey was developed and a pilot study with 30
potential urban shopping destination visitors were conducted to test the validity and
reliability of the measurement model (French, 2017). Following the validation and
refinement of the survey instrument, data were collected with 158 (150 included in the
analysis) potential urban shopping visitors to test the structural model and hypotheses
that were formulated (French, 2017). Prior to any survey data collection, informed consent

was gathered from each participant (see 12.11).

5.5.1 Survey Process

Survey method is widely used in social science research and involves asking the subjects
of interest questions either face to face, over the telephone, or via questionnaires of
individuals or companies (Adams et al., 2014). This method lends itself to a more
guantitative approach given that the aim is to collate answers to a number of questions
(Adams et al., 2014). In order to ensure the survey is well designed and formulated,
Adams et al., (2014) suggested following the survey process. Figure 5.4 provides an

overview of the suggested survey process adapted to this study.
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Figure 5.4 The Survey Process

[ A survey was designed )
based on initial
qualitative findings

Likert scale questions )
were developed
employing
measurement items
_ from previous studies

A pilot study was
conducted with 30
participants

From the pilot study,
alterations to the
survey were made
including removal of
two measurement
items

The survey was
administered to 158
respondents

Data entered into IBM
SPSS

[ Data analyzed using )
PLS-SEM with 150
survey responses

Report findings

(Source: Adapted from Adams et al., 2014)

Previous VR studies have employed a survey technique (e.g. Disztinger et al., 2017,
Gibson and O’'Rawe, 2017), which supports the usefulness of this technique for such
research. For example, Gibson and O’Rawe (2017) gathered 129 responses from
consumers at two consumer travel shows, where participants experienced 360-degree
VR videos of various activities in Ireland. Constructed along the dimensions of the TAM
(Davis 1989), their study explored consumers’ attitudes and experiences of VR. This
study concluded that using VR for destination marketing greatly increases the likelihood
of visiting the destination itself in the future (Gibson and O’Rawe, 2018). Similarly,

Disztinger et al., (2017) developed a 36-item survey based on the TAM (Davis, 1989) in
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their study investigating tourists’ technology acceptance of VR for travel planning. They
used Google Street View, which allowed 148 participants to virtually visit a potential
holiday destination of their choice prior to completing the survey. The results of this study
indicated significant effects of perceived immersion, interest, perceived enjoyment and
perceived usefulness on the intention to use VR for travel planning (Disztinger et al.,
2017).

5.5.2 Instrument Development

Instrument development was conducted in three stages including scale development,
assessing content validity and then conducting a pilot test. First, the scale was developed
using self-report method and 7-point Likert scale measures (1= strongly disagree to 7 =
strongly agree) drawing on items from previous studies and adapting them to the study
context to produce the survey content. Likert scales are commonly used in social science
research (Croasmun and Ostrom, 2011) and self-report approach is the most common
method used to capture tourists’ emotional responses (Kim and Fesenmaier, 2014; Li et
al., 2015; Correia et al., 2017). This approach was also considered appropriate as it is
useful in allowing participants to express their attitudes and emotional reactions through
open-ended questions or rating their cognitive/emotional state on a set of
cognitive/affective items without researchers’ inference (Hosany and Gilbert, 2010;
Hosany and Prayag, 2013; Kyle and Lee, 2012; Chamberlain and Broderick, 2007,
Jacobs et al., 2012; Mauss and Robinson, 2009).

Second, content validity is defined as the ability of the selected items to reflect the
variables of the construct in measure (Zamanzadeh et al., 2015). Content validity was
determined using viewpoints of a panel of experts including content experts (i.e.
professionals who have research experience or work in the field) and lay experts (i.e.
potential research subjects) (Zamanzadeh et al., 2015). In this study, the content experts
were the three project supervisors with expertise in the relevant fields. The lay experts
were potential research subjects that were randomly selected by convenience sampling.
Selecting subjects of the target group as experts ensured that the population for whom
the instrument is being developed is represented (Rubio, Berg-Weger, Lee, and Rauch,

2003). Gathering feedback from the expert panel was also useful to gain information on
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the representativeness and clarity of items and helped to improve the instrument through

recommendations for improvement (Polit, Beck, and Owen, 2007; Polit and Beck, 2006).

Finally, a pilot test was conducted in order to test the data collection instrument, sample
recruitment strategy, and identify potential problem areas in the research protocol in
preparation for the larger study (Lancaster, Dodd, Williamson, 2004; Kraemer, Mintz,
Noda, Tinklenberg, and Yesavage, 2006; Connelly, 2008). In this study, a pilot study was
conducted with 30 survey participants in order to ensure that potential practical problems
in the main study protocol could be identified in this initial phase (Peat et al., 2002).
Jairath, Hogerney, and Parsons (2000) suggested that a convenience sample may be
used in the pilot study, while a more representative sample is required in the larger study.
However, others have argued that it is important that the sample for the pilot is
representative of the target study population and based on the same inclusion/exclusion
criteria as the main study (Thabane et al., 2010). Studies have recommended a sample
size of 10 participants for the pilot study (Nieswiadomy, 2002), while others have
suggested the sample should be 10% of the projected sample for the larger study
(Connelly, 2008; Lackey and Wingate, 1998). However, Hertzog (2008) argued that
certain studies may require larger sample size depending on the aim of the full study,
although samples as small as 10-15 per group may sometimes be sufficient. Others have
suggested 20 participants (Hassan et al., 2006) or between 10 and 30 participants provide
many practical advantages such as simplicity, easy calculation and the ability to test
hypotheses (Isaac and Michael, 1995; Hill, 1998). Therefore, consistent with the
population for this study and drawing on recommendations for sample size, a sample of

30 potential shopping visitors were selected as sample for the pilot study.

The survey was administered to pilot subjects in the exact same way it was expected to
be administered in the main study. During the pilot, the time taken to complete the ethics
form, experience the VR retail application and then complete the survey was recorded as
suggested by Peat et al., (2002). Completing the ethics form took approximately one
minute and experiencing the VR retail application took between two and three minutes.
The survey took between five and ten minutes to complete, which was considered

reasonable for this study. Participants were asked for feedback to identify ambiguities
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and difficult questions (Peat et al., 2002) and from this phase, only small changes were
made to the survey. The questions that were identified as unnecessary, difficult or
ambiguous were eliminated from the survey (Peat et al., 2002), and in total this included

two questions.

One question was related to demographics and was eliminated because it was
considered not entirely important during this phase of data collection (see 12.12). The
other question was reworked into two separate questions, given that feedback from
participants was that the statement was implying two separate points. The survey
guestions were reviewed in order to assess whether they gave adequate range of
responses and established replies that can be interpreted in terms of the information that
is required (Peat et al., 2002). The completed surveys were reviewed in order to ensure
all questions were answered and any questions that were not answered as expected were
re-worded (Peat et al., 2002). The following section provides more detail on the results of
the pilot study.

5.5.3 Pilot Study Results

Pilot data were input into IBM SPSS 25 for the analysis and descriptive statistics were
initially produced to accurately describe and summarise the data set (Hinton, 2014)
gathered from 30 respondents. The majority of participants were male (80%), aged
between 22-34 years (80%), either employed (50%) or self-employed (40%), with an
annual pre-tax income of between £10,000 and £29,000 (76.7%). All participants were
from the UK.

The measurement items are presented in Table 5.3. The measurement items were
selected based on studies investigating the constructs in similar contexts including the
relevant topic areas reviewed in this research (e.g. immersive technologies, online
shopping, mobile shopping etc.). In order to test the internal consistency (i.e. the reliability
of the survey measurement items), the reliability test Cronbach’s alpha, which is the most
common measure of scale reliability (Field, 2005), was carried out on all ten variables.
Reliability testing is commonly used when the survey is developed using multiple Likert
scale statements. In this study, multiple Likert scale statements were used, and the Likert

scale responses were coded from one to seven where 1 = strongly disagree and 7 =
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strongly agree as previously mentioned. The usability scale included two usability items

that had to be reverse coded for the analysis.
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Table 5.3. Measurement Items

Construct Measurement Items References
Virtual 1. Unattractive/attractive Wu and Wang (2013)
atmospherics
2. Dull/bright Wu and Wang (2013)
3. Unlively/lively Wu and Wang (2013)
4. Boring/stimulating Wu and Wang (2013)
5. Unexciting/exciting Wu and Wang (2013)
Virtual 1. Monotonous/fascinating Wang et al., (2011)
aesthetics 1. Conventional/creative Wang et al., (2011)
2. Unremarkable/impressive Wang et al., (2011)
3. The aesthetics of the VR shopping application promotes a perception of quality. Rose et al., (2012)
4. The look and feel of the virtual shopping environment are important when using VR to Rose et al., (2012)
shop.
Interactivity 5. The VR shopping application has a high degree of interactivity. Daft and Lengel (1986); Liao
(2006)
6. | can interact with the VR shopping application in order to get information tailored to my Campbell et al., (2008);
specific needs. Loiacono et al., (2002)
7. The interactivity functions allow me to customise content. Daft and Lengel (1986) also
used in Liao (2006)
8. The interactivity functions can satisfy my requirements. Daft and Lengel (1986) also
used in Liao (2006)
9. The VR shopping application has interactive features, which help me accomplish my Campbell et al., (2008);
task. Loiacono et al., (2002)
Social 1. lwould prefer if there was a sense of sociability in the VR shopping application. Hassanein and Head (2007);
presence Gefen and Straub (2003)
2. Using the VR shopping application to interact with others would create a sociable Hassanein and Head (2007);
environment for shopping. Gefen and Straub (2003)
3. Using the VR shopping application to interact with others would create a personal Hassanein and Head (2007);
environment for shopping. Gefen and Straub (2003)
4. Using the VR shopping application to interact with others would create a warm Hassanein and Head (2007);
environment for shopping Gefen and Straub (2003)
Layout 1. Good displays/Bad displays* Wu and Wang (2013)
design 2. Helpful signage/Unhelpful signage Wu and Wang (2013)
3. Easy to navigate/Difficult to navigate Wu and Wang (2013)
4. Organised layout/Unorganised layout Wu and Wang (2013)
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Usability 1. |Ithought the VR shopping application was easy to use. System Usability Scale (SUS)
2. | felt confident using the VR shopping application. System Usability Scale (SUS)
3. | found the VR shopping application very awkward to use. System Usability Scale (SUS)
4. | needed to learn a lot of things before | could get going with the VR shopping System Usability Scale (SUS)
application.
5. 1 would imagine that most people would learn to use the VR shopping application very System Usability Scale (SUS)
quickly.
Presence 1. After experiencing the VR shopping application, I felt like | came back to the “real world” Van Kerreboeck et al., (2017a,
after a journey. 2017b); Debbabi et al., (2010);
Coyle and Thorson (2001)
2. The VR shopping experience created a new world for me. Van Kerrebroeck et al., (2017a);
Coyle and Thorson (2001)
3. The virtual world suddenly disappeared when | took off the VR headset. Van Kerrebroeck et al., (2017a);
Coyle and Thorson (2001)
4. While | was experiencing the VR shopping application, | felt like | was in the shop. Van Kerrebroeck et al., (2017a);
Coyle and Thorson (2001)
5. While | was experiencing the VR shopping application, | sometimes forgot that | was in Van Kerreboeck et al., (2017a,
the middle of an experiment. 2017b); Debbabi et al., (2010);
Coyle and Thorson (2001)
6. While | was experiencing the VR shopping application, my body was in the room, but Van Kerreboeck et al., (2017b);
my mind was inside the virtual world. Debbabi et al., (2010);
Attitude 1. Positive/negative van Kerrebroeck et al., (2017b);
Yim et al., (2017)
2. Favourable/unfavourable Van Kerrebroeck et al., (2017b);
Yim et al., (2017); Michon et al.,
(2005)
3. Interesting/uninteresting Van Kerrebroeck et al., (2017b)
4. Unpleasant/pleasant Yim et al., (2017)
Emotional 1. Amusement Izard (1977); Huang et al.,
arousal (2013)
2. Interest Izard (1977); Huang et al.,
(2013)
3. Contentment Izard (1977); Huang et al.,
(2013); Rose et al., (2012);
Novak et al., (2000)
4. Joy Izard (1977); Huang et al.,
(2013)
5. Delight Izard (1977); Huang et al.,

(2013)
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6. Relaxed* Izard (1977); Rose et al., (2012);
Novak et al., (2000)

7. Sad Izard (1977)

8. Anxious Izard (1977)

9. Fear Izard (1977)

10. Anger Izard (1977)

11. Distress Izard (1977)

Behavioural 1. lgained an interest in actually visiting in person the shopping destination viewed in VR. Huang et al., (2013)
intentions

2. lintend to visit the places featured in VR. Huang et al., (2013)

3. | want to try to visit the shopping destination viewed in VR in the future. Huang et al., (2013)

4. 1 am willing to recommend this VR shopping application. Van Kerrebroeck et al., (2017b);
Abarbanel et al., (2015); Huang
et al., (2013); Zeithaml et al.,
(1996)

5. 1 will encourage friends and family to use the VR shopping application. Choi and Kandampully (2018);
Van Kerrebroeck et al., (2017b);
Zeithaml et al., (1996)

6. If asked, | will say positive things about the VR shopping application. Choi and Kandampully (2018);
Van Kerrebroeck et al., (2017b);
Abarbanel et al., (2015);
Zeithaml et al., (1996)

7. Assuming | have access to the VR shopping application, | intend to use it. Disztinger et al., (2017)

8. 1 will return to the VR shopping application the next time | need a high-tech product. Ettis (2017); Coyle and Thorson
(2001)

9. ltis very likely | will return to using VR for shopping. Yim et al., (2017)

10. l'intend to purchase through VR shopping applications in the near future. Ettis (2017); Gao and Bai
(2014); Wu and Wang (2013);
Yoo and Donthu (2001); Dodds
(1991)

11. ltis likely I will purchase through VR shopping applications in the near future. Wu and Wang (2013)

12. My willingness to buy through VR shopping applications is high. Prashar et al., (2017); Gao and

Bai (2014); Dodds (1991)

(Source: Authors own)
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Reliability analysis was carried out on all variables. The generally agreed acceptable
reliability level for Cronbach’s alpha is 0.7 (Hair et al., 2006) and in this study Cronbach’s
alpha showed the survey to reach acceptable reliability for virtual atmospherics (a = .887),
virtual aesthetics (a = .736), interactivity (a = .686) and usability (a = .871), which all
consisted of five items, and social presence (a =.932) and attitude (a = .939), which both
consisted of four items, and finally, presence (a = .891), which consisted of six items.
Most items appeared to be worthy of retention, resulting in a decrease in the alpha if
deleted. Additionally, the corrected item-total correlation was all above .3 meaning that
each question is reliable because it has a positive relationship with the overall total of the
survey (Hinton, 2014).

However, for layout design (four items) Cronbach’s alpha was relatively low (a = .696)
and item one (good displays/bad displays a = .799) would increase this figure if deleted.
The corrected item-total correlation was also lower than .3 (.241) demonstrating a
negative relationship between the individual question and the overall total score of the
survey, which indicated that the question might be poor on reliability and could negatively
affect the findings from the whole scale (Hinton, 2014). Therefore, this item was removed,
and the test ran again leading to higher a value (a =.799). The results then indicated that
the remaining three items would lower Cronbach’s alpha if deleted, which meant they are

all worthy of retention.

Cronbach’s Alpha was also performed on emotional arousal (eleven items) (a = .463),
which employed Izard’s (1977) Differential Emotions Scale. The alpha for this scale was
relatively low, which indicated that certain items are not correlating well with one another.
Therefore, the item with the highest alpha (relaxed, a = .838) was removed and the test
was conducted again. The results showed a = .838 and all items except three (fear, a =
.852, anger a = .841, and distress a = .841) were lower than or equal to alpha. However,
because they were only slightly higher, the items were not removed and the final number

of items for emotional arousal was ten.

Finally, for behavioural intentions consisting of twelve items, Cronbach’s alpha was
performed separately for intent to visit (a = .805), intent to recommend (a = .894), intent

to use (a = .849) and intent to purchase (a = .948) and then on all variables together (a =
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.905). All items were worthy of retention when conducting Cronbach’s alpha separately

and together.

Overall, the pilot tested whether the survey was comprehensible and appropriate, and
that the questions were clearly defined, clearly understood and presented in a consistent
manner (Hassan et al., 2006). Minor revisions were made on the survey for the data
collection and this included the removal of one item for positive emotions (relaxed) and
one item for layout design (good displays/bad displays). Final Cronbach’s alpha for all

variables are presented in Table 5.4 below.

Table 5.4 Final Cronbach Alpha for all variables

Variable Cronbach’s No. of Items No. of Items after
Alpha before Cronbach’s Cronbach’s alpha
alpha

Virtual a=.887 5 5
atmospherics
Virtual aesthetics a=.736 5 5
Interactivity a = .686 5 5
Social presence a=.932 4 4
Layout design a=.799 4 3
Usability a=.871 5 5
Presence a=.891 6 6
Attitude a=.939 4 4
Emotional arousal a=.838 11 10
Behavioural a =.905 12 12
intentions

(Source: Authors own)

Overall, the pilot study was useful for providing raw data to test data entry and data
processing procedures (Ruel, Wagner, and Gillespie, 2015). Additionally, preliminary
coding and analysis were conducted in order to test the accuracy and capability of data

analysis programs, which confirmed that the data input, management, and coding were
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properly, effectively and precisely executed in a timely manner (Ruel et al.,, 2015).
Although the results from the pilot study were not meaningful, they were useful to test the
viability and efficacy of the survey process (Ruel et al., 2015). Following on from here, the
survey was refined based on the pilot study findings. The following sections provide more
detail on the survey population, sample size and data collection process, followed by the
employed data analysis technique of Partial Least Squares Structural Equation Modelling

(PLS-SEM) for the main survey data collection.

5.5.4 Survey Population, Sample Size and Data Collection Process

Quota sampling is a type of non-probability, stratified sampling that is entirely non-random
(Saunders et al., 2016; Barnett, 2002). It is based on the premise that the selected sample
will represent the target population because the variability in the selected sample for
various quota variables is the same as that of the target population (Saunders et al., 2016;
Barnett, 2002). This method involves collecting data until the pre-determined number of
people (i.e. the quota) within each of a number of different categories has been achieved
(Greenfield and Greener, 2016). The categories can be defined by attributes such as age,
gender and working status (Greenfield and Greener, 2016). The selection of quota
variables is important in order to increase the likelihood of the sample being reasonably
to highly representative and to reduce the risk of bias (Saunders et al., 2016). Therefore,
guota sampling was used for the survey data collection in order to gather data from a
specific population of VR users combined with the typical demographic of individuals who

travel for shopping based on prior marketing research outlined below.

According to a report by Nielsen (2017a), 44% of people interested in purchasing a VR
device where between the ages of 18 and 34. Similarly, Greenlight VR (2015) gathered
2,282 responses from internet users aged 10 years and over in the US and found that
73% of respondents aged between 18 and 34 years (millennials), 70% of respondents
aged between 35 and 50 years (Generation X), and 64% of respondents aged between
51 and 69 years (Baby Boomers) were interested in VR. The millennial generation in
particular is heavily motivated by innovative devices and will play a major role in defining
what remains popular (Nielsen, 2017a). Another report by Nielsen (2017b) found that

millennials account for as much as 50% of the shoppers in the total travel retail market.
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This specific market wants to be in control of their experiences and are strongly driven by
search including searching for the right experience that fits their mood, interest and
personality (Nielsen, 2017b). Figure 5.5 shows the share of travel retail by region and
demonstrated that Asia Pacific is the largest travel retail market, with a 36.7% share,
followed by Europe (32.3%) (Nielsen, 2017b). Additionally, the North West of England
attracted higher proportions of short stay holidays from younger people and young adult
holidays including those aged between 16 and 34-years old accounting for 43% of visits
in 2013 (Visit Britain, 2013).

Figure 5.5 Share of Travel Retail by Region

Share of Travel Retail Market by Region

45%
40% 38.60%

35% 32.30%
30%
25%
20% 18.50%
15%
10% 9.20%
0
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0% |

Asia Pacific Europe Americas Middle East Afica

(Source: Nielsen, 2017b)

Drawing on the statistics for both the typical VR user demographic and the demographic
for global shoppers, it could be argued that the sample population for this study is mainly
millennials aged between 18 and 34 years old. This is because this specific market
accounts for 50% of the total travel market (Nielsen, 2017a) and demonstrated most
interest in VR (Nielsen, 2017a; Greenlight VR, 2015). Additionally, 69% of men stated
intent to purchase a VR device, compared with 31% of women (Nielsen, 2017a).

Therefore, it could be argued that the typical VR user demographic is largely males aged
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between 18 and 34-years old, and a large portion of the travel retail market is also within
this age category while not specified by gender. More specifically, in order to calculate
the quota sample, the target population of VR users and retail travellers was divided into
mutually exclusive subgroups of age and gender. The quota for each group was based
on the relevant and available data discussed above (Saunders et al., 2016). The two age
groups included millennials aged between 18 and 34-years accounting for 75% of
respondents, and Generation X and Baby Boomers including individuals aged between
35 and 69-years and accounting for 25% of respondents. The gender subgroups were
weighted as 60% male and 40% female. A slightly larger proportion of males were

targeted based on the VR statistics.

Sample sizes are often much larger in quantitative studies compared with qualitative
research so that statistical methods ensuring representative samples can be used (Carey,
1993). The larger the sample size, the lower the likely of error in generalising to the
population (Saunders et al., 2012). Previous VR studies employing quantitative survey
method have used varying sample size of between 100 and 150 (e.g. Disztinger et al.,
2017; Gibson and O’'Rawe, 2017; Domina et al., 2012), 151 and 200 (e.g. Huang et al.,
2016) and up to 274 participants (Shin, 2009). This study tested a VR retail application
with a total of 158 participants. However, eight surveys had only been partially answered
(more than 80% of questions unanswered) and were therefore not included in the
analysis. This resulted in a total of 150 survey responses analysed, which seems an

appropriate number based on prior studies with similar focus outlined above.

Prior to completing the survey, respondents experienced one VR retail application set in
the context of an urban shopping destination (hereatfter, Application C). Figure 5.6 shows
where the user could browse through the selection of virtual products, access product
information including price, add the items to the virtual shopping cart and virtually
checkout. Figure 5.7 and Figure 5.8 show where the user could tailor the virtual retail
environment to suit his/her preferences. The user could also change the aesthetic design
of the store between a blue theme and a brown theme (Figure 5.7) and the user also had

a choice of three urban places to be shopping in (Figure 5.8).
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Figure 5.6 Application C1
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5.5.5 Data Analysis

PLS-SEM was employed for the survey data analysis. SEM is one of the most popular
statistical methodologies available to quantitative social scientists (Kaplan, 2009: Cheng,
2001) and is widely used in behavioural sciences (Hox and Bechger, 1998). The interest
in SEM is the theoretical constructs represented by the latent factors and the relationships
between these theoretical constructs, which are represented by regression or path
coefficients between the factors (Hox and Bechger, 1998). This method has been found
useful in various studies such as impulse buying behaviour in retailing (e.g. Bellini et al.,
2017), consumer adoption of smart in-store technology (e.g. Kim et al.,, 2017),
soundscape and tourist satisfaction (e.g. Liu et al., 2018), m-commerce acceptance (e.g.
Liébena-Cabanillas et al., 2017) and social CRM adoption (e.g. Ahani et al., 2017). It is
widely used in marketing research because it can test theoretically supported linear and
additive causal models (Statsoft, 2013; Haenlein and Kaplan, 2004; Chin et al., 1996).
With SEM, marketers can visually examine the relationships that exist among variables
of interest in order to prioritize resources to better serve their customers (Wong, 2013).
SEM is useful for tackling business research problems because unobservable, hard-to-

measure latent variables can be used (Wong, 2013).

Specifically, this study takes the approach of PLS to SEM and was carried out using Smart
PLS software. This particular method was employed because it is considered a good
alternative to covariance-based SEM using software packages such as SPSS AMOS or
Lisrel (Wong, 2013). This is particularly the case when certain situations are encountered
including small sample size (Wong, 2010; Hwang et al., 2010; Bacon, 1999), and it has
been applied in many research projects when there are limited participants (Wong, 2011).
Many researchers have employed PLS-SEM from marketing (e.g. Henseler et al., 2009)
and behavioural sciences (e.g. Bass et al., 2003), and more specifically, when
investigating the role of atmospherics in museum settings (Loureiro, 2019), place
attachment in tourism (e.g. Loureiro, 2014) and VR and consumer behaviour in tourism
(e.g. Kim et al., 2018).

Hair et al., (2013) suggested that sample size can be driven by the following factors in

SEM design: the significance level, the statistical power, the minimum coefficient of
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determination (R2 values) used in the model, and the maximum number of arrows pointing
at a latent variable. According to Wong (2013), a typical marketing research study would
have a significance level of 5%, a statistical power of 80%, and Rz values of at least 0.25.
Using these parameters and drawing on the guidelines suggested by Marcoulides and
Saunders (2006), the minimum sample size was calculated depending on the maximum
number of arrows pointing at a latent variable as specified in the structural model. Based
on the maximum number of arrows pointed at a latent variable in the model being nine,
the minimum sample size required is 88 (Wong, 2013). However, Wong (2013) argued
that the goal should not be to merely fulfil the minimum sample size requirement and prior
research (Hoyle, 1995) has suggested that a sample size of between 100 and 200 is
usually a good starting point for carrying out path modelling. Therefore, it was concluded

that a sample of 150 was suitable for conducting PLS-SEM analysis in this study.

5.6 Reliability and Validity

The following section discusses the reliability and validity issues that were considered for
all research phases, particularly when employing mixed methods research design.
Although the principles are applied differently in qualitative and quantitative research,
both broadly refer to the credibility and truthfulness of the research findings. More
specifically, reliability is concerned with replication and consistency, and validity is
concerned with how truly representative the findings are to the phenomenon under

investigation (Saunders et al., 2016).

Internal reliability refers to ensuring consistency during a research project, whereas
external reliability refers to whether the data collection techniques and analytical
procedures would produce consistent findings if they were replicated at a later date or
with a different sample of subjects (Saunders et al., 2016; Veal, 2006). The researchers
approach to questioning could reduce the scope for bias during the interviews and
increase the reliability of the information obtained (Saunders et al., 2016). In order to
control this, the questions were open-ended, phrased as clearly as possible so the
interviewee could understand them, and probing questions were used to explore the topic

in more depth as suggested by Saunders et al., (2016).
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Validity is the extent to which the information collected by the researcher truly reflects the
phenomenon being studied (Veal, 2006). More specifically, it refers to the
appropriateness of measures used, accuracy of the analysis of the results, and the
generalisability of the findings and whether conclusions can be drawn from the study
design and controls employed (Saunders et al., 2016; Ryan et al., 2002). In qualitative
research, contextual validity refers to the credibility of the evidence and conclusions
drawn (Ryan et al., 2002), which should authentically capture the experiences of people
and present the findings in a convincing text that demonstrates that the researcher fully
understands the case (Lukka and Modell, 2010; Ryan et al., 2002; Golden-Bibble and
Locke, 1993). According to Veal (2006), tourism studies are fraught with difficulties with
validity given that the empirical fieldwork is largely concerned with people’s behaviour
and their attitudes. This could also apply to this study given the focus on exploring
potential visitors’ behavioural response through affective and cognitive states in the urban

shopping destination context.

In this case, the researcher is largely depending on the individual’s own reports in the
form of responses to instruments including survey-based interviews and other forms of
interview, which could be subject to several imperfections, meaning that the validity of
tourism data can rarely be as certain as in the natural sciences (Veal, 2006). Threats to
validity in qualitative research are found in the interpretation of the findings, as the
selection of material presented in the study are biased and subjective to the researcher,
hence, reliability of coding is necessary for validity (Dwyer, 2012; Sayre, 2001). Greenfield
and Greener (2015) and Tracy (2013) suggested that two or more separate coders should
ideally conduct qualitative analysis to improve the reliability and validity of the analyses
and interpretations of the data. However, as this is an independent research project, the

analysis had to be conducted by the main researcher only.

Adequate sampling is also a necessary for validity (Dwyer, 2012). With non-probability
sampling, which was employed for the qualitative data collection, it is unlikely to make
valid inferences about the entire population (Altinay and Paraskevas, 2009). This is
because the sample is not representative given that all members of the entire population

do not have an equal chance of being selected (Altinay and Paraskevas, 2009). In support
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of this, Saunders et al., (2016) argued that when conducting semi-structured interviews,
such studies cannot be used to make statistical generalisations about an entire population
where the data is from a small non-probability sample. Therefore, the survey was
conducted after the interviews and distributed to a larger number of responses in order to
validate the proposed theoretical model and allow for generalisation of the findings.
Indeed, sampling in quantitative research is important for the statistical validity of a study
that will enable inferences for the entire population and generalisation of the findings
(Altinay and Paraskevas, 2009). Without sensible and relevant quotas, data collected
using quota sampling method could be biased (Saunders et al., 2016). In order to control
this, the quota was calculated based on a range of prior marketing research and the most
up to date and available statistics on two main criteria as outlined earlier in this chapter.
Because the interviewer can choose within quota boundaries whom they interview, such
as easily accessible respondents or those willing to answer the questions, the quota

sample could be subject to bias (Saunders et al., 2016).

In survey research, internal validity or measurement validity refers to the ability of the
survey to measure what the researcher intended it to measure (Saunders et al., 2016).
Threats to internal validity can occur throughout the research process such as during data
collection, analysis and/or interpretation, which emphasised the importance of a good
research design (Ihantola and Kihn, 2011). Content validity refers to the extent to which
the measurement device (i.e. the questions in the survey) provides adequate coverage
of the investigative questions (Saunders et al., 2016). Greenfield and Greener (2015)
stated that validity can be controlled for in survey design by ensuring the questions/items
measure the construct. This was achieved by employing items used in previous studies
and applying them to the study context. During the pilot study, the questions/items were
also reviewed by an expert panel as suggested in prior research (Zamanzadeh et al.,
2015; Polit et al., 2007; Polit and Beck, 2006), which addressed content validity (i.e. the
extent to which the set of questions measure the intended construct) (Saunders et al.,
2016).

Reliability is concerned with the robustness of the survey and whether it will produce

consistent findings at different times under different conditions (e.g. with different samples
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or with different interviewers) (Saunders et al., 2016). Reliability in the survey design was
controlled for by avoiding ambiguous or vague wording in order to ensure the questions
were reliable and respondents would answer the same question consistently on different
occasions (Greenfield and Greener, 2015). The survey was designed to be visually
pleasing and well-structured in order to maximise response rate and the reliability and
validity of the survey as suggested by Saunders et al., (2016). Reliability and validity are
sound in Likert scales that have at least five response categories (Greenfield and
Greener, 2015), and in this study a 7-point Likert scale was employed. Furthermore,
during the analysis of the pilot study data, internal consistency was calculated using

Cronbach’s alpha, which measured the consistency of responses.

Overall, appropriate survey design is important given that it can affect the response rate
and the reliability and validity of the collected data (Saunders et al., 2016). Reliability and
validity were controlled for during the quantitative data collection by allowing each
participant to complete the survey immediately after experiencing the VR retalil
application. The researcher remained present throughout the entire data collection
process, which made sure the surveys were completely and individually filled out. This
also meant that questions that were misunderstood could be clarified, which minimised
the overall non-response rate. The researcher checked all survey responses when they
were collected in order to ensure they were fully completed. Overall, eight surveys were
found to be no more than 20% complete and rather than asking respondents to complete
the rest of the survey, the surveys were eliminated from the data collection as it was
presumed that those respondents were disinterested in the study and would not provide
thoughtful and honest answers. In the fully completed surveys, non-response rate was
evident mostly in some demographic questions outlining the profile of the participant,
particularly relating to income and employment status. Additionally, several surveys that
seemed complete had also missed few questions throughout the survey. In these
circumstances, respondents were not asked to complete the questions due to ethical
reasons and data were handled accordingly when input in SPSS and Smart PLS for

analysis.
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5.7 Ethical Issues

As with all research, the data collection techniques employed (observations, surveys and
interviews) could potentially be intrusive and provoke negative effects to participants.
Therefore, as suggested by Altinay and Paraskevas (2009), ethical issues were taken
into consideration and ethical approval was granted by Manchester Metropolitan
University prior to conducting the research project. Valerio and Mainieri (2008, p.244)
defined ethical principles as ‘the standard practices for privacy and confidentiality
protection for human subject participants”, which are implemented to protect participants
throughout the entire study, from recruitment, to participant and data collection, to
dissemination of research findings in a manner that is confidential, private, and respectful.
Therefore, various ethical issues where addressed throughout the entire study and are
discussed in more depth. Additionally, the research project was submitted through
EThosS, which is the University’s ethical approval system, and was approved by reviewers
(see 12.5.1).

Central to all research ethics policy is that research participants must give their informed
consent voluntarily prior to participating in the study (Gilman, 2008). This includes
ensuring participants are informed of the procedures, risks and benefits associated with
their participation in the study (Losch, 2008). Informed consent was obtained from all
respondents during primary data collection. Participants were provided with sufficient
information about taking part including the nature and purpose of the study, what is
expected of them to participate and the length of time the study will take (Saunders et al.,
2012; Gilman, 2008). The purpose of this step was to allow each individual to understand
the implications of participation and to reach a fully informed, considered and freely given
decision about whether to continue with participating in the study (Saunders et al., 2012).
Participants were made aware of their right to withdraw from the study at any given point
and can skip any questions they do not feel comfortable answering (Gilman, 2008). The
relevant documentation can be found in the appendices including the participant
information sheet, participant consent form and the health and safety consent form for all

interview (see 12.5.2 and 12.5.3) and survey participants (12.11.1).
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Moreover, it is vital to ensure anonymity (i.e. ensuring that the collected data cannot be
associated with the study participants) of participants and confidentiality of the information
provided. Therefore, participants were provided a code in order to ensure they were
completely unknown to anyone associated with the study (Kennedy, 2008a). Additionally,
in order to ensure the researcher could not identify the participants against the data set,
all possible participant characteristics were separated from the publicly available data

(Kennedy, 2008a), which included naming recordings with the assigned participant code.

Confidentiality refers to the methods taken to ensure the data is protected. This includes
anonymity and is important because promises of confidentiality could improve participant
cooperation were the data collection method poses some risk (Kennedy, 2008b). In this
study, participants were afforded the right for their responses to be kept confidential and
the right to privacy and anonymity. This was achieved by ensuring the disclosure of
personal information was optional and was not forced (Gilman, 2008). It is vital to adhere
to assurances about privacy, anonymity and confidentiality during the analysis and
reporting of data, and variables that could lead to a violation of participants’ confidentiality
were not included (Saunders et al., 2012; Valerio and Mainieri, 2008). This is important
because harm could result from unauthorised attribution or identification. Importantly,
reliability of data is likely to be enhanced where confidentiality and anonymity are assured
(Saunders et al., 2012).

Moreover, it is important to anticipate and assess risk when conducting any research
study to minimise the likelihood of causing harm to the researcher and/or participants.
Evaluating risk involves thinking about the likelihood of harm occurring and the extent of
severity of the harm that could be caused, which could occur through risks to emotional
wellbeing, mental or physical health, or social or group cohesion (Saunders et al., 2012).
In this study, risk was minimised by providing a thorough advanced disclosure detailing
any possible harm or discomfort that could result from survey participation (Lavrakas,
2008) such as the side effects of using VR (see 12.11).

Further, researchers have an obligation to adhere to social responsibility practices not
only with research participants but also with society (Gilman, 2008). The quality of the

research depends in part on the integrity and objectivity of the researcher, therefore, the
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researcher acted according to the following qualities as outlined by Saunders et al.,
(2012): openly, truthful, promoted accuracy, and avoided deception, dishonesty,

misrepresentation of data and findings, and bias (Saunders et al., 2012).

5.8 Summary

The purpose of this chapter was to outline the methods and methodologies used in this
study in accordance to the pragmatistic philosophical positioning. A mixed method
approach was considered most suitable to achieve the aim and objectives. An abductive
approach was implemented where the study began with an inductive research approach
to identify context-specific emergent sub-themes that were implemented in a proposed
theoretical model. This was followed by a deductive approach to validate the proposed
theoretical model in order to develop a richer theoretical understanding of the topic.
Hence, this study employed mixed methods and a sequential double-phase research
design including exploratory research followed by more explanatory research yet
employing an exploratory form of SEM as PLS. The first part of Research Phase 1 was
conducted using an exploratory approach to gain managerial perspective on the
opportunities and barriers of implementing immersive technologies (AR and VR) and their
future intention to adopt such technologies for marketing purposes. Exploratory semi-
structured interviews were considered most suitable to understand the context and
provide important background and contextual material for this study (Saunders et al.,
2016). The findings informed the second part of Research Phase 1 by indicating the
immersive technology that is potentially most useful and appealing to urban place
marketers. Hence, the main data collection focused on VR only rather than both AR and
VR.

Based on the reviewed literature, it became clear that further research is required into the
relationships between VR retail environment cues and visitor's behaviour. Therefore,
exploratory semi-structured interviews were conducted using convenience sampling in
order to identify context-specific variables. By analysing the data using thematic analysis,
themes and sub-themes emerged and hypotheses were developed, which helped to
inform the proposed VR Visitor Behaviour S-O-R Model where the sub-themes became

variables. This part of data collection assisted in achieving objective two, which was to
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investigate visitors’ behavioural response toward VR retail environment cues in the
context of urban shopping destinations. The model was validated using survey technique
during Research Phase 2, and assisted in achieving objective three, which was to validate
the proposed model. PLS-SEM was employed to analyse the survey data and the final
theoretical model was proposed in order to achieve objective four, which was to propose
a new theoretical VR Visitor Behaviour S-O-R Model and provide guidance to urban
place/destination marketers. The following chapters sequentially present the findings
from each research phase and this begins with the qualitative analysis of the interviews

conducted with urban place marketers.
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Chapter 6 — Urban Place Marketers’ Interview Analysis

6.1 Introduction

The following chapter presents the qualitative analysis of the interviews conducted with
urban place marketers in three UK urban shopping destinations (Manchester, Liverpool
and Chester). This chapter begins with an introduction to the interview analysis and each
section following this discusses the new and existing themes and sub-themes that
emerged from the analysis. The chapter is then summarised indicating how the findings
were used to guide the next stage of data collection, which included interviews with

visitors to a UK urban shopping destination (Manchester).

6.2 Urban Place Marketers’ Interview Analysis

The interviews aimed to provide insights into urban place marketers’ views on the
opportunities and barriers of using immersive technologies (AR and VR) to market urban
places and their future intention to adopt these innovative technologies. Overall, four
themes and eleven sub-themes emerged from the interview analysis as outlined in Table
6.1 below. The related studies refer to those studies that have also found evidence of the
applicability of these constructs in other contexts such as firm adoption of other
technologies (e.g. AR) and marketing channels (e.g. social media marketing). Sub-
themes were considered to be emergent where no prior research specific to VR and urban
place marketing has revealed these findings from the perspective of urban place

marketers.
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Table 6.1 Themes and Sub-themes

Themes Sub-themes

Related studies

Enhanced Destination
Image

Perceived Benefits

Rainoldi et al., (2018); Griffin et al., (2017)

Increased Visitor
Numbers

Tussyadiah et al., (2017); Griffin et al., (2017);
Disztinger et al., (2017); Huang et al., (2013)

Attract Global Markets

Neuhofer et al., (2012); Gretzel and Fesenmaier
(2003); Cheong (1995)

Added value to the
visitor experience

Jung and tom Dieck (2016); Jung and tom
Dieck (2017); Trunfio and Campana (2019);
Huang et al., (2013)

Perceived Barriers Visitor Readiness

Chandra and Kumar (2018); Chatzoglou and
Chatzoudes (2016); Maduku et al., (2016)

Technology Access*

Chandra and Kumar (2018); Tajudeen et al.,
(2018); Maduku et al., (2016); Hein and
Rauschnabel (2016); Lian et al., (2014)

O’Rawe and Gibson (2017); Keegan et al.,
(2017)

Perceived Funding Access*
Organisational
Capability
Return on Investment
(ROI)
Organisational
Readiness*

Hein and Rauschnabel (2016); Maduku et al.,
(2016); Khan and Ali (2018)

Perceived External
Pressures

Competitive Pressures

Chandra and Kumar (2018); Khan and Al
(2018); Jia et al., (2017); Hein and Rauschnabel
(2016); Maduku et al., (2016); Lian et al.,
(2014); Wang et al., (2011)

Industry Readiness*

*New sub-theme found in this study

(Source: Authors own)

The three new sub-themes comprised one perceived barrier (technology access), one
perceived organisational capability factor (organisational readiness) and one perceived
external pressure (industry readiness). To date, there is limited empirical research
including exploratory qualitative studies investigating the opportunities of AR and VR from
the perspective of industry professionals. In support of this, Griffin et al., (2017) indicated
that VR could be beneficial for tourism marketers, however, further research is required
to explore the implications and opportunities that VR provides to them. Additionally, only
few studies have explored firm level adoption of immersive technologies such as AR (e.g.

Chandra and Kumar, 2018; Hein and Rauschnabel, 2017). Both these studies employ the
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Technology-Organisation-Environment (T-O-E) framework (Tornatzky and Fleischer,
1990), which is an influential framework that has been utilised by many other
organisational technology adoption studies. Therefore, industry professionals’ views and
intention to adopt this technology warrants further investigation and more research is

required to determine their perspectives on these technologies.

Employing an exploratory qualitative approach, the aim of the industry interviews was to
explore urban place marketers’ views of immersive technologies (AR and VR). In order
to achieve this, the interview questions were designed to investigate 1) the perceived
barriers to immersive technology implementation for a) visitors to urban shopping
destinations and b) urban place marketers, and 2) a) the perceived internal organisational
capability and b) the perceived external pressures associated with immersive technology
implementation for urban place marketers. In doing so, their intention to adopt and
implement these technologies was revealed. In order to inform the focus of this study, the
interviews also aimed to determine which technology(s) (AR and/or VR) they perceived
to be most effective and attractive for such industry professionals to market urban
shopping destinations to potential visitors. This study broadly draws on firm-level
technology adoption theory (i.e. T-O-E) and wider research in order to contextualize the

findings and identify the emergent themes and sub-themes specific to this study context.

6.3 Perceived Benefits
The perceived benefits of implementing immersive technologies were broadly explored
and four sub-themes emerged including enhanced destination image, increase visitor

numbers, attract global markets and added value to the visitor experience.

6.3.1 Enhanced Destination Image

The findings indicated that integrating immersive technologies into the marketing strategy
could enhance visitors’ perceptions of the destination’s image and introduce them to the
city’s modern image including how the city has changed and progressed over time (P1,
P2, P3, P4, P7). Similarly, prior research has demonstrated that potential visitors using

VR are able to develop a clearer perception of a place and a high-quality destination
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image (Rainoldi et al., 2018), which could increase the actual desire to visit the place
(Cheong, 1995).

“People are surprised what [the city] looks like now so | think to change those
misconceptions through VR or AR would be useful...to show what the city looks

like now, and get people thinking and change perceptions” (P4).

P1 discussed how integrating VR could influence potential visitors to view the destination
as more ‘innovative” and could be a step forward from the use of video, which is already
being used as a marketing tool. In comparison to such current digital technologies, AR
and VR could provide potential visitors with an insight into the experiences they will have
when they are at the destination, which could improve visitor satisfaction (P1). Similarly,
P2 stated that VR in particular has the potential to “create awareness” of newer “‘world

class” attractions.

“Implementing AR and VR shows the destination to be more innovative...if we give
people an insight into the experience they are going to get when they arrive like

we do with video then they might be more comfortable about the experience” (P1).

Additionally, the findings indicated that enhancing the destination image in the eyes of
potential visitors could encourage them to visit. More specifically, allowing potential
visitors to view diverse areas of the urban shopping destination in VR could positively
influence the decision-making process. However, P7 highlighted the importance of people
experiencing the actual city destination and argued that having people at the destination
and experiencing it in real-life is perceived as not being comparable to seeing it in the
virtual world. This supports the notion of using VR for marketing purposes to provide
potential visitors with a taster of the destination in order to encourage them to visit while
emphasising the importance of creating realistic VR city experiences that engage the

Senses.

“I think people have a skewed perception of [the city] ...they think it is still the
industrial city that is was years ago, so | think implementing VR could change
people’s perceptions because there are some beautiful parts of [the city] and

hopefully VR could make people realize that. If you could change people’s
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perceptions before they got here and make them consider the city as a destination
that would be a great thing” (P3).

“You cannot beat an actual experience of being here. People have got to come

here and experience the city in real, feel it, see it” (P7).

6.3.2 Increased Visitor Numbers

As a marketing tool, VR could increase visitor numbers at the city destination by positively
influencing visitors’ behavioural intentions in the form of real visitation (P1-P7). This has
also been confirmed in prior empirical research from the tourist’'s perspective (e.g.
Tussyadiah et al., 2016; Disztinger et al., 2017; Huang et al., 2013). Hence, the second
sub-theme refers to immersive technology’s ability to increase visitor numbers in urban
shopping destinations by positively influencing potential visitors’ behaviour (e.g. real-
visitation). When compared to AR, VR was considered most useful for urban
place/destination marketers given their role in the pre-arrival phase in that they are able

to encourage real-visitation and draw potential visitors to the destination.

“For [our organisation], | think VR has the most potential because our job is to get

people here” (P4)

“VR is perfect for enticing people here, for destination marketing and pre-arrival...|
think VR could really motivate them to visit” (P6).

The findings also indicated that VR could facilitate a more efficient and innovative booking
procedure and ensuring this phase of the visitor’s travel journey is as simple as possible

is important as it will likely result in more confident purchase decisions (P3, P5).

“VR could enable a more efficient booking procedure as people might be more

inclined to make appropriate and confident decisions on which city to visit” (P5).

“YR would create a more seamless experience. From a destination marketing
view, it would make booking and planning the trip more seamless. | think VR would

be useful in helping people decide on the city as a destination” (P3).

Because VR is considered a novel technology, it could encourage referral behaviour such

as word of mouth (WOM) and social media recommendation; however, the perceived
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barrier is people having access the VR device (P4). Moreover, it is important for visitors
‘be in awe, surprised, and have a unique experience” when at the urban shopping
destination, and increase expenditure in several areas (e.g. attractions, restaurants),
therefore, content should remain limited (P1, P2, P5). These findings emphasised the

importance of integrating unique content that presents the city in a novel way.

“I think VR could encourage WOM because it will get people asking, have you seen

that clip? But it relies on people having the tools to watch it” (P4).

“If we are putting on something that other cities are doing, why would people
choose our city? We would have to use technology to enhance our unique offerings
to make it different” (P5).

6.3.3 Attract Global Markets

Several participants (P2-P7) agreed that VR could be a useful marketing strategy to
attract key markets, both domestic and international, which is vital given the increasing
competition in the global market (Ichikawa et al., 2017; Griffin and Dimanche, 2017; Xu
and Zhang, 2016; Walls and Wang, Griffin 2011; Baker and Cameron, 2008). According
to P2, the overseas market can be difficult to reach and implementing AR and VR could
be “a low-cost way to get the awareness out there” and could be a more efficient way to

reach this particular market, which usually takes “several years”to reach.

“The overseas markets are not that easy to reach sometimes, and it takes a lot of
time to reach them. Particularly with tour operators that bring large groups here as
part of a group tour, it takes several years to actually get them here and to change

their plans. So that type of VR experience would be really good” (P2).

Indeed, P3 mentioned that the organisation is already considering implementing VR to
promote the city to international visitors given that the use of innovative marketing
methods will likely appeal to this particular target group. Similarly, prior research indicated
that by using VR as a marketing tool, destinations have the unique chance to position
themselves and attract potential tourists (Neuhofer et al., 2012; Chiou et al., 2008;

Cheong, 1995). However, P7 argued that further evidence is required to demonstrate that

164 | Page



VR is effective in motivating potential visitors to travel to specific urban shopping

destinations.

“‘We are looking at VR for our European campaign to try different ways to get
people engaged...allowing them to preview the destination...VR has the potential

to attract international visitors and make them aware of the city product” (P3).

“Hopefully VR would motivate international tourists to visit, but it is yet to be seen”
(P7).

On the contrary, P1 provided evidence on the effectiveness of similar experiences such
as 360-degree photos, which demonstrated that people enjoy being the first to gain

insights into “things that felt private, secret, or exclusive”.

“We did some 360-photos where people can view them through Google Cardboard
to get a bit more of an immersive experience...to get people to come and visit the
city or to show them things they could come and see...l think that is a way VR could
be used in the future, because our research showed that people did want to
experience things that felt private, secret, or exclusive, something that is not
available right away” (P1).

6.3.4 Added Value to the Visitor Experience

Another perceived benefit from urban place marketers’ perspective is that AR and VR
could provide added value to the visitor experience in terms of enhancing the on-site city
experience, but also providing them with new ways to create memories. Providing a novel
city experience could also encourage visitors so share their experiences on social media,
which contributes to WOM marketing, therefore, providing additional benefits to the urban

shopping destination through user-generated-content (UGC).

“It is all about adding value to the visitor experience, | think AR and VR would enable
them to make the most of their time while they are in the city, so they don’t miss
things that might have been of interest to them. Also, if there is something visitors
can take away with them, to create memories, and sharing them via social media,
that is undoubtedly a great way to get our brand out there. It works both ways — it

can work as a negative as well but generally it is really good” (P2).
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“I can see that AR would be useful there, such as a walking tour or an
application...from the historic perspective, there would be loads to talk about there,
but what you can see now is a very modern city landscape, so | could see AR
working in that way” (P1).

More specifically, AR could be perceived as most useful for when visitors are at the urban
shopping destination and post-arrival as it provides them with a fun way to interact with
the city and could “bring the destination to life”. While P3 stated that friends and family
have used AR in the city and had enjoyed it, the real interest was in measuring the impact

of the AR application.

“It would be interesting to assess the impact of the AR application that we have just
tested. | think there is big potential for AR and it will bring the destination to life. |
think just from friends and family that have been to the destination and used AR,
they have really enjoyed it and shared their experiences on social media and it has
been a fun thing for them to do so I think it has got potential...l think AR would be

most useful for post-arrival/when they are here” (P3).

By enhancing the visitor experience, AR and VR could potentially change visitor
satisfaction as it could provide them with a unique experience by allowing them to access
a new experience that facilitates their access to new information about the place they are
visiting. Therefore, content creation that ensures visitors are accessing new/novel
information is vital in order for visitors to feel they have had a “more complete or special

experience” as a result of using AR and/or VR technologies.

“I think AR more than VR could change visitor satisfaction because that focuses on

enhancing the experience once they are here” (P5).

“I hope AR and VR could be something that would make the visitor feel they have
had a unigue experience, that they are getting something that not everyone is

getting, that they know more than they knew before about the place” (P5).

“I think most important is the content and giving something more about a place that
helps people feel like they have had a more complete or special experience so that

visitors feel more fulfilled and satisfied by your destination” (P5).
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6.4 Perceived Barriers
The perceived barriers of implementing immersive technologies were broadly explored

and two sub-themes emerged including visitor readiness and technology access.

6.4.1 Visitor Readiness

The first sub-theme under the main theme of perceived barriers is visitor readiness. This
study adapted definitions of consumer readiness in the e-business context (Chatzoglou
and Chatzoudes, 2018), and defined visitor adoption of immersive technologies as the
level of acceptance of immersive technology practices from final visitors. In this case,
visitor readiness is measured by potential visitors’ willingness and desire to use
(Chatzoglou and Chatzoudes, 2018) AR and VR for the intended purposes (e.g. to view
the shopping destination prior to visiting (VR) or to enhance the shopping experience on-
site (AR)). This is because the findings indicated that a main barrier to implementation
included visitors’ general attitude and willingness to accept and utilise the immersive
technologies, particularly VR applications, once they become available for visitor

consumption (P2, P4, P6), as well as the general maintenance of hosting VR experiences.

“Another challenge is getting people to use the application...and the whole process
of somebody using the VR headset, then it having to be cleaned etc...I think some
people wouldn’t be comfortable with that. | think some people are funny with

headsets when going to Art Galleries, for example” (P2).

This also indicated that ease of use is an important consideration for the development of
VR, which is consistent with prior technology adoption research (Pantano and Corvello,
2014; Huang et al., 2013). Specifically, AR and VR applications should remain easy to
use and understand and accessible for the wide variety of visitors that the city attracts
(P6). Additionally, potential visitors might not be familiar with using VR HMDs and

applications, which could act as a potential barrier to visitor adoption (P2).

“Another challenge is general awareness of VR...and it needs to be made as easy

as possible for people to use and understand” (P6).

“I think with VR it is the usability that people may not like” (P2).
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Indeed, P2 argued that VR could be useful for use at-home so that potential visitors can
experience various urban destinations and shopping areas in a comfortable environment
and at leisure, which could encourage them to make more informed decisions on places

to visit.

“Using something like that would be useful if you are sitting at home and trying
before you buy. | would see VR as a good way to promote a city destination for
tourism, shopping or anything else...to use that in your home experience, that
would maybe form a basis of making a final decision on where to take their next
city break or holiday” (P2).

The findings also indicated that VR will likely become more widespread once it becomes
more accessible and affordable to the majority of the consumer market (P4). Similarly, P2
compared general acceptance of AR and VR with general acceptance of previous
technologies (i.e. mobile phones) indicating that immersive technologies will become

widespread over time.

“I think AR and VR will be the same as mobile phones — it will become widespread

overtime once people accept it” (P2).

6.4.2 Technology Access

Technology access was considered a potential barrier for AR and VR use and refers to
how easily accessible the immersive technology is for the intended market. For instance,
urban place marketers are challenged with regards to having a mechanism to deliver VR
experiences (P2, P3) as to date, they are relying on visitors having the device ready to
use at home, which is problematic given that VR devices are not largely mainstream (P7).
However, although VR headsets are not widespread yet, is was suggested that they likely

will be in the near future (P3).

“Maybe in a few years every household will have a VR headset so then it would be

easier to reach them through VR and attract them to the destination” (P3).

Additionally, given that these technologies are only recently receiving increasing interest
by researchers and practitioners, the general awareness from potential visitors may be

limited, which indicated that these devices need to be further promoted and when they do
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become available, “it needs to be quite clear on what the AR application is trying to do”
(P3). Hence, it is vital that the technologies intent is clear and in turn, this could motivate
adoption from potential visitors. However, even when visitors become aware of these
technologies, their device capability may not be able to facilitate an AR and/or VR

application (P1, P2, P3) and visitors might not like or be used to VR usability (P2).

“Other challenges for implementation aside from cost are general awareness about
AR and VR. It needs to be made as easy as possible for people to use and
understand. | see that as a massive challenge...the barrier is awareness and

getting people to use the AR [or VR] application once it is available” (P3).
“I think with VR it is the usability that people may not like” (P2).

Overall, participants expressed concern about potential visitors not having access to the
required technology, specifically with regards to VR, given that specialist equipment is
required (e.g. HMD) compared to AR where applications can be utilised on mobile
phones, which many potential visitors already have access to. Nevertheless, the findings
indicated that in the coming years, general awareness and access to AR and VR will likely
increase. This means that investment in these technologies from urban place marketers
could then be further justified and in time, VR could provide an alternative method to reach
the intended markets (P7).

“‘We are relying on the visitor to have the quality equipment. Maybe in a few years
every household will have a VR headset so then it would be easier to reach them
through VR and attract them to the destination” (P7).

6.5 Perceived Organisational Capability

The perceived organisational capability refers to whether the organisation (in this case,
urban place marketing organisation including DMO or BID) has sufficient and wisely
managed organisational resources such as development and user time, sufficient funding
and sufficient technical skills (Chatzoglou and Chatzoudes, 2018; Hein and Rauschnabel,
2016). In short, this includes the “enterprise’s availability of financial and human

resources” (Chang, 2010, p.6), and Chatzoglou and Chatzoudes (2018) considered
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elements such as firm size, firm scope, CEOs knowledge and the adoption cost. In this
study, the three sub-themes of organisational capability included limited funding, return

on investment (ROI) and organisational readiness.

6.5.1 Funding Access

Funding access was identified as a “main challenge” for all urban place marketing
organisations as highlighted by all participants and is therefore the first sub-theme (P1:
“The main challenge is cost as the costs are quite high”). More specifically, the costs to
develop and implement immersive technologies was identified as a main determinant of
industry adoption, hence, further empirical evidence is required to encourage them to
seek investment (P5). P5 also pointed out that technology is not at the forefront of funding

applications and being the first to invest is not always best.

“‘When we are struggling with money, there are more important things to invest in
than technology...we have leamnt that being quick off the mark isn’t always a good
thing with technology because people can spend a lot of money investing in new
technology and then very quickly that technology becomes obsolete or it doesn’t
work anymore...For me, it’s about letting the tech-savvy organisations come up

with the ideas, let people experiment with it and then invest” (P5).

Investment from private and/or public funding bodies could be the only way that these
organisations find funding and motivation to implement immersive technologies (P5),
which is consistent with prior research (e.g. Jeon et al., 2006; Papazafeiropoulou and
Pouloudi, 2000) indicating that an important determinant that motivates companies to

adopt technology is the financial support and the motivations provided by the government.

“Hopefully we would find an investor or somebody that wants to do a project with

us because that’s the only way it would happen” (P5).

According to the data, a main driver for private investment is consumer demand.
Therefore, once immersive technologies are considered vital for attracting visitors and
enhancing their customer journey, then investment will be sought, however, due to
political and economic changes, there are fewer funding bodies for public organisations
(P5).
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“Customer demand would motivate funding for technology from private investors.
If we thought it was key to improving the visitor experience, then we would try and
find a funding source through the public sector but there are fewer public channels
to find funding from” (P5).

6.5.2 Return on Investment

Evaluating the ROI was a main concern for all participants (P1-P7) and was therefore
identified as another sub-theme under perceived organisational capability. ROI is a
concept of performance in any form of investment and refers to how much economic
benefit is derived from an investment in relation to its costs (Zamfir, Manea, and lonescu,
2016). In this study, it was indicated that pressures to remain competitive (P2) and
consumer demand for technological innovations (P5) could be the motivating factors that

encourage investment.

“As a leading and developing city break destination, we have got to keep up with
technology, so I think it is definitely worth looking into to see what the options are
for example, how much would it be. In the present time, we would have to look at

how we can develop something” (P2).

Further, the target market for immersive technology campaigns must be considered,
taking into consideration the costs and the proportion of that market, a cost-benefits
analysis would have to be carried out. Hence, the ROl on immersive technology

campaigns must be evaluated prior to investment.

“It may be that [AR and VR] is directed at millennials, but with the cost implications
for development and the service, would the end price be out of reach for that

market...we have to take this into consideration” (P2).

2

“The costs are quite high, we have really got to evaluate the commercial return’
(P1).

6.5.3 Organisational Readiness
Organisational readiness refers to the employee’s readiness to embrace the technological
innovation (Hein and Rauschnabel, 2016) and in this case, the employees were those at

managerial level (e.g. Head of Visitor Economy, Commercial Director, Marketing
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Manager) or within the digital marketing sector of the organisation (e.g. Digital Executive).
The interview data indicated that several participants (P1, P3, P4, P5) considered the
organisation as not fully prepared to implement immersive technologies in terms of
allocating funding, employees’ skills, ability and general knowledge on immersive
technology development and implementation. This included how immersive technologies

could be deployed to maximize commercial return and enhance visitor experiences (P4).

“YR could be something useful, but it depends on how easily available it is to

produce, and the technical side of the content and to distribute it” (P4).

Unlike travel agencies or retail stores/shopping malls, urban place marketers’ lack
facilities to host the VR experiences (P7). Therefore, a perceived barrier to
implementation is where to host the VR experiences, which relates back to technology

access in that VR is not yet widespread for at-home usage.

“l see potential for VR but the hurdles that we have come across is how do we use
it. Because we have seen other travel organisations using it, but they put VR
headsets into travel agents, so the potential tourist can preview the destination in-
store. However, we are challenged by implementing something like that and which
platforms to use because we are relying on our markets to have VR headsets. We

are unsure of how to implement it and we need to do further research” (P7).

6.6 Perceived External Pressures

The perceived external environment of an organisation includes existing and potential
competitors, customers and buyers (Porter, 1979), hence, the pressures in the external
environment consist of elements such as competitive pressures (Jia, Guo, and Barnes,
2017; Hein and Rauschnabel, 2016) and customer pressure (Maduku et al., 2016). In this
study, the two sub-themes that emerged under perceived external pressures include

competitive pressures and industry readiness.

6.6.1 Competitive Pressures
Pressures in the external environment including increasing competition from national and

international urban shopping destinations was highlighted as a concern for several
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participants (P1, P2, P5, P7). Hence, the first sub-theme is perceived competitive
pressures, which has been identified as one of the most significant drivers for industry
adoption of other technological innovations (e.g. Zhu et al., 2003). More specifically,
competitive pressures refer to the fierce market competition, which forces firms to search
for effective approaches to increase sustainable competitive advantage, such as reducing
business costs, improving customer service and employing knowledge management (Jia
et al., 2017). ICT innovation is viewed as an important channel to help firms achieve the
above purposes (Jia et al., 2017), hence, it is imperative for urban place marketers to
keep up with technological changes such as immersive technology implementation in
order to remain competitive and attract newer generations (P2). However, the process is
considered more complex than simply adopting the latest immersive technology; it is

paramount to ensure the content is compatible to the city brand (P5).

“I think implementing AR and VR would give [the city] a competitive edge because
we have always got to be thinking about the next generation of tourists...using the
technologies would be really important to link our history with the newer

generations and develop that hunger for people to come here” (P2).

“If we invested it would have to fit with the [place brand] ethos as we are very
protective of that brand, so technology has to play a key role in that...we pride
ourselves as being a city of firsts, an innovative city with a strong industrial
heritage, so anything we do we try and make it feel a bit edgy and different...it
would have to fit with the brand” (P5).

Moreover, it is vital for urban place marketers to implement immersive technologies
strategically in order to ensure differentiation and competitive advantage (P6). This
means implementing prior to competing destinations in order to stand out to visitors,
which could be achieved through integration with existing channels such as social media
and online (P6).

“Implementing [immersive technologies] into the destination offerings has the
power to differentiate, however, it is difficult because if other destinations are using
it, it's a case of how we get there first and stay ahead of the game. But I think it

would be useful in terms of our online and social media” (P6).
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6.6.2 Industry Readiness

Drawing on prior definitions of organisational readiness (Hein and Rauschnabel, 2016),
industry readiness refers to whether the tourism and retail industries overall are ready to
implement and embrace these technological innovations (i.e. AR and VR). P3 mentioned
that the organisation is considering incorporating VR into a recent campaign, therefore,

demonstrating a keen interest in these technologies.

“We are looking at innovative ways to use applications and WeChat as well as VR

for one of our campaigns, but I don’t know how soon we will implement it” (P3).

However, immersive technologies have only recently gained increasing attention from
both industry and researchers, hence, the interviews shed light on several barriers that
need to be overcome in order to encourage mainstream adoption (P2, P3, P5). For
example, visitors’ expectations of immersive technology experiences in the tourism

sphere are yet to be realised (P2, P3, P5).

‘I don’t think VR is a deal-breaker at this point. | don’t think visitor expectations are
there yet...but it will be in the future” (P5).

Indeed, once the barriers are overcome, it is expected that immersive technologies will
reach mainstream adoption (P7). Therefore, the findings indicated that perhaps the
tourism and retail industries are not yet ready for AR and VR, however, as the technology
continues to rapidly progress, the technologies will become more widespread and its

usefulness realised in the near future.

“I think AR as a marketing tool is great. VR faces more barriers, but it will be useful
in the future...whether that is in two years or four years, the time will definitely
come” (P7).

“My overall view on AR and VR is positive...it is probably going to become the norm

sooner or later but there is a lot of work that needs to be done” (P2).
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6.7 Summary

This chapter presented the four themes and eleven sub-themes that emerged from the
interviews with urban place marketers. Overall, three new sub-themes emerged including
one perceived barrier (technology access), one perceived organisational capability factor
(organisational readiness) and one perceived external pressure (industry readiness). The
interviews were useful in identifying urban place marketers’ perceptions and adoption
intentions of implementing immersive technologies into the strategic marketing plan for
visitor consumption. Given their role in attracting potential visitors to the urban shopping
destination, several participants perceived VR to be most attractive to them. Others
pointed out that enhancing the on-site destination experience is pivotal to their role as an
urban place marketer, therefore, AR could also be useful for them. Prior research has
indicated that it is important to understand how VR could be integrated into trip planning
to positively influence the decision-making process and influence potential visitors’
behavioural intentions (e.g. Tussyadiah et al., 2016; Disztinger et al., 2017; Fauzi and
Goazli, 2015; Huang et al., 2013). Similar findings were indicated in this part of the study;
however, the findings offer an alternative, industry perspective on this topic in the urban
place marketing context. Specifically, the interview data indicated that VR could
potentially increase the visitor number at an urban shopping destination by facilitating a
more seamless booking procedure during the pre-visit phase and enable potential visitors
to make more informed purchasing decisions. In turn, this could positively motivate people
to visit the urban shopping destination and encourage referral behaviour by WOM and
social media recommendation (increased visitor numbers). This is important given that
social media was confirmed as an important tool for urban place marketers in the
interviews, and prior research (Hays et al., 2013) has indicated that social media is widely
used by online travellers and is vital for place/destination marketers to reach global

audiences with limited resources.

Given that the interview data indicated that VR could challenge potential visitors’
perceptions in terms of enhancing destination image, VR could therefore be appealing to
urban place marketers when developing their strategic approach to marketing. Indeed, a
differentiated destination image has become a basis for survival nowadays given the

globally competitive marketplace where destinations are competing intensely (Qu et al.,
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2011). However, creating a compelling and distinctive image in the competitive tourism
marketplace has always been a challenge (O’'Rawe and Gibson, 2017). Additionally, the
organisational readiness, in terms of employees’ skills and knowledge including at
managerial level, allocated funding and general knowledge on how best to implement
immersive technologies, could act as a barrier to implementation, which indicated that

further training is required.

The emergent sub-theme of industry readiness indicated that the industry overall might
not be entirely prepared to implement and adopt immersive technologies, however, when
the time is right then pressures in the external environment will increase. Specifically, as
these technologies are only recently receiving increasing attention from researchers and
practitioners, urban place marketers could be slow to adopt given their funding and
organisational capabilities. Therefore, the industry adoption of these technologies from
both urban place marketing organisations and potential visitors in the future could
determine when urban place marketers decide to adopt these innovative technologies.
By synthesising the interview findings with prior literature, it was concluded that VR could
potentially play an important role in the future marketing of urban shopping destinations.
Based on these findings, the visitor interviews focused primarily on VR rather than both
AR and VR.
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Chapter 7 — Visitor Interview Data Analysis

7.1 Introduction

The following chapter presents the qualitative analysis of the interviews conducted with
visitors to urban shopping destinations. The chapter begins with an introduction to the
visitor interview analysis and highlights the new and existing themes and sub-themes.
The discussion of the findings begins in section 7.2.1. From the qualitative findings, ten
hypotheses were developed, which are outlined at the end of each subsection throughout
this chapter. The hypotheses informed the development of the qualitative VR Visitor
Behaviour S-O-R Model and the data provided a foundation for developing the survey.
The hypotheses were tested in the second, quantitative research phase in order to

validate the proposed model.

7.2 Visitor Interview Analysis

In accordance to the S-O-R paradigm, the interviews aimed to draw on participants’
internal response (O) to the two VR retail applications in order to determine the influence
of VR retail environment cues (S) on visitors’ behavioural intentions (R) in the context of
urban shopping destinations and to draw out emergent themes specific to VR. Overall,
three main themes and thirteen sub-themes were identified from the visitor interview
analysis. The four emergent sub-themes under the main theme VR retail environment
were virtual atmospherics, virtual aesthetics, social presence and layout design. The
remaining themes (interactivity and usability) under this main theme were previously
identified in other VR research as well as in this study. Additionally, presence, emotional
arousal and attitude were not considered emergent sub-themes and similarly, internal
response and behavioural intentions were not considered emergent themes because they

had already been identified in the VR literature in a similar context as this study.

At the end of each section, hypotheses have been made for the development of the VR
Visitor Behaviour S-O-R Model and derive logically from the qualitative findings and are
supported by prior research. As discussed in Chapter 2, the S-O-R theory has formed the

basis of many studies in traditional retailing, e-commerce, m-commerce and more
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recently v-commerce research and has also been adapted to the tourism context.
Therefore, this study employed the framework to examine the relationships between the
VR retail environment and visitors’ behavioural intentions. Employing an exploratory-
confirmatory design, the purpose of the initial qualitative phase was to produce specific
relationships between emergent and existing themes to inform the hypotheses, which
then directed the data collection used in the second, quantitative phase (Creswell and
Clark, 2006). Using qualitative data to generate hypotheses, which are then tested using
quantitative research has also been outlined in Bryman’s (1989) scheme of rationales for
combining quantitative and qualitative research. Therefore, hypotheses were developed
based on the interview data and prior research in order to indicate the tentative statement
of the relationship between an independent variable and a dependent variable (Creswell,
1994).

The relationship between the emergent sub-themes and internal states (e.g. virtual
aesthetics and emotional arousal) were similar to those previously identified in the
reviewed literature. However, in this study the relationships were specific to VR retail in
an urban shopping destination context, therefore, those constructs were adapted to the
VR context (e.g. web aesthetics > virtual aesthetics). The hypotheses aimed to test the
theories in a new context (VR and urban shopping destinations), which is a logical
extension of prior research. The hypotheses for these sub-themes were developed to

follow the prior theory and validate the proposed relationships between the constructs.

Similar to Eroglu et al’'s (2001) S-O-R model, which formed the basis of the majority of
retail store environment research and e-commerce studies using the framework, the sub-
themes of internal states included an affective state (emotional arousal) and a cognitive
state (attitude) and also presence, which could be considered more prominent in the VR
context. This study employed the definition of presence as transportation, which
dominates the presence literature (Schuemie et al.,, 2001) and consists of two
dimensions: arrival and departure (Kim and Biocca, 1997). Arrival is the feeling of being
present in the virtual environment while departure is the feeling of separation from the
physical environment (Kim and Biocca, 1997), thus presence was included in the model

as an organism component and this is further justified in the presence subsection (see
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7.2.2.1). Drawing on the reviewed literature, the internal states were classified accordingly
as they draw similarities with variables identified in prior research. Likewise, the sub-
themes of behavioural intentions have been identified and examined in prior VR research
and were classified accordingly.

7.2.1 VR Retail Environment (Stimulus)

The VR retail environment refers to the virtual world experienced by the user in the VR
headset in a specific retail context (e.g. shopping destinations, shopping centres and retail
stores) and consists of atmospheric elements (e.g. visuals and sound), design factors and
social aspects, similar to traditional retailing and e-commerce theories. The interview data
analysis revealed six sub-themes under the main theme VR retail environment including
virtual atmospherics, virtual aesthetics, social presence, interactivity, layout design and

usability. The sub-themes are defined in more detail at the start of each section.

7.2.1.1 Virtual Atmospherics

In this study, the virtual atmospherics (i.e. sound and visual combined) increased the
sense of presence and is the first sub-theme of the virtual retail environment. Drawing on
prior definitions in traditional retailing (Kotler, 1973-1974) and e-commerce (Dailey, 2004,
Wu et al., 2013) research, virtual atmospherics refers to all cues that are visual (e.g.
colour, graphics, texts etc.) and audible (e.g. audio/music) to the user and are designed
to create positive effects (e.g. positive mood, increased purchases etc.) in users in order

to increase favourable response.

In Application A, the commentary providing information on the destination together with
the visual representations of the destination generated a deeper sense of presence (VP1-
VP8, VP10-VP12). Additionally, the majority of participants (VP1-VP6, VP7, VP8, VP10-
VP12) preferred the commentary in Application A over the music in Application B because

it was more useful and informative about a destination they have never visited.

“The [360-degree] experience was actually like being there, and you were taken in

by the sounds as well as what you saw” (VP4).

“l preferred the commentary. It was a guide to what’s going on, where | am going

without having to think about it. It gave more information” (VP6).
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The interviews also indicated that providing participants with informative facts through
sound could provoke interest in the destination, which is evident as the commentary
provided participants with a realistic insight into the destination prior to visiting and is

particularly important when visiting new destinations.

“l did listen to it, so to know where | was and facts behind it as well. Especially with
the Mosque it said something about how it used to be a school and then it turned

into a mosque and | was like “whoa” so being quite factual” (VP10).

“l did like the commentary, only because | have not been to the destination. | feel
that if | had been to the destination then it would be a bit more like | wouldn’t need
to hear it. But | feel that for a person visiting a new destination then it would be
very helpful. | did feel like | was on an actual virtual tour of the place. It really did

give me a feel for the destination” (VP2).

Several other participants (VP2, VP3, VP5, VP7, VP12) enjoyed the natural sounds such
as the fireworks, which is consistent with prior studies (Jung et al., 2017; Tussyadiah et
al., 2016; Gutierrez et al., 2008; Larsson et al., 2010) suggesting that more vivid sounds
increase presence. VP3 would prefer an ambient crowd as one would expect when
shopping in the real world. A consensus was that additional sound effects (e.g. other
shoppers) consistent with the visual cues could make the experience feel more realistic

and therefore enhance the feeling of presence.

“I could hear a lot more on the first one than the second one. The second one

seemed a bit limited. Because | just went into one place” (VP1).

“If there was a nice ambient crowd in the background that you would find in the

shopping mall...that would make the experience a lot more realistic” (VP3).

“l did hear the sound effects and the fireworks a little bit, but | found that when it
was showing a lot of water, | couldn’t hear many sound effects | could just hear the
commentary. | would have preferred more sound effects to make it a bit more
real.... louder and clearer sounds would make me feel like | was there more than
I did” (VP5).
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VP2, VP5 and VP6 enjoyed the “traditional music” (VP6), as it was consistent with the
visual cues and perceived as ‘relevant to the culture” (VP2), which made them feel
virtually present in the destination being viewed. VP11 suggested that music in certain
scenes such as the beach would be more suitable to remain consistent with what one

would prefer when visiting the beach in the physical world.

“The sounds were very relevant to the culture with it being in Dubai. The sounds
were good. It didn’t seem to be off putting. | did enjoy them, it added to the whole

experience in the environment” (VP2).

‘I kind of like the ftraditional music, it gave me a feeling like | was in that

environment, in that country” (VP6).

“It’s quite nice when you are on the beaches and stuff to have music because you
are on the beach. But when you’re in the markets and the malls and stuff it’s nice

to have someone explaining where you are and what’s there” (VP11).

VP4 and VP3 stated that additional senses including touch, scent and vibrations would
make the experience more realistic and enhanced and increase the sense of presence,
thus, demonstrating the need for more multisensory VR developments in the urban place

marketing sphere.

“If someone in VR pushes flowers up to your face and at the same time the smell
of flowers is released that would make it more real. Or if you could smell the sea
air when the sea comes on, or feel cold when looking at the Arctic, or heat on your

face when you see Dubai, then | would feel more present” (VP4).

Overall, prior research has indicated that stimulating multiple senses (e.g. visuals and
sound together) through the virtual atmospherics (e.g. imagery and music) positively
influences presence (Jung et al., 2017; Martins et al., 2017; Gutierrez et al., 2008).
However, studies evaluating virtual atmospherics are limited, therefore, this construct was
considered a new sub-theme emerging from the interview data and the following

hypothesis was proposed:

H1: Virtual atmospherics will positively influence presence.
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7.2.1.2 Virtual Aesthetics

The second emergent sub-theme is virtual aesthetics. Similar to web aesthetics, the
virtual aesthetics refers to the visual design factors (Deng and Poole, 2010; Chang et al.,
2014) although this study applies this specific to the visual design of the VR environment.

The findings demonstrated that the virtual aesthetics largely affected the extent to which
participants felt present in the VR retail environments. More specifically, the sense of
presence increased when viewing realistic/vivid visual cues, which is evident as all
participants preferred Application A (VP1-VP12) mainly because the usage of real video
footage provided participants with a more realistic insight into the destination and made

them feel like they were present in the virtual world.

“I felt like the first one (Application A) was a bit more realistic. | enjoyed seeing the
fountain because it felt really real. Whereas the other one (Application B) was kind

of like you are looking on Google Maps” (VP7).

“I think that maybe the real footage is more realistic because you feel like you are
there” (VP10).

Several participants (VP2, VP3, VP5, VP9, VP10, VP11, VP12) pointed out that
Application B was a computer simulated environment, however, the aesthetic quality and
realism of the 3D environment meant those participants still enjoyed the VR experience.
On the contrary, VP5 and VP2 identified features of the virtual environment in Application
B that impaired the extent to which they were able to fully immerse themselves in the
virtual world. Therefore, those participants felt that the 360-degree video in Application A
was more immersive because it provided real-world imagery, which supported that the
use of real images, rather than 3D renders, would be more effective in heightening

presence (Guttentag, 2010).

“With the graphics of the simulation...you wouldn’t necessarily be able to tell [that
it is computerised]” (VP10).

“It felt real, but then | looked up at the lights and | could tell the lights weren’t real,
and also the thermostats (VP5).
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To improve the aesthetic appeal, suggestions for additional visual content include drone
footage, nature shots and additional areas of the destination as opposed to only the main
tourist attractions in order to provide potential visitors with insights into the wider offerings
and facilites and amenities (VP1, VP9, VP10, VP11, VP12). VP1 also suggested

inclusion of local shopping and residential areas.

“A bit more of the city, more of the backstreets, the areas where people live, what
IS going on in the bigger picture and the shopping experience such as traditional

and local markets...more transport links” (VP1).

Overall, the findings demonstrated that virtual aesthetics, specifically those perceived as
being more vivid, will have a positive effect on presence. Aesthetics has been the focus
of attention in many e-commerce studies (e.g. Liu et al.,, 2016; Chang et al., 2014;
Loureiro and Roschk, 2014; Rose et al., 2012; Wang et al., 2011; Harris and Goode,
2010; Wang et al., 2010) and m-commerce research (e.g. Lee, 2018; Huang, 2017; Wang
and Li, 2017; Sahoo and Pillai, 2017; Cyr et al., 2006). Prior VR tourism research (e.g.
Tussyadiah et al., 2016) has indicated the importance of incorporating aesthetically
pleasing imagery to increase presence and induce interest in experiencing tourism
destinations. However, few studies have evaluated virtual aesthetics or examined the
relationship between virtual aesthetics and presence, specifically in the context or urban
shopping destinations. Therefore, virtual aesthetics was considered an emergent sub-

theme for this study context, and the following hypothesis was proposed:
H2: Virtual aesthetics will positively influence presence.

7.2.1.3 Interactivity

All participants (VP1-VP12) demonstrated the desire to interact with virtual
representations as this would allow them to better investigate a product and its features
(Verhagen et al., 2016; Jiang and Benbasat, 2005; Coyle and Thorson, 2002), hence,
interactivity was identified as another sub-theme. More specifically, this study draws on
prior definitions (Steuer, 1992; Li et al., 2001; Fiore et al., 2005) to produce a definition of
interactivity as the extent to which VR users might participate in adjusting (e.g. modifying
virtual products such as changing colour) the virtual content in real time. According to the

findings, increased interactivity, which allows participants to become highly involved with
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the virtual retail environment, would enhance the overall experience. More specifically,
handling the virtual products, including the ability to zoom in and inspect the products

(VP3, VP4, VP5), would make the experience more realistic.

“Being able to go close-up to and inspect the goods, if you could pick up products,
have a look at them, and become part of the whole experience. The more you
could become a part of it, speaking to people and asking questions, handling the
merchandise, the better it would be” (VP1).

However, VP12 stated that interacting with the virtual environment could create more of
a barrier for consumer adoption due to costs of purchasing haptic devices and other
expensive equipment. When comparing VR to online shopping through computer or
mobile, VP12 highlighted that those technological devices have other uses, are more
widespread than VR, and are already more accessible for the consumer market.
Therefore, VP12 indicated that at the moment, it is important to identify additional uses

for VR in order to justify the investment in this technology.

“If you are going down that route like picking stuff up, you would have to get them
interactive gloves...then if you are looking at putting this stuff into the household
then you are going into expensive stuff...to get the full kit just to view something in
VR that you can view online for free. Well, it’s not for free because you would have

to buy the laptop, but the laptop has other uses doesn't it” (VP12).

The findings demonstrated that increased interactivity has a positive effect on presence.
Although few studies have explored interactivity in the context of VR and urban shopping
destinations, this study does not claim interactivity as a new theme given that it is well-
established as a key determinant of presence in VR literature (van Kerrebroeck et al.,
2017a; Tussyadiah et al., 2016; Coyle and Thorson, 2001; Cheng et al., 2014; Rheingold,
1991; Steuer, 1992). The following hypothesis was proposed based on the findings of this
study and is consistent with prior research:

H3: Interactivity will positively influence presence.
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7.2.1.4 Social Presence
Adapting from prior definitions (Ogonowski et al., 2014; Gefen and Straub, 2004; Short et
al., 1976), social presence can be defined as the individual’s perception of personal,

sociable, sensitive human elements of VR.

In the VR experiences used for this study, social presence was portrayed in the variety of
other people in Application A while Application B did not provide an element of social
presence. All participants confirmed that having others (e.g. virtual avatars and/or other
virtual shoppers or friends and family using VR at the same time) present in VR and being
able to interact with them would make the experience more social and enjoyable and
create more of an atmosphere, which demonstrated the importance of social presence in
VR rather than experiencing the virtual retail environment alone. This could be in the form
of a virtual avatar with another VR user or a virtual assistant. However, ensuring the virtual
avatars are consistent with the culture of the destination being viewed was considered

important to create more of an authentic destination experience.

“It is always nice to have an atmosphere, rather than having no one around
whatsoever... | think some sort of virtual avatar would be a lot better...a digital
assistant behind the counter and then a few people browsing...it would just make

it feel like a more worldly experience” (VP2).

Application A featured a scene with local people on a boat, which made participants feel
as though they were in the boat and being “looked at” (VP1, VP4, VP7, VP8, VP9-VP12)
and encouraged participants to want to communicate with the local people at the
destination. Similarly, participants (VP2, VP6, VP9) enjoyed the scenes with a social
atmosphere such as at the bar on the beach as this is what one would expect when

visiting a destination and participants noticed the lack of social atmosphere in the mall.

“[In the 360-degree video] it actually felt like people were looking at me and | could

interact with people in the video...that would be a good element to it” (VP6).

‘l was like going to fully engage with these people even though | knew that |
couldn't...that would be pretty cool” (VP9).
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Similar to prior research, the findings indicated that feeling connected to others through
interaction and communication would contribute to a more realistic experience
(Tussyadiah et al., 2016; van Kerrebroeck et al., 2017a; Coyle and Thorson, 2001), and
increase positive feelings such as relaxation. For instance, communicating with virtual
store assistants while purchasing goods at the check-out counter would create more of a
realistic shopping experience. Additionally, potential visitors could become more informed
on the place by communicating with local people who live and work in the urban shopping

destination being viewed in VR.

“On the first one [the 360-degree video], you felt like you were there with that one.
Like you were part of it, that you could talk to people, and like they were looking at
you” (VP1).

“I think it would be more of a real sort of feel. Maybe make me feel a lot more

relaxed and not like | was in an isolated environment” (VP2).

“I think you could get a lot of information from [interacting with people who] live and
work there” (VP1).

“Especially in The Body Shop maybe having a shop assistant coming up to you or

something like that. It would be more like the real-world atmosphere” (VP6).

Moreover, interacting with familiar people such as friends and family would enhance the
experience (VP2, VP5, VP11, and VP12). In line with this, VP11 and VP12 discussed the
importance of sharing the VR experience with the people they are traveling with.
Therefore, those two participants (VP11 and VP12) suggested that being able to
communicate with one another in the same VR retail environment would be useful

because they could comment and discuss points of interest in VR.

“It would be good though, if | could speak to someone else in virtual reality, like my
mates” (VP5).

“If you are going with somebody the dual experience would be better for the pair

of you because you would be doing it together wouldn’t you” (VP12).
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In the VR literature, prior studies have indicated that the social element or social presence
is important yet limited in many VR experiences (e.g. Tussyadiah et al., 2016; Jung et al.,
2016). Hence, there are limited studies investigating social presence in a specific VR retall
marketing context, therefore, social presence was identified as a new sub-theme in this
study. More specifically, the interview findings indicated that social presence would
increase the sense of presence within the VR retail environment, therefore, the following

hypothesis was proposed:
H4: Social presence will positively influence presence.

7.2.1.5 Layout Design

Drawing on prior definitions (Manganatri et al., 2011; Pearson et al., 2007; Mummaleni et
al., 2005), this study defined layout design as the structure and arrangement of the
information and content (e.g. layout of the virtual store/virtual destination) provided by VR

that directs the user’s virtual navigation.

The layout design of the interactive store environment was perceived to be realistic when
compared with traditional retail settings and was important to allow participants to
navigate and easily move around the VR retail environment. Navigating the virtual
environment was perceived as ‘pretty straightforward” (VP6) and the majority of
participants (VP2-VP12) could easily navigate. Perceived ease of navigation through
effective layout design is particularly important to reduce feelings of stress and/or

irritation.

‘I felt comfortable and | could get around the surroundings quite

easily...everything was to scale and proportionate” (VP3).

“l suppose the mechanics of it was pretty straightforward. | felt like it was user-
friendly. You can just look at the arrows and see where to go. | found that

experience quite easy to use” (VP6).

Being able to easily navigate around the store made the experience feel more realistic,
which enhanced enjoyment and presence (VP2). Because VP1 and VP7 encountered
difficulty with navigating through the interactive store, they preferred Application A

because they could detach from reality and did not have to focus to much on the task at
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hand. VP1 suggested that a more natural mode of transportation that better replicated

walking, rather than teleportation, would improve the overall experience.

“l like the way you could navigate around the shop and it was not just stationary. |

could look around and it did really feel like | was there” (VP2).

“l found that one hard to go in and out of. The first one was easier because | could
look around more and focus. [It was] quite challenging...and very difficult to focus
on the arrows [for teleportation] ... [Application A] was easier because | could look

around and focus more” (VP1).

“l just think it would be easier if | could walk into it, rather than rush into it, and |
could take my time looking around. It would make the experience feel more

natural’”.

Moreover, VP5 mentioned that the VR retail environment “could have been more
signposted” (VP5), which was echoed by VP2 and VP3. To improve navigating through
both VR retail environments, VP3 suggested barriers, signs and footprints lit up on the
floor to guide the user through the virtual environment. Although VP3 enjoyed the use of
focusing on the arrows to move from the shopping mall into the store on Application B,
VP3 suggested that illuminating in a more prominent colour or the use of special effects

could improve this feature.

“If | was talking about navigating around the shops, so in certain cities you will have
like footprints marked on the floor or you could have a suggested barrier...if you
could have a barrier around certain bits to navigate you around the shop in a
certain manner. That is all | could suggest really. Apart from the obvious, which is
signs” (VP3).

Overall, the findings suggested that the layout design would have an effect on presence.
More specifically, a seamless and easy to navigate layout design would enable
participants to become more fully immersed in the VR retail environment as they would
not be distracted by this function. Accordingly, this would increase the sense of presence.

Few studies have investigated layout design and its relationship with presence in the
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context of this study. Therefore, layout design was considered an emergent sub-theme

from the interview data and the following hypothesis was proposed:
H5: Layout design will positively influence presence.

7.2.1.6 Usability

In this study, usability refers to whether the user can successfully and effectively use the
device and consists of ease of use but equally involves efficacy, which is effective in terms
of measures of (human) performance (Shackel, 1991). More specifically, drawing on an
early definition (Shackel, 1991, p.24), usability can be defined as “the capability [of the

device] to be used by humans easily and effectively’.

The findings suggested that the usability had an effect on presence as participants were
distracted with the functions (e.g. focusing in), which detracted them from feeling fully

detaching from the real-world.

“l was messing about with the focus too much, but | was there in mind, not body”
(VP12).

VP3 suggested that a multisensory experience could be achieved through vibrations and
higher quality sound when navigating. Similarly, VP11 suggested that headphones could
be useful to heighten the feeling of presence as it would eliminate noise from the real-
world. However, according to VP12, this would be dependent on the user’s characteristics

and preferences.

“Additional features with moving around, so you could have like on PlayStation
remotes, vibrations to go with sounds...so if a car goes past, it actually vibrates
your temples and your senses more, and you could have more high-quality
speakers” (VP3).

“l wonder if like proper earphones, but then | wonder it that takes it away because

you don’t naturally walk around with earphones on your head” (VP11).

¥4

For some participants (VP2, VP3, and VP6), VR was easy to use, “very user-friendly
(VP6), “pretty straightforward” (VP2), and, ‘I felt completely at ease with the device”
(VP3). On the contrary, several participants (VP1, VP4, VP5, VP7-VP12) highlighted
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issues with the usability including focusing in using the function on the HMD (VP1, VP4,
VP7, VP9-VP12) and the speed of Application A.

“[The graphics] might be sharp for other people but with my eyesight it wasn’t”
(VP4).

“If it could automatically focus rather than you just doing it that would be a good
help” VP7).

By comparing the experiences to previous VR experiences using the same HMD, VP10
suggested that the lower quality of the graphics could be because of the quality of the
YouTube video used for this study. Therefore, several recommendations to improve VR
retail applications were offered including the sharpness of the graphics and an
improvement with the focus adjustment function (VP1, VP4, VP9-VP12), as well as a
comfortable and lightweight HMD (VP5), adjustable straps (VP5), the application housed
inside the HMD (rather than inserting a smartphone) (VP4) and HD video (VP12). With
regards to the content, VP9 suggested a variety of urban destination experiences and
VP3 provided several additional technological improvements (e.g. USB port to connect to

a VR projector, Bluetooth, ISO capabilities, 4K capabilities etc.).

‘[The graphics] would be one point [to improve]. But | don’t know if that was the
video because previously when using [Samsung GearVR] it was absolutely top

notch from what | can remember” (VP10).

Overall, the findings demonstrated that ease of usability of VR retail applications and VR
hardware will have a positive effect on presence as it would prevent the user from
focusing too much on how to use the device and application and allow them to become
immersed in the VR retail experience. In the immersive technology literature, studies tend
to focus on ease of use (e.g. Disztinger et al., 2017; Huang et al., 2016; Rese et al., 2016;
Huang et al., 2013; Fagan et al., 2012) rather than focusing on usability, which involves
efficacy. Accordingly, there are limited studies exploring usability in the context of VR for
retail and urban marketing. In this study, usability refers to effectively using the VR device

and the VR retail application, thus usability is not considered an emergent sub-theme.
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Given that the visitor interviews indicated that VR usability will influence presence, the

following hypothesis was proposed:
H6: Usability will positively influence presence.

7.2.2 Internal States (Organisms)

Similar to prior research (Eroglu et al., 2001) internal states can be categorised as
affective or cognitive. In this study, the internal states sub-themes that emerged are
emotional arousal (affective state) and attitude (cognitive state). Additionally, presence
was considered an organism component. The sub-themes are discussed in further detail
below.

7.2.2.1 Presence
In this study, presence was considered an organism component with the S-O-R paradigm
given that it refers to the individuals’ subjective experience and feeling as though they are

present in the VR environment.

Similar to Marchiori et al.,’s study (2018, p. 144), the majority of participants had
experienced VR for the first time in this study and repeatedly referred to the feeling of
‘being there”, rather than reporting what was displayed. This could be explained by the
novelty of trying VR for the first time (Marchiori et al., 2018) and comparing it to previous

technologies that participants have used when searching for destinations to visit.
‘[What | enjoyed is] seeing it as if you were there” (VP10).

“l think [VR] is far beyond the experiences | have had when researching into

destinations...it is a new thing” (VP6).

A deeper sense of presence was achieved when viewing vivid representations of the
destination in Application A compared with Application B. Of the two VR retail
applications, participants preferred the one which made them feel more present, which

indicated positive reactions to technologies that immerse users on a deeper level.

“I did feel more present in the first one, with the virtual tour...it felt like more of a

real environment, rather than it being digital. .. | definitely felt like | was there. 100%,
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| felt immersed into the environment...l was very comfortable with it, | enjoyed it”
(VP2).

Despite experiencing VR immersion for the first time, the majority of participants (VP2-
VP12) felt at ease with the level of VR immersion once they had time to relax into the
experience. However, because Application B was a computer simulated environment,
VP7 referred to it being no different than viewing an interactive video on a computer
screen. The limited ability to communicate with other users limited the extent of feeling
present (Tussyadiah et al., 2016), which indicated that having other shoppers present in
the virtual environment would create more of a realistic atmosphere in VR. Application A
featured real people, therefore, participants felt more present. Overall, the more

comparable the VR environment is to the real world, the more present participants felt.

“[l felt] very immersed [in the 360-degree video]. | felt comfortable with it. | have

never experienced it before. It is fantastic. Loved it” (VP1).

“With the first one | definitely felt like | was there. It was so real. It felt like people

were looking at you and kind of like acknowledging your presence” (VP7).

“I think | would have felt more present in the environment if there was a bit more
interaction and a bit more going on around me. But apart from that, | did feel like |
was in the store” (VP2).

7.2.2.2 Emotional Arousal

The first sub-theme of internal states is the affective state, namely, emotional arousal.
This study adapted the definition of emotional arousal from the online shopping context
(Koo and Ju, 2010) and referred to emotional arousal as the extent to which an individual
engaging in VR retail applications feels stimulated, active or excited when experiencing
VR. Arousal refers to the extent to which a person feels excited or simulated, and can be
explained using terms such as relaxed, calm and excited (Yuksel, 2007; Blackwell et al.,
2006; Baker et al., 1992) and negative arousal can include feelings such as fear or

anxiousness.

In this study, participants expressed feelings of excitement from using the VR retail

application to view the urban shopping destination in a new and novel way. VR was
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perceived to be similar but more “fun” than previous methods (e.g. the internet) used to

search for shopping destinations.
“It was exciting and new for me” (VP1).
“It is similar in ways [to the internet], it is more fun” (VPS).

The more immersed participants felt, the more they expressed positive emotions, which
indicated VR’s ability in generating an emotional connection between the destination and
future visitors (Griffin et al., 2017; Tussyadiah et al., 2016; Huang et al., 2013). Being able
to communicate with others in VR would enable participants to feel more relaxed when
using VR retail applications, rather than feeling as though they are alone in the virtual
world and when using VR at home, VP2 suggested that tailoring the sounds to the user’s
personal playlist would enhance the feeling of relaxation. The majority of participants were
at ease with the level of immersion and did not experience negative emotional responses
(VP1-VP5, VP7-VP12).

“If you were to be shopping in your own home then it would be good to have a
choice of your own music that you want to listen to from your own playlist playing

in the background to make you feel more at home and more relaxed” (VP2).

“I felt immersed. | felt very comfortable with the feeling [of immersion]. It sort of felt

like you were taking part in the experience” (VP4).

On the contrary, VP6 experienced feeling nauseous from the level of immersion, which
could imply negative emotions such as fear or distress. This was particularly prominent
when at virtual heights, which provided evidence on the relationship between presence
and negative emotional responses. Additionally, VP11 and VP12 suggested that having
too many people present in VR could create feelings of anxiousness in people with social
phobias. However, studies have demonstrated that VR could be useful for exposure
therapy and overcoming acrophobia (i.e. fear of heights) and social phobia (Emmelkamp
et al., 2001, 2002; Rothbaum et al., 1995). In line with this, VP11 indicated that having an
insight into the busyness of the shopping areas could be useful to avoid crowding and is
particularly relevant for people who experience anxiety due to crowding (van Kerrebroeck

et al., 2017a). VP11 and VP12 also mentioned that involuntarily being interacted with
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could create stressful situations, which indicated that providing the user with the ability to
control interactions in VR could be a crucial element of interactivity and social presence

in order to lessen negative virtual encounters.

“l enjoyed the bird’s-eye view of things, looking down...for me, | am scared of

heights and | think this could work in curing that. Can | try another city?” (VP1).

“It was so immersive that it made me feel nauseous...l think the whole experience
was good in a general sense. | think at first, | was comfortable with it, until certain
points where you are either high up. | think at one point you are at the top of the

Burj Khalifa looking down and that was quite a nauseous feeling” (VP6).

“I think it would stress me out a bit if someone was talking at me and | didn’t know

what they were saying” (VP11).
“No, I cannot be bothered making a conversation with somebody in VR” (VP12).

Overall, the findings suggested that emotional arousal, whether positive or negative, is
determined by the sense of presence experienced as a result of the VR retail environment

cues. Accordingly, the following hypothesis was proposed:
H7: Presence will positively influence emotional arousal.

7.2.2.3 Attitude
The third sub-theme is attitude, which is a cognitive state that Blackwell et al., (2006)

defined as overall evaluative judgements built on beliefs and feelings.

In this study, attitude is specifically associated with participants attitude toward using VR
retail applications and attitude towards the urban shopping destination viewed in VR. The
findings indicated that providing insights into the traditional and cultural areas in VR,
rather than focusing specifically on the main tourist attractions, could lead to attitude
change. For instance, VP9 and VP10 mentioned that Dubai is marketed as modern and
cosmopolitan yet viewed as having little traditional character. However, after viewing
Dubai in immersive VR, those perceptions changed as VR exposed the culture which

made the destination more attractive and appealing.
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“‘When you think of Dubai | expected it to be simplistic almost and not very much
character because it is like really well-built and modern. But then seeing the local
markets and things you see obviously a different side of it that | wouldn’t have
envisioned before” (VP10).

Displaying richer information and aesthetically pleasing content on a more immersive
scale when compared with other marketing methods (e.g. the internet and brochures)
provided potential visitors with a broader view of the urban shopping destinations
offerings. In turn, this generated positive attitudes towards using VR to shop and the urban
shopping destination being viewed, and also demonstrated how VR could be used to
shape the perceived place/destination image by assisting potential visitors with
developing realistic expectations of the tourism experience with the place/destination
(Hyun and O’Keefe, 2012; Nicoletta and Servidio, 2012; Govers, Go, and Kumar, 2007;
Thomas and Carey, 2005; Tooke and Baker, 1996; Cheong, 1995; Guttentag, 2010;
Williams and Hobson, 1995).

‘[Dubai] is different to what | thought. | felt like | seen more of it compared to when
you look on the internet or in a brochure. | felt like | was there and had more of an

open view of it” (VP1).

“l found it quite useful because | didn’t think too much about [Dubai], but now
knowing there is all the beautiful buildings that you see on the internet, but then
there is still the little streets and markets that you don’t get to see because they

don’t put that on the internet as a thing. But that to me is still appealing” (VP11).

VP4 stated that the urban shopping destination “stood out” when viewed in VR, as it was
a place they had never visited before, which demonstrated the potential of immersive VR
in generating curiosity in the mind of potential visitors and generating attitude change
(Tussyadiah et al., 2016). More specifically, the 360-degree experience stimulating a
sense of presence was the main factor that enabled participants to gain a more holistic
picture of the urban shopping destination. Additionally, viewing the urban place’s retail
offer in VR is useful for providing potential visitors with an insight into the size and location
of the shops. This is important for informing potential visitors of what to expect upon arrival

and will also help with pre-trip planning. For example, if the visitor is looking for a larger
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store or a specific brand, they can browse in various malls to find the largest brand store,
rather than wasting time upon arrival. By providing potential visitors with a more insightful
view of the urban shopping destinations offerings and allowing them to browse in shops
in VR could lead to attitude change toward the place and in turn, this could lead to more

informed decisions on where to visit.

“It was the whole [360-degree video] experience on the headset. The destination

stood out. I've never been to the destination” (VP4).

“It is very interesting because sometimes when you hear about certain shops in
the destination, you never really know if it is going to be a small shop or a large
shop...it was good to get a feel of what the shops will be like before actually visiting
the mall” (VP2).

“l think if a new shop is opening and they give out [a VR experience] to new
customers or those who already know the layout of the shopping centre and things
like that, so they actually know where to go and the products they actually want, |
think that is quite a good idea” (VP6).

Overall, the findings suggested that presence could potentially influence positive attitude
change by enabling potential visitors to gain a more complete view of the urban shopping
destination prior to visiting. More specifically, the VR retail environment cues that
stimulate feelings of presence could influence attitude. For example, increasing the sense
of presence using virtual aesthetics and virtual atmospherics could have a more profound
positive effect on attitude towards the urban shopping destination viewed in VR and
towards using VR applications for retail purposes. Additionally, as highlighted in the
interactivity section, the ability to interact with the VR retail environment (e.g. inspect
products) and communicate with others in VR (i.e. social presence) would enhance the
experience and increase presence. Therefore, it could be assumed that by doing so, this
would increase participants overall attitude towards using VR. Looking back at the
usability and layout design discussions, it could be assumed that VR hardware and
software that is easy to use and easy to navigate, respectively, could generate a deeper
sense of presence, which then leads to positive attitude towards VR, while those

experiencing problems with VR expressed less positive attitudes given that the ability to
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feel present in the VR environment was impaired. Accordingly, the following hypothesis

was proposed:
H8: Presence will positively influence attitude.

7.2.3 Behavioural Intentions (Response)

Behavioural intention is an antecedent of actual behaviour (Ajzen, 1991; Beck and Ajzen,
1991) and can be defined as subjective judgements by people about how they will behave
in the future (Blackwell et al., 2006, p.375). In this study, the four sub-themes of
behavioural intentions included: 1) intent to visit the retail places featured in VR, 2) intent
to recommend VR retail applications to others, 3) intent to use VR retail applications

again, and 4) intent to purchase using VR retail applications or a trip post-VR experience.

7.2.3.1 Intent to Visit Retail Places featured in VR

All participants stated they intend to visit the retail places after viewing it in VR. For
instance, VP8 stated, “I would like to visit those different places at the destination now
that | have seen it in there”. This indicated how VR could help potential visitors’ (VP1-
VP12) to initiate travel arrangements and make more informed decisions (Sussman and
Vanhagen, 2000) on whether to visit a specific shopping destination and which shopping
locations/retailers to visit upon arrival. This could also enhance the on-site experience as
it would help to plan the trip before you go and then it is all taken care of when you get
there” (VP1). In support of this, VP9 mentioned that previewing the urban shopping
destination in VR could make the experience more enjoyable upon arrival, which is
particularly relevant for urban shopping destinations that are a long distance from the

visitors’ home country.

“I think it would be less of a shock when you go there as well because you won't
feel so out of your element. Because that is one of the scary things about going
away especially to long-haul places like Dubai and stuff like that...I think | would

want to see what it’s like, so | don’t feel out of my depth” (VP9).

However, VP5 and VP10 indicated that this would limit the enjoyment gained from the
spontaneity of taking a trip. However, those people apprehensive of visiting new places

might prefer to have pre-travel plans and an insight into where they are going, therefore,
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previewing the urban shopping destination prior to arrival could depend on the personal

characteristics of the visitor (VP10).

VP9, VP10 and VP11 suggested that travel companies could utilise VR as a method to
entice potential visitors into the travel agents and create a desire to visit new places. In
doing so, this would contribute to creating interest in VR for urban destination marketing
purposes. Additionally, VP9 suggested “pop-up stalls... in marketplaces or in shops or
pop-up shops just to test it out and see what people think”, as this would also enable
people to experience VR technology and potentially motivate them to purchase devices

to view urban destinations at home.

“Maybe if like travel companies used it, so to say if you were exploring different
places to go and they gave you it as an option to kind of view places, that would

encourage you to use it” (VP10).

Viewing a retail store, shopping mall, or town centre in VR could trigger interest and
generate positive behavioural intentions to visit, which demonstrated the effectiveness of
this technology as a retail marketing advertisement method. In support of this, VP12
stated that viewing an urban shopping destination in VR would motivate real-visitation
while VP9 even demonstrated interest in visiting the urban shopping destination viewed
in VR (“[Dubai] did look pretty cool, | want to go”), which is an outcome of the VR

experience.

‘[VR] could definitely broaden my horizons. For example, just like in real-life if |
saw an advert or | drove past a shop that caught my interest, if a shop caught my
interest in VR it would then maybe inspire me to go there in real-life. So, as a tool
of advertisement | would say that [VR] could be a good product” (VP3).

“That would motivate me to go there” (VP12).

7.2.3.2 Intent to Recommend VR Retail Applications to others

All participants (VP1-VP12) confirmed they would recommend VR retail applications to
others, including friends and family, mainly to help them make better informed decisions
on which urban shopping destination, shopping mall or retailer to visit. Additionally, VR

provided them with an authentic experience and provided them with extensive information
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compared to reading a brochure or an article online (e.g. blog post, forum etc.), and the

novelty factor of VR would encourage VP5 and VP7 to recommend others to try it.

‘IVR] is definitely something | would recommend to others. For example, if | did
find a shop that | would not have normally noticed. Because usually | just casually

browse in and out of ones | know...then yes, [VR] would be recommended” (VP3).

“Yes, definitely [I would recommend]. Just because | feel like | gained more
information from that little video there. | felt like | was experiencing it for myself

rather than reading other people’s views on like a flat screen” (VP7).
“I definitely would recommend it to others because it is something new” (VP5).
“It's a new experience isn't it. And it’s a lot better than just sitting there” (VP7).

Drawing on the VR retail experience, VP2 stated that VR could help people who dislike
crowded malls because they can shop in the ambient shopping mall from the comfort of
their own home. Additionally, VP4 indicated that VR could become more widespread

following further technological developments.

“l think it has got great potential as well especially with shops getting busy and
overcrowded at peak times. | could see a lot of people using this technology
because they could sit at home and from the comfort of their own home they could

do some shopping, for example” (VP2).

“If it is affordable and if it improved any more than it has, | think it would catch on

and become a good thing” (VP4).

7.2.3.3 Intent to use VR Retail Applications again

All participants (VP1-VP12) stated their intent to use similar VR retail applications again
in the future because it was “very useful”, “new”, “exciting”, and “you get to see more, the
bigger picture”. Consistent with prior research (Jung et al., 2017; Disztinger et al., 2017,
Tussyadiah et al., 2016; Huang et al., 2013; Chen and Lin, 2012), visitor participants
(VP1, VP9, VP10, VP11) indicated they would use VR as a travel planning tool and for

decision-making on places to visit. For instance, VP9 stated that VR is useful for viewing
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a variety of destinations and their touristic and retail offerings as “t’'s a much better

method of comparing destinations”.

The ability to navigate or direct the experience in a desired location (such as with Google
Street view) would allow potential visitors to tailor the experiences to their own
preferences such as urban shopping destinations and retail places to visit, which would
‘make the whole experience a lot better and more comfortable” (VP1). Having more
control over which urban shopping destinations to view in VR would be more useful and
make the experience more personalized (VP10). Additionally, features such as being able

to “bookmark different places” (VP9) to later compare them would be useful.

After experiencing VR for the first time in this study, VP1 mentioned that VR “would be
the first thing | use now” to view urban shopping destinations prior to visiting because it
generated a sense of presence and it would therefore make the on-site experience more

enjoyable. More specifically, VP1 explained:

‘[VR] would be the first thing | use now [to search for cities to visit] if it was available
to me. You get more information and more of a feel of a place before you went
there, so you feel like you have actually been there, and it would make your visit

more enjoyable when you are actually there”.

In comparison to browsing and shopping online, VR retail applications are considered
limiting because they do not have the wealth of information and diversity of content (VP9).
For example, when searching online, potential visitors are able to search through various
travel agencies, blogs, social media etc., thus, suggesting that they could make more
informed choices by the wealth of online information (VP9). Nevertheless, should future
VR developments provide access to more content within the same application, then VR
could be potential visitors’ go-to platform for browsing potential urban places to visit.
Finally, VP5 argued that the internet is currently more advantageous given the wealth of
accessible information compared with VR, however, should VR become more accessible,

improved features and more content produced, then VR would be the preferred choice.
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“If it had all the things online has to offer like looking around places, different hotels
etc. then it would be ten million times better and it would be your main go-to thing
of looking at holiday destinations. It would be mine if it had all that” (VP9).

‘I would [use it again] to see other destinations, not just one. With improved
graphics and more sound effects, it would be good. It definitely has potential to be

used for that purpose” (VP5).

7.2.3.4 Intent to Purchase

Purchase intentions refer to what the user thinks he/she will buy (Blackwell et al., 2006).
In this study, the intent to purchase explored participants’ intention to purchase a trip to
the urban shopping destination post-VR experience and/or purchase products using VR
retail applications. Drawing on Application A, VP1 and VP4 stated that experiencing an
urban shopping destination in VR could influence potential visitors to book trips
immediately rather than taking the marketing material home afterwards as with other
methods (e.g. brochures). VP4 stated that the intent to purchase could apply to the
younger market largely because of VRs ability to provide immersive, multisensory

experiences that stimulate affective states such as excitement.

“If it was in Thomas Cook | would definitely be more likely to buy the holiday - they
would sell it to me without a doubt. With a brochure, I am more likely to take it
home, have a think on it and then probably go off the idea... [l would] definitely be
tempted to buy a holiday” (VP1).

“You could easily see 18-30 holidays in VR. If the young ones put the headset on

and they are in a nightclub that would definitely get them to visit” (VP4).

Application B was considered more of a “viewing experience, where you are searching
for something you may need” (VP5). Therefore, participants were more inclined to look
closely at the products, perhaps with the intention to purchase, which indicated the
influence of interactivity on intent to purchase. VP1 and VP11 mentioned that purchasing
in VR would be useful for grocery shopping. However, this is directed more at home use

rather than when visiting urban shopping destinations.
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“Even the products on the shelves...I just wish | could have seen them closer up
and inspect them” (VPS).

“If you do end up being able to buy stuff, | mean supermarkets would be a good
one” (VP11).

VP11 also mentioned that viewing a catwalk and then being able to buy items viewed on
the catwalk would be of interest, which indicated that VR could be useful for fashion
shoppers. VP12 would enjoy browsing in VRR stores, however, the inability to try items
on, see and feel them for real would reduce this participants willingness to purchase in
VR. VP1, VP7 and VP9 expressed interest in being able to access promotions and “if you

could get discounts and stuff then you would probably switch to that” (VP7).

Overall, the interview data indicated that VR retail applications could lead to four positive
behavioural outcomes in the urban shopping destination context. As outlined in the above
sections, the interview data indicated that participants affective (i.e. emotional arousal)
and cognitive (i.e. attitude) states could positively affect their behavioural intentions
towards the urban shopping destination viewed in VR. Therefore, the following

hypotheses were proposed:
H9: Emotional arousal will positively influence behavioural intentions

H10: Attitude will positively influence behavioural intentions.

7.3 Summary

A summary of the themes and sub-themes are presented in Table 7.1. The final column
presents several related studies investigating the variables in other contexts such as v-
commerce, e-commerce, m-commerce and VR tourism research. The emergent sub-
themes as indicated in the table are those that have not been previously identified

specifically in the context of this study.
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Table 7.1 Themes and Sub-themes

Main Theme Sub-Theme

Several Related Studies Investigating these Variables
in Other Contexts

Virtual Virtual Aesthetics*

Retail

environment
Virtual
Atmospherics*
Interactivity

Social Presence*
Layout Design*

Lee (2018); Sahoo and Pillai (2017); Pantano et al., (2017);
Liu et al., (2016);

Prashar et al., (2017); Huang (2017); Gao and Bai (2014);
Floh and Mandleberger (2013); Wu et al., (2013)
Schnack et al., (2018); Vonkeman et al., (2017); Sahoo
and Pillai (2017); Pantano et al., (2017)

Lu et al., (2016)

Krasonikolakis et al., (2018); Wu et al., (2013); OgonowsKi
et al., (2014); Hassanein and Head (2007)

Usability Schnack et al., (2018); Sahoo and Pillai (2017)
Presence Martinez-Navarro et al., (2019); Schnack et al., (2018);
Tussyadiah et al., (2018); Krasonikolakis et al., (2018);
Vonkeman et al., (2017); Fiore et al., (2005)
Internal Emotional Arousal Huang (2017); Wu et al., (2013)
States
Attitude Sahoo and Pillai (2017); Pantano et al., (2017); Pantano

and Corvello (2014); Wu et al., (2013); Hassanein and
Head (2007); Fiore et al., (2005)

Behavioural Intention to Visit

Intentions Places Viewed in VR
Intention to
Recommend VR to
Others
Intention to Use VR
Again

Intention to purchase

Kim et al., (2018); Tussyadiah et al., (2018);

Krasonikolakis et al., (2018)

Loureiro and Roschk (2014); Wang et al., (2011)

Martinez-Navarro et al., (2019); Krasonikolakis et al.,
(2018); Prashar et al., (2017); Lu et al., (2016); Gao andBai
(2014); Chang et al., (2014); Wu et al., (2013); Wang et al.,
(2011); Fiore et al., (2005)

*Emergent theme in this study

(Source: Authors own)

Table 7.2 provides a summary of the hypotheses provided at the end of each section
throughout this visitor interview analysis chapter. The hypotheses indicated the
relationships between several VR retail environment cues and presence, presence and

emotional arousal/attitude and emotional arousal/attitude and behavioural intentions.
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Table 7.2 Hypotheses Developed from the Visitor Interview Analysis

Hypothesis
H1: Virtual atmospherics will positively influence presence.
H2: Virtual aesthetics will positively influence presence.
H3: Interactivity will positively influence presence.
H4: Social presence will positively influence presence.
H5: Layout design will positively influence presence.
H6: Usability will positively influence presence.
H7: Presence will positively influence emotional arousal.
H8: Presence will positively influence attitude.
HO: Emotional arousal will positively influence behavioural
intentions.

H10: Attitude will positively influence behavioural intentions.

(Source: Authors own)

7.3.1 Synthesis of Industry and Visitor Interviews

The visitor interview data was synthesised with the industry interview data in order to
determine the commonalities and differences between each sets of data. The findings are
categorised into key themes. Many commonalities were found including perceived
benefits and perceived barriers of VR, visitor acceptance, usability, costs associated with
VR and VR content. The differences were generally concerned with the focus of interest
regarding VR. For instance, the urban place marketers were largely concerned with
factors associated with the feasibility of implementing this technology for visitor
consumption, whereas visitor participants were concerned with the user experience and

design elements of the VR experience. These findings are summarised in Appendix 12.3.

7.3.2 Justification for Stimuli included in the Model

In this study, atmospherics refers to the design of the VR retail environment to produce
specific emotional effects in the potential visitor that enhance his/her behavioural
intentions (adapted from Kotler, 1973-1974). The studied sensory channels in the current
research include sight and sound and the potential of touch where virtual atmospherics
encompasses sight and sound and virtual aesthetics refers to the visual designed

environment (sight). While the combination of sight and sound was considered important
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to increase feelings of presence (Jung et al., 2017; Martins et al., 2017), the visitor
interviews draw largely on the visual design factors, hence, both virtual atmospherics and
virtual aesthetics were included as stimuli in the proposed model. As an antecedent of
presence (Klein, 2003; Coyle & Thorson, 2001; Steuer, 1992), interactivity is considered
an important feature for VR applications (Hudson et al., 2019; Schnack et al., 2018) and
during the visitors interviews, the desire to interact with virtual products (touch) was
considered important for the experience to be perceived as more realistic. Both
interactivity and layout design represent two atmospheric cues that are only applicable to
virtual retailing channels. Scholars have investigated the influence of layout design on
shopper behaviour in virtual store environment research (e.g. Vrechopoulos et al., 2009),
and as VR technology advances offering the ability to navigate using various eye tracking
or handheld devices, layout design could become an important stimulus for VR retail

environments.

Similar to servicescape research (e.g. Baker et al., 1994; Mari and Pogessi, 2011,
Rosenbaum and Massiah, 2011), the social dimensions were a prominent theme during
the visitor interviews to create a more realistic environment. This atmospheric cue has
also been considered in the development of effective and enjoyable VR applications
(Hudson et al., 2019; White-Baker et al., 2019) and was therefore integrated into the
proposed model. Drawing on technology adoption research, the usability of VR was
investigated as participants may not be accustomed to using VR HMDs (McKone et al.,
2016). Therefore, the usability of the HMD, rather than the actual VR retail application,
could be a potential determinant of VR adoption. The usability of VR was a recurrent topic
of conversation during both the visitor and industry interviews, hence, usability was
integrated as stimuli in the proposed model. Overall, these specific atmospheric cues
were employed in the survey because they were most prominent themes emerging from
the exploratory visitor interviews. Initially, the topics explored during the visitor interviews
were drawn from the reviewed literature on physical and virtual retailing research. Of
these topics, it became evident during the interviews that the most common points of
discussion and attention given by interviews participants was virtual atmospherics, virtual

aesthetics, interactivity, social presence, layout design and usability.
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7.3.3 Justification for Organisms included in the Model

Presence is arguably one of the most important factors of persuasive VR applications
(Tussyadiah et al., 2016) and in this study, participants discussed the extent to which the
proposed stimuli influenced feelings of presence in both Application A and Application B.
The extent to which the stimuli influenced feelings of presence was a determinant of how
effective the VR retail application was perceived to be. Greater feelings of presence as a
result of effective stimuli meant that the VR retail application was more persuasive in
influencing emotions and attitudes. Researchers have investigated the relationship
between presence and atmospheric cues (Schnack et al.,, 2018; Jung et al., 2017,
Tussyadiah et al., 2016), presence and emotions (Martinez-Navarro et al., 2019; Gorini
et al., 2011), and presence and attitude (Tussyadiah et al., 2018), which further supports

the inclusion of presence as an organism component within the proposed model.

The exploratory visitor interviews indicated that potential visitors could experience a
variety of both positive and negative emotions given the level of immersion that VR
creates. Therefore, emotional arousal was employed in the model to encompass the
potential positive and negative emotions experienced by potential visitors when
experiencing VR retail applications and to adhere to calls for further research examining
both categories of emotions (Liu, 2016). In prior S-O-R research, emotional arousal has
been employed as an organism construct mediating the relationship between stimuli and
response in prior virtual retailing research (e.g. Wu et al., 2013). While many other studies
have relied on Mehrabian and Russell’s (1974) PAD scale of emotions, particularly
pleasure and arousal (De Nisco and Warnaby, 2014; Blackwell et al., 2006), it could be
argued that considering these three emotional states only does not capture the specific
and various emotional responses experienced from using VR retail applications (e.g.
relaxed, content, amused or sad, fear or distressed). Therefore, it was anticipated that
employing a reliable and valid scale of emotions such as lzard’s (1977) Differential
Emotions Scale could represent more fully the emotional experience of potential visitors
as it considers ten fundamental positive and negative emotions. In support of this, prior
studies (e.g. Correia et al., 2017; Li et al., 2015; Jang and Namkung, 2009) support its
validity in relation to visitor behaviour and tourism destinations. Additionally, while not

employing lzard’s (1977) scale of emotions directly, prior studies have employed a similar
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variety of emotions such as amusement, contentment, joy and delight when investigating

user acceptance of VWs in travel and tourism marketing (Huang et al., 2013).

Previously, researchers (Fiore et al., 2005; Klein, 2003; Kim & Biocca, 1997) have
suggested a positive correlation between presence and attitude including in VR (e.g.
Tussyadiah et al., 2018) and e-commerce research (e.g. Hyun & O’Keefe, 2012). For
instance, VR presence has been found to influence attitude change towards destinations
being viewed (Tussyadiah et al., 2018) while in the context of e-commerce, research
suggests that presence influences positive virtual destination image (Hyun & O’Keefe,
2012). In the current research, the stimuli effective in enhancing presence was considered
more persuasive in influencing attitudes towards the VR retail application, hence, attitude
was included as an organism component within the proposed model. Additionally, the
relationship between affective and cognitive states and behavioural intentions (Wu et al.,
2013; Eroglu et al., 2001) has been well established, which further supports the
hypothesised relationship between both emotional arousal and attitude and behavioural

intentions.

7.3.4 Proposed Qualitative VR Visitor Behaviour S-O-R Model

Based on the interview data synthesis and hypotheses, a VR Visitor Behaviour S-O-R
Model was proposed (see Figure 7.1). In the model, the sub-themes became variables
(Creswell, 2006). Marchiori et al., (2018) suggested that further investigation on
behavioural responses using a Likert scale is required in order to explore the variability
of the intentions on the willingness to repeat the experience, recommend the experience,
visit a place and generate WOM. Both sets of qualitative data assisted with achieving
Research Phase 1 of the mixed method approach and guided the development of items
and scales for the quantitative survey instrument (Creswell, 2006). To measure the
constructs, pretested items were used from prior studies (see 12.14). During Research
Phase 2 of the mixed method approach, the instrument and therefore the qualitative
model was implemented and validated quantitatively (Creswell, 2006) and these findings

are presented in Chapter 8.
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Figure 7.1 Proposed VR Visitor Behaviour S-O-R Model
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Chapter 8 — Quantitative Data Analysis

8.1 Introduction

The purpose of this chapter is to present the analysis of the quantitative data. The chapter
begins with a brief overview of the analysis techniques employed before moving on to the
descriptive analysis and presenting the demographic profile of survey respondents. Then,
the findings from the analysis of the measurement model are presented. The final section
details the structural model analysis including how the VR Visitor Behaviour S-O-R Model

was generated.

8.2 Quantitative Findings

This section presents an in-depth analysis of the quantitative data that was gathered by
survey technique and input into IBM SPSS 25 before being analysed using PLS-SEM. In
total, 158 responses were collected, however, eight survey responses were incomplete
and were therefore removed from the data set leaving 150 total survey responses for the
analysis. The following subsection presents the descriptive statistics of respondents
before presenting the two-step approach to analysing the PLS-SEM results (Henseler,
2010). Accordingly, the first step presents the measurement model evaluation, and this

is followed by the structural model evaluation.

8.2.1 Descriptive Analysis

Table 8.1 presents an overview of the demographic profile of survey respondents. In
accordance to the predetermined quota, the highest portion of respondents were male
(58.7%). This study intentionally tar