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The Small Area Estimation Problem 

Many social phenomena such as poverty, well-being and social exclusion are spatially 

heterogeneous; therefore, policy makers are interested in small area estimates of those. 

Unfortunately, most large-scale social sample surveys are designed to provide reliable 

estimates of population target parameters (e.g. disposable income) at a national level or for 

large areas. According to Rao and Molina (2015), an area is defined as ‘small’, if the area is 

an unplanned domain and the specific sample size may not be large enough to provide 

reliable direct estimates. Interestingly, small areas can be also defined by the cross-

classification of geographical areas by social, economic or demographic characteristics.  

In this context, direct estimators, such as the well-known Horvitz-Thompson estimator 

(Horvitz and Thompson, 1952) provide large variability in the estimates and in small areas 
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with zero sample size, they cannot be computed. In this case, indirect model-based estimation 

methods, in particular small area estimation (SAE) approaches can be used to estimate 

population target parameters (e.g. means, totals, ratios) at small area level (Rao and Molina, 

2015).   

SAE is defined as a set of statistical techniques with the aim of producing accurate and 

precise estimates for small areas, as well as for domains with zero sample size. SAE 

approaches ‘borrow strength’ from related small areas through the use of auxiliary variables 

available at population level from the Census or administrative data.  

SAE under the indirect model-based approach can be classified into two approaches: unit-

level and area-level approach. The unit-level approach is used when auxiliary variables are 

available for each observed unit, while the area-level approach is used when auxiliary 

variables are known only at the area-level (e.g. Census means or totals for each area). This 

work is organised as follows. First, the direct estimation approach and the notation used are 

described. Second, the traditional SAE indirect model-based approaches are presented. Third, 

the importance of model diagnostics is discussed. Fourth, some applications of SAE relevant 

to the Social Sciences are presented and discussed. This work concludes with some final 

remarks.  
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Direct Estimation 

It is assumed that a finite target population 𝛺, e.g. the population of Italy, of size 𝑁 is 

partitioned into 𝐷 non-overlapping small area areas 𝑑 = 1, … , 𝐷. These can be for example 

the Italian provinces. A random sample 𝑠 ⊂ 𝛺 of size 𝑛 is drawn from the population. 𝑁 − 𝑛 

are the non-sampled units and these are denoted by 𝑟; thus, 𝑠𝑑 = 𝑠⋂𝛺𝑑 is the sub-sample 

from the small area 𝑑 of size 𝑛𝑑, 𝑛 = ∑ 𝑛𝑑
𝐷
𝑑=1 , and 𝑠 =∪𝑑 𝑠𝑑. 𝑟𝑑 denotes the non-sampled 

units for small area d of 𝑁𝑑 − 𝑛𝑑 dimension. 

In this work, the target parameter (e.g. the equivalized disposable income) is the population 

mean 𝑌̅𝑑 of a variable 𝑌 for area 𝑑 (e.g. the mean of the equivalized disposable income for 

province 𝑑). This needs to be estimated and is given as follows: 

𝑌̅𝑑 = 𝑁𝑑
−1 ∑ 𝑌𝑑𝑖

𝑁𝑑

𝑖=1

, 

 

(1) 

Where 𝑌𝑑𝑖 denotes the value of variable 𝑌 for unit 𝑖 in area 𝑑. 

A method to produce estimates of (1) for 𝑑 = 1, … , 𝐷 is the direct estimator, which uses the 

sample information only. This is given by: 

𝑌̂̅𝑑
𝐷𝑖𝑟𝑒𝑐𝑡 =

∑ 𝑦𝑑𝑖𝑤𝑑𝑖𝑖∈𝑠𝑑

∑ 𝑤𝑑𝑖𝑖∈𝑠𝑑

 , 
(2) 

Where 𝑤𝑑𝑖 denotes the design-weight for unit 𝑖 in area 𝑑. There are different types of direct 

estimators that can be used in survey sampling. In the following section, we consider an 
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estimator widely used in SAE also in the model-based approach. 

We now consider the following example: the population of Italy, is stratified by regions and 

households are selected, within each region, according to a simple random sampling without 

replacement design. Statistical inference is further carried out at sub-regional level, e.g. 

province level. The direct estimates are therefore computed for each province.  

Horvitz-Thompson Estimator 

An unbiased direct estimator for (1) is the Horvitz–Thompson (HT) estimator developed by 

Horvitz and Thompson (1952). This can be used to estimate a finite population parameter, 

e.g. the equivalized disposable income for area 𝑑, when a sample is selected with unequal 

probabilities without replacement. 

𝜋𝑑𝑖 denotes the first-order inclusion probability of unit 𝑖 from area 𝑑 in 𝑠𝑑. Thus, 𝑤𝑑𝑖 = 𝜋𝑑𝑖
−1 

is the corresponding sampling weight. . The HT estimator is given by: 

𝑌̂̅𝑑
𝐻𝑇 = ∑ 𝑦𝑑𝑖𝑤𝑑𝑖

𝑖∈𝑠𝑑

𝑁𝑑⁄  . (3) 

The first-order inclusion probability refers to the probability that unit 𝑖 is included in the 

sample 𝑠𝑑.  

An unbiased estimator of the variance of (3) requires the second order inclusion probabilities 

denoted by 𝜋𝑑,𝑖𝑘. If it is assumed that 𝜋𝑑,𝑖𝑘 ≈ 𝜋𝑑𝑖𝜋𝑑𝑘, an approximation of the variance of (3) 

can be written as follows: 
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𝑉̂(𝑌̂̅𝑑
𝐻𝑇) =

1

𝑁𝑑
2  ∑ 𝑤𝑑𝑖(𝑤𝑑𝑖 − 1)𝑦𝑑𝑖

2

𝑖∈𝑠𝑑

. 
(4) 

The reader may want to refer to Rao and Molina (2015) for more details on variance 

estimation of small area direct estimators. 

Unfortunately, when the small area estimation problem arises, i.e. the sample size in area 𝑑 is 

“small” or even zero, estimator (3) may return large variability in the estimates or it cannot be 

computed in case of zero sample sizes. This problem is also known as “unplanned domains” 

issue in survey statistics. 

Indirect Estimation 

Due to the small area estimation problem, auxiliary variables for every small area from the 

Census, administrative data or other reliable and available data sources can be used to 

improve the small area estimates. In particular, indirect estimators that borrow strength from 

related small areas are constructed. This approach is the indirect estimation approach in small 

area estimation. It is called “indirect”, because variables from both the survey sample and 

auxiliary data e.g. Census are used in the estimation. 

 Unit-level Approach 

Since the population target parameter given in (1) is a linear quantity, it can be decomposed 

into two components: one related to the sample elements 𝑠𝑑, and one related to the out-of-
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sample elements 𝑟𝑑: 

𝑌̅𝑑 = 𝑁𝑑
−1 (∑ 𝑦𝑑𝑖

𝑖∈𝑠𝑑

+ ∑ 𝑦𝑑𝑖

𝑖∈𝑟𝑑

) , 𝑖 = 1, … , 𝑁𝑑 . 

 

(5) 

Notice that the quantity ∑ 𝑦𝑑𝑖𝑖∈𝑟𝑑
 is not observed, since it refers to out-of-sample units; thus, 

it needs to be predicted. In the unit-level approach, it is assumed that auxiliary variables are 

available for all the units in the sample. For example, if the response variable is the income, 

auxiliary variables may be variables related to education, gender and labour force. 

In order to predict the out-of-sample units, the Battese, Harter and Fuller (BHF) model 

(Battese, et al., 1988) can be used. For example, if the population size in area 𝑑 is 2000 

households and in the sample 3 households were selected in area 𝑑, 2000 − 3 = 1997 are 

the out-of-sample units. The quantity related to these needs to be predicted using a model. 

The model is defined as follows (Battese, et al., 1988): 

𝑦𝑑𝑖 = 𝒙𝑑𝑖
𝑇 𝜷 + 𝑢𝑑 + 𝑒𝑑𝑖,  

𝑢𝑑 ~
𝑖𝑖𝑑

𝑁(0, 𝜎𝑢
2), 𝑒𝑑𝑖 ~

𝑖𝑖𝑑
𝑁(0, 𝜎𝑒

2) 𝑢𝑑 and 𝑒𝑑𝑖 are independent, 

 

(6) 

Where 𝑢𝑑 denotes the random effect for area 𝑑 and 𝑒𝑑𝑖 is the individual error term. 𝑢𝑑 takes 

into account for the between-area variation, whereas 𝑒𝑑𝑖 takes into account for the within-area 

variation. Note that (6) is a two-level model where unit 𝑖 is nested in area 𝑑. Model 

parameters can be estimated via Restricted Maximum Likelihood (REML), Maximum 

Likelihood (ML) or other estimation techniques (see Rao and Molina, 2015). Once model (6) 

is estimated for 𝑖 = 1, … , 𝑛𝑑 , the Empirical Best Linear Unbiased Predictor (EBLUP) of (5) 
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is produced and it is given by: 

𝑌̂̅𝑑
𝐸𝐵𝐿𝑈𝑃 = 𝑁𝑑

−1 (∑ 𝑦𝑑𝑖

𝑖∈𝑠𝑑

+ ∑ 𝒙𝑑𝑖
𝑇 𝜷̂ + 𝑢̂𝑑

𝑖∈𝑟𝑑

), 

 

(7) 

Where 𝜷̂ and 𝑢̂𝑑 denote the estimates of 𝜷 and 𝑢𝑑, respectively.  

In order to check that (7) is a good estimator for (5), a quality measure needs to be estimated. 

In particular, the estimator of the Mean Squared Error (MSE) of (7) denoted by 

𝑀𝑆𝐸̂(𝑌̂̅𝑑
𝐸𝐵𝐿𝑈𝑃) is usually obtained (Rao and Molina, 2015). The MSE is always positive, and 

values closer to zero indicate a higher reliability of the small area estimate. More details on 

this can be found in González-Manteiga et al. (2008) and Rao and Molina (2015).  

Area-level approach: Fay-Herriot model 

In many applications, auxiliary variables may not be available for the sample elements due to 

confidentiality and privacy restrictions. For example, data may be released only at area-level 

e.g. direct estimates at province level. Hence, unit-level models cannot be used in this 

context. In the area-level approach, it is assumed that 𝑌̂̅𝑑
𝐻𝑇 relates to a set of auxiliary 

variables via the following model (Fay and Herriot, 1979): 

𝑌̂̅𝑑
𝐻𝑇 = 𝒙̅𝑑

𝑇𝜷 + 𝑏𝑑 + 𝜖𝑑,  

𝑏𝑑 ~
𝑖𝑖𝑑

𝑁(0, 𝜎𝑏
2), 𝜖𝑑 ~

𝑖𝑖𝑑
𝑁(0, 𝜓𝑑) 𝑏𝑑 and 𝜖𝑑 are independent, 

(8) 

Where 𝒙̅𝑑 denotes the means of the auxiliary variables for area d, 𝑏𝑑 is the area-specific 

random effect for area 𝑑 with unknown variance 𝜎𝑏
2 which needs to be estimated in the 
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sample data, and 𝜖𝑑 is the sampling error with known variances 𝜓𝑑. The estimates of these 

variances are denoted by 𝜎̂𝑏
2 and 𝜓̂𝑑. 𝒙̅𝑑 are usually taken from the Census or other reliable 

data sources. This model is known as Fay-Herriot model in the small area estimation 

literature (see Fay and Herriot, 1979). Note that model (8) is an area-level model, estimated 

for 𝑑 = 1, … , 𝐷 small areas. Model parameters estimates 𝜷 and 𝜎𝑏
2 are obtained by estimating 

an area-level model on the sample data. 

As it has been discussed for the unit-level case, a small area estimator for 𝑌̅𝑑 needs to be 

developed under model (8). The EBLUP of 𝑌̅𝑑 under model (8) is now given as follows: 

𝑌̂̅𝑑
𝐸𝐵𝐿𝑈𝑃,𝐹𝐻 = (1 − 𝛾𝑑)𝑌̂̅𝑑

𝐷𝑖𝑟𝑒𝑐𝑡 + 𝛾𝑑𝒙̅𝑑
𝑇𝜷̂, (9) 

Where 𝜷̂ is the estimator for 𝜷 and  𝛾𝑑 =
𝜓̂𝑑

𝜎̂𝑏
2+𝜓̂𝑑

, 0 ≤ 𝛾𝑑 ≤ 1. 𝛾𝑑 is a very important quantity, 

also known as “shrinkage factor”. 𝒙̅𝑑
𝑇𝜷̂ is called “synthetic estimator”. It can be seen that, 

when 𝑛𝑑 is small and so the direct estimator 𝑌̂̅𝑑
𝐻𝑇 becomes unreliable, more weight is attached 

to the model based component 𝒙̅𝑑
𝑇𝜷̂. On the contrary, when 𝑛𝑑 is large, then more weight is 

attached to 𝑌̂̅𝑑
𝐻𝑇. This is a form of composite estimators in SAE where the aim is to balance 

for the large variability in the direct estimates and the possible bias arising from synthetic 

estimates due to, for example, issues in model fitting (see also Rao and Molina (2015) for 

more details).  

In order to improve the small area estimates, further extensions of the EBLUP under Fay-
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Herriot model are proposed in the literature. In particular, Petrucci and Salvati (2006) 

propose an EBLUP estimator based on spatially correlated random area effects in Fay-Herriot 

model. The use of a spatial model is particularly helpful when the auxiliary variables do not 

fully take into account for the spatial variation in the sample. Thus, introducing a spatial 

predictor may improve substantially the reliability of the small area estimates (see Petrucci 

and Salvati, 2006). 

The Importance of Model Diagnostics 

The indirect small area estimators described in the paragraphs above rely on the model 

assumptions i.e. they are model-based. Therefore, it is extremely important to perform model 

diagnostic before producing small area estimates. This is crucial in order to evaluate that the 

small area estimates and their mean squared errors are not biased. First, since normality is 

required, it is important to check whether the estimated residuals and random effects follow a 

Normal distribution. Graphically, the Normal Q-Q plot is very helpful and can be used to 

check this assumption. Hypothesis tests, such as the Kolmogorov–Smirnov and Shapiro–Wilk 

tests can also be performed. Furthermore, it can be noted that constant variance of the error 

term is also assumed (homoscedasticity assumption). This needs also to be evaluated in the 

model diagnostic stage. Another important diagnostic is the bias diagnostic. Brown, et al 

(2001) suggest to compare the model-based estimates to the direct estimates. Since the direct 

estimates are unbiased, the model-based estimates can be plotted against the direct estimates. 
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This provides a graphical illustration of the bias of the small area estimates obtained under 

the model. Thus, a regression model between the model-based and direct estimates can be 

estimated.  

Applications in the Social Sciences 

In the last decade, there has been a growing attention to the development and application of 

small area estimation methods for poverty and well-being indicators. Particularly, Pratesi 

(2016) discusses many issues in poverty data and small area estimation, where a large variety 

of SAE approaches is discussed and evaluated in detail.  

In this section, some applications and methodological advances of small area estimation in 

the field of poverty, well-being and crime measurement at small area level are presented.  

Poverty and Well-being Indicators 

An important work related to poverty indicators is proposed by Molina and Rao (2010). They 

provide a methodology based on the unit-level model described in the previous sections for 

estimating the non-linear Foster–Greer–Thorbecke poverty indicator. Their method can be 

extended to other non-linear indicators, which are widely diffused in poverty and well-being 

measurement. They also provide and evaluate a mean squared error bootstrap algorithm.  

Regarding small area estimation of multidimensional well-being indicators, Moretti, Shlomo 

and Sakshaug (2019) develop multivariate predictors under factor analysis models. In these 
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paper, an application on economic well-being, in particular related to housing quality 

multidimensional indicators in Tuscany (an Italian region) are provided using the European 

Union Statistics for Income and Living Conditions data. In the application, two dimensions 

are considered and their composite estimates are provided: residential area deprivation and 

housing material deprivation. They show in the paper that by taking into account for 

correlations between well-being dimensions, the small area estimates can be improved. They 

also evaluate the methods in a simulation study where different scenarios are considered and 

multivariate SAE is compared to univariate SAE.  

Crime Indicators 

Crime indicators are also heterogeneous at small geographical level. Thus, small area 

estimates are also asked by policy makers in this field. More recently, Buil-Gil et al (2019) 

provide reliable model-based small area estimates of worry about crime at regional level from 

the European Social Survey data. They use area-level Fay-Herriot models and they find that 

worry about crime is higher in most South and East European regions, compared to Northern 

and Central Europe. Buil-Gil, Solymosi and Moretti (2019) develop a two-step method with 

the goal of producing reliable small area estimates from crowdsourced data, which suffer 

from different types of bias due to their non-random nature. An application to safety 

perceptions in Greater London using Place Pulse 2.0 data is presented in their article. 

Particularly, small area estimates of perceived safety in 1,368 LSOAs across Greater London 
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are produced and presented in a map available in the publication. They show that there are 

large differences within each Greater London borough. The lowest values of the estimates of 

perceived safety can be seen in Eastern neighbourhoods, in particular in some areas of 

Newham, Waltham Forest and Tower Hamlets. On the contrary, the highest values of 

perceived safety can be seen in areas of the central boroughs of City of London and 

Westminster. 

 

Final Recommendations 

There is a growing need of estimates at small area levels for many social phenomena such as 

poverty, crime and well-being. However, many large-scale national sample surveys are not 

designed to produce reliable estimates at those levels due to their sampling designs. 

Therefore, small area estimation methods can be used to improve the small area estimates.  

In order to apply small area estimation methods there are some steps that must be followed 

carefully. 

First, the small area model needs to be chosen according to the problem that the user is 

facing. For example, it is important to consider whether the auxiliary variables are available 

at unit-level or area-level. Also, in a model-based approach, it is crucial to investigate the 

distribution of the response variable. In this work, normality is assumed, but there are many 
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other small area models for other types of distributions (see Rao and Molina, 2015 and 

Pratesi, 2016).  

Second, once the model parameters are estimated, it is fundamental to perform model 

diagnostic; this is to ensure that model assumptions are met.  

Third, after the small area estimates are produced, validation of these estimates needs to be 

carried out e.g. bias diagnostic.  

Finally, measures of uncertainty (e.g. mean squared error) need to be produced to check 

whether the model-based small area estimates return a gain in efficiency compared to the 

direct estimates.  
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