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Abstract

Existing Conversational Agents (CAs) have several disadvantages. The most serious is that
the CAs that humans find most coherent and intelligent are based on the pattern matching
technique, which is labour intensive and results in CAs that are difficult to maintain. The
main alternative technique, Natural Language Processing, produces CAs which have a high
computational complexity and are unlikely to scale well when used by large numbers of
people. These limitations have prevented CAs from realising their huge potential in
practical applications.

This thesis concerns a framework for the development of a new generation of CAs. The
key component is Short Text Semantic Similarity (STSS). Replacing pattern matching
rules by measurement of the similarity between user utterances and prototype statements
results in CAs which are simple to develop and maintain, and are also computationally
efficient.

STSS algorithms are a recent development and a method is required to evaluate and
compare the stream of new emerging algorithms before they are incorporated into CAs.
This thesis investigated the development of benchmark datasets for the evaluation of such
new algorithms.

A second strand of work concerned the development of a new model of STSS, taking
account of Dialogue Acts and Valence, two factors which have not been considered in
previous models.

The benefits and achievements of this work include identification of the best methodology
for obtaining ground truth similarity from human raters, the production of two gold
standard benchmark datasets for evaluation of STSS measures, the proposal of a factor-
based model of STSS and the development of a set of computationally efficient classifiers
for the question dialogue act.
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Chapter 1 Introduction

1.1 Contribution

This chapter defines the work performed, explaining the motivation for it, providing the
historical background of research in the field and reviewing some key concepts that
permeate the following chapters. This work concerns the development of key components
of a framework for a new generation of Conversational Agents (CAs).

The term “Conversational Agent” is interpreted in different ways by different researchers;
however the essence of CAs is natural language dialogue between the human and an
application running on a computer. This thesis also uses the term “Goal-Oriented
Conversational Agent”, to distinguish between CAs that aspire to interact with a practical
computer application and those which have an architecture which enables them to achieve
a goal via the dialogue. Therefore Goal-Oriented Conversational Agents are a subset of the
general class of CAs.

The main contribution of the work falls into three major areas:

* The first is the production of two benchmark datasets for evaluating the proposed
new generation of CAs. These datasets are the first of their kind and are expected to
be adopted as the Gold Standard for evaluating this class of CA.

* The second contribution is the establishment of a scientifically rigorous
methodology for other researchers to create short text similarity datasets which will
not only be useful in the evaluation of CAs but could also be used by the wider
fields of dialogue management, information retrieval and cognitive science. This
approach will define the processes for creating data items, collecting human ratings
and statistical analysis of results. This methodology is designed to facilitate
expansion of the dataset by pooling new materials from different researchers
without fear of confounding factors.

*  The third contribution is the development of a factor-based model of Short Text
Semantic Similarity. This uses three factors, the Dialogue Act (DA), Propositional
Content and Valence. This model is expected to contribute to increased accuracy of

natural language understanding in CAs.

Empirically investigating the feasibility of such a model requires a method of identifying
the dialogue act of a sentence. Furthermore, to fit the goal of deploying such models in

scalable CAs requires the model to be computationally efficient.



To achieve the goal of computational efficiency, a method has been devised which is not
only novel but runs counter to mainstream thinking in the field, by using only function
words. Until now, function words have been considered to make no useful contribution to
semantic similarity measurement and, apart from question words (who, what, where etc.)
have little place in DA classification.

This chapter provides a historical background and review of Chatterbots & CAs, Similarity
Measures, Neuroscience and the evaluation of CAs.

The central plank of this thesis is the proposal for a new approach to producing CAs using
similarity algorithms. Similarity is an attribute extensively studied in diverse fields such as
psychology, neuroscience and Natural Language Processing (NLP). Consequently, this
chapter goes on to provide a thorough background of the concept of similarity. The
coverage of neuroscience is particularly relevant as it removes a major stumbling block to
progress in the development of Short Text Similarity datasets affecting the work in

chapter 3.

1.2 Conversational Agents

The field of CAs has a pedigree almost as old as the computer itself (under various guises).
It can be traced back to the work of Alan Turing where dialogue was proposed as a means
of testing early concepts of machine intelligence (Turing, 1948, Turing, 1950, Turing,
1952). Although researchers tend to use some of the terminology interchangeably, in this
thesis the general term Conversational Agent is used to cover a variety of approaches,

which have been categorised as:

* Chatterbot-based systems
* NLP-based Dialogue Management Systems
* Goal-Oriented CAs

An analysis of the three approaches with respect to the production of scalable CAs will
show that there are challenging obstacles to producing systems that can interact with users

in real-time.

1.2.1 Pattern Matching Chatterbots
Chatterbots were the earliest form of CAs. They are programs that engage a human in
social conversation, with the general intention of keeping the human engaged in the

conversation for as long as possible. Much of the interest in developing chatterbots was



aimed at creating a machine that could pass the original Turing Test, which requires a
computer to pass as human after 5 to 10 minutes of conversation.

The Eliza chatterbot (Weizenbaum, 1966) is an enduring example from the 1960s,
although ironically it was designed to invalidate the Turing Test by creating a simplistic
machine that obviously couldn’t think but could still engage humans in convincing
conversation. Most chatterbot development is small-scale and associated with web
communities with a level of hobbyist support (Aimless, Conversive, Wallace, 2009).
Pattern matching mechanisms have been developed since the 1960s as the underlying
technology of Chatterbots and subsequently CAs. Pattern matching has been identified as
one of the most common and capable methods for developing dialogues that seem to be
coherent and intelligent to users (Bickmore and Giorgino, 2006).

In pattern matching, a user utterance is scored against sets of patterns containing string text
fragments and wildcards to find the closest match. Patterns are grouped within rules which
in turn are contained in a script file (Sammut, 2001). When a script is executed, the user
utterance is compared to the patterns and the closest match results in the relevant rule
firing. This generates a suitable response to the user. For a chatterbot that is generally the
end of the matter (although some variables such as the user’s name may be set for later use
in the conversation) - but they have no fundamental mechanisms to support a conversation
that seeks to achieve a goal.

An application may require many script files covering the various conversational contexts
(Sammut, 2001) that may occur and there are also mechanisms for switching contexts (this
is analogous to the modularisation of code in conventional programming). Creating scripts
is a highly skilled craft (Michie, 2001) requiring the anticipation of user utterances,
generation of permutations of the utterances and generalization of patterns through the
replacement of selected terms by wild cards. Modifications to rules containing the patterns
can impact on the performance of other rules and modern pattern matching systems contain
many parameters that further modify their behaviour.

The main strengths of pattern matching are:

* It works well within its limits and it’s about the only technique, currently, that
works at all for extended dialogues. Given a single user utterance a pattern
matching system will often fire the correct rule and return an appropriate response.

* Pattern matching systems have good potential for scalability to support large
numbers of users in real-time. They do not require complex pre-processing stages

such as stemming, pos-tagging, syntactical repair and parsing. A real-world system



could require millions of instances of the CA to be running simultaneously on the
organisation’s servers.
* The computational engines for pattern matching systems are well-developed and
robust; tested and deployed systems are rarely crashed by unexpected user input.
* Pattern matching separates out language skills from coding skills. People with
language skills can become scripters without learning a great deal of computer

science.
However, pattern matching also suffers from a number of weaknesses, some of which are:

*  Writing patterns which match user inputs effectively is a labour intensive process
and the scripters must be highly skilled at selecting key words or phrases and
integrating them with wildcards.

* The CA’s responses to the user must also be crafted to maintain the conversation
along predictable lines. Transactions which are plausible in isolation can be stilted
or incoherent as a complete conversation.

* The organisation of rules into coherent contexts involves another set of skills,
similar to the design of coherent modules in conventional programming. Failure to
do this results in systems that are difficult to test and debug. Such systems could

also easily be destabilised by the addition of a single rule.

These drawbacks have an impact on development costs, maintainability and scalability.
Consequently real-world implementations have failed to prosper.
Milestones in chatterbot development include Eliza, created with the aim of collecting
evidence to counter Turing’s proposals, Racter, Sylvie and Alice. The producers of Sylvie,
Verbots, now operate commercially as Conversive (Conversive) but do not appear to be
active in terms of demonstrator sites or client lists. Because pattern matching represents the

best attempt so far to produce CAs, these systems will be described in further detail.

1.2.1.1 Eliza

Eliza was created by Joseph Weizenbaum (Weizenbaum, 1966) as a tool to explore natural
language conversation between humans and computers. Its best-known implementation is
as a Rogerian therapist. Eliza uses one keyword and structural features from the user
utterance to select a decomposition / recomposition rule pair and formulate a reply.
Keywords can be prioritised so that the most significant is used when several occur in the

utterance. Recomposition is a very interesting idea and there has been little work since on



generating responses as opposed to simply reeling them off from memory. For example,
answers returned by Question Answering systems can be as crude as a list of snippets
extracted from the web or a specific ontology (Smucker et al., 2007, Marton, 20006).

One of the features used to create a sense of realism in Eliza is the modification of
pronouns in recomposition. This has been used in other chatterbots but is error prone and a
focus for “outing” strategies.

Eliza is basically content free and its pattern matching is too crude to be useful in a CA. Its
basic trick is to ask questions which appear to be taking an interest in the user. It has no
capability to sustain a conversation, but if it stalls it can retrieve an earlier user utterance
and generate a new response from it.

Eliza is quite convincing because it plays a specific role with very specific demands, that
of a Rogerian Therapist (Rogers, 1951). The important attributes of a Rogerian Therapist
are: Congruence (genuineness, honesty with the client), Empathy (the ability to feel what
the client feels) and Respect (acceptance, unconditional positive regard towards the client).
Basically by reflecting back questions about past utterances Eliza appears to be taking a
non-judgemental interest in the user whilst complying with the user-centred philosophy,
that the client works out his or her own problems. An example of the Eliza version of

pattern matching — decomposition / recomposition, is given below. Suppose the user types:
It seems that you hate me.
This would match the decomposition rule

(0 YOU 0 ME)

where O represents a wildcard which stores the matching substring. It would be

decomposed into the structure:

1 2 3 A
It seems that you  hate me

And this could be processed by the recomposition rule:
(WHAT MAKES YOU THINK 13 YOU).

Leading to the Eliza response:

What makes you think I hate you?

So in fact there is no analysis, beyond a simple surface lexical analysis and no

“understanding” at all of what the conversation is about. Yet all of the set dressing makes



(a good implementation of) Eliza one of the most convincing chatterbots. Where modern
implementations fail it is because too little attention has been paid to constructing a good

decomposition / recomposition rule base.

1.2.1.2 Racter

Racter dates from the 1980s. It appeared as "The Policeman's Beard Is Half Constructed"
(Racter, 1984 ) described as “the first book ever written by a computer” and as a published
computer program with a compiler, Inrac, for generating conversational templates. The
book, although impressive, was later suspected of being contrived with complex
unpublished templates. Racter is quite convincing in having a coherent if eccentric stream
of consciousness because of a heavy and repeated use of a large set of variables whose
values are extracted from user utterances. It then uses a pattern matching technique to
select appropriate responses to user utterances and assign values extracted from the
dialogue to variables. The templates are quirky or bizarre and often contain phrases like “I
was fantasising” to make the eccentricity acceptable. Racter also has methods to maintain
the consistency of number and tense of verbs etc.

Racter can provide provoking and interesting responses to input user utterances. However,
it does not seem to provide any coherent conversational structure and any failings in user
pattern matching are masked by the overall surreal tone of the conversation.

Bringsjord (Bringsjord et al., 2001) argued that a Lovelace test for creativity is superior to
the Turing Test and applied it to a storytelling machine. If anything, Racter serves as a
warning to be wary of such template-based story tellers as evidence of machine
intelligence.

Despite its initial impressiveness much of the knowledge of how Racter works has been
lost. The book supposedly authored by Racter contains entertaining and poetic flights of
fancy but not technical information. Some postings on comp.ai.nlp indicate the following

pattern matching rules were supported:

Command Description

iy Get an utterance from the user

?pattern Search the utterance for a particular pattern

Ipattern+ Search the utterance for a particular pattern, starting from the current point
and moving forwards

?pattern- Search the utterance for a particular pattern, starting from the current point

and moving backwards

?patternt+[integer] Use the integer to inspect a particular point in the utterance and
compare the pattern to the word at that location

?&pattern Match any word in the utterance ending in the pattern

Ipattern& Match any word in the utterance beginning with the pattern



/iffound

\ifnotfound  For implementing if-then-else decision structures

Although the information is patchy it seems plausible to infer that the token “pattern”
refers to single words or fragments. Certainly, performing the kind of pattern matching
that is available in today's chatterbots would require stringing together multiple commands
in a fairly complex sequence. On the plus side, the if-then-else structures could provide a

surprising degree of sophistication.

1.2.1.3 Sylvie

Sylvie is a specific instance of a "Verbot" created by Virtual Personalities Inc (Plantec,
1998). This technology introduced the pattern matching rule-based system, which is
familiar to most members of the chatbot community today.

Pattern matching systems consist of rules each of which contains a number of patterns and
a response. A user utterance is compared with the patterns in a rule and a numerical
activation is calculated (the better the match, the higher the activation). When all of the
rules have been processed, the rule with the highest activation fires and its response is used
to reply to the user. The patterns can contain wildcards, which allow a wider range of
matches, but affect the activation produced.

The rules will often be divided into contexts to make them more manageable. It is
important to realise that every time the user types an utterance, every pattern in every rule
in the current context must be tested and that each test may require multiple passes through
the utterance and the pattern. If a user utterance fires a rule that switches to a new context,
then the whole process may have to be repeated. Therefore pattern matching is still a
potentially computationally intensive process and depends on skilled context design by the
people who write the pattern matching scripts as well as the software engineers who create
the pattern matching engines.

The Verbot pattern matching technique was published freely during the 1990s in “The Zen
of Scripting Verbots” (Plantec, 1998). The following example is adapted from Plantec.

Consider a pair of activation-based rules:

<what-work>

a:0.5

p:60 What *your*job*
p:60 How *earn* living*
r:I’'m a full time Verbot
+:<explain>



<explain>

a:0.5

p:60 What *you* mean*

p:60 *Eh*

p:60 *explain®

r:I am a computer program that chats with you.
Suppose the first user utterance is

“What is your job?”

Sylvie will begin by comparing it with the first pattern in the first rule:
What *your* job*

In brief the “What” sections of both strings match, but the following “is” and “your” do
not. However the wildcard * is able to absorb the “is” and matching continues for the
“your” substring. Wildcards are allowed to match nothing so the terminal * on “your” is
ignored and the substring “job” matches. Finally the “?” symbol on the end of “job” in the
utterance is absorbed by the terminal * in the pattern. This is a match which generates a
positive numerical score.

The second pattern in the first rule 1s then tested and it fails at the first post, because the
“H” in How fails to match the “W” in what and there are no leading wildcards to
accommodate the difference.

When the second rule is processed the first pattern will begin by matching but will fail at
the point where "job" is compared to "mean." The process continues for the remaining
patterns.

The outcome is that the first rule fires (wins) and Sylvie will reply

"I'm a full time Verbot."

At this point the user will make another utterance. If there were no matches with
contextually meaningful rules, Sylvie herself could fall back on a general rule that would

reply with something like:

"What do you mean?"
"Sorry?”

or
"Could you explain that for me please?"

In a large base of rules the corresponding patterns (or variants on them) could occur many

times so a promotion mechanism is used to ensure that the correct rule fires.



The entry +:<explain> at the end of the first rule temporarily boosts the activation
for the rule <explain> for the next few utterances that the user makes. This means that a
pattern in <explain> will always win over exactly the same pattern in another rule, until the
boost has worn off.

Other features of pattern matching include the large range of tuneable parameters for
example:

a:0.5 sets a base activation value for the rule, which is principally used to allow one of the
patterns to fire when matched.

p:60 sets an activation strength for an individual pattern; this is principally used to

prioritise instances of a pattern when it appears several times in different rules.

1.2.1.4 Alice

Alice is a chatterbot, which uses Alice's equivalent of a rule, known as a category. Alice
categories are implemented in Artificial Intelligence Markup Language (AIML) described
in a series of references and tutorials available through the AliceBot foundation web site
(Wallace, 2003). A category is described as consisting of an input question known as a
pattern, an output answer and an optional context. Pattern matching is similar to other
chatterbots to the extent that the patterns are made up from strings (which can include
spaces) and wildcards. In its simplest form the addition of a single response will complete
the category. The optional context supports features such as the keyword "that" which is
designed to allow Alice to remember her previous response. This allows the simulation of
some short-term memory in the conversation. An AIML bot is superficially simple when
compared with a Verbot. However, at the core of AIML is a simple but powerful
technique - Symbolic Reduction which allows the user utterance to be successively
reduced to simpler forms by re-entering the chatterbot recursively. Symbolic Reduction is

intended to support the following functions:

1. Reduce complex grammatical forms to simple ones;

Split an input into two or more parts and combine the responses to each;
Match different ways of saying the same thing to the same reply;
Spelling or grammar corrections;

Detecting keywords anywhere in the input;

D & e W

Implementing conditional branching;

and

~J

. Combinations of the previous six functions.
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Functions 5 and 3 are really an illustration of the limitations of basic Alice pattern
matching as these come automatically with other pattern matching systems. Functions 1
and 4 are also catered for to varying degrees in other pattern matching systems. A very
powerful use of symbolic reduction, which is not explicitly recognised in the
documentation, is the ability to delete distracting or confusing semantic content from the
utterance, revealing the parts which are actually important for pattern matching in a
sensible conversation.
An example of a category using symbolic reduction, taken from Wallace (Wallace, 2003),

is shown below:

<category>

<pattern> YOUR A * </pattern>

<template>I think you mean "you’re” or "you are" not "your".
<srai>YOU ARE A <star/></srai>

</template>

</category>

Suppose the user utterance 1s
“Your a wonderful human being.”

When Alice processes it with this category, the substring “you’re a” matches and the
substring “wonderful human being.” is assigned to the variable star.

The response from the category:

I think you mean “you’re” or “you are” not “your”.

is displayed then the srai tags build a string and resubmit it to Alice. The string is “YOU
ARE A wonderful human being.” (Note that pattern matching chatterbots are not case
sensitive to their inputs.)

Despite its appeal there are two problems with Symbolic Reduction. Firstly the recursion
can generate a high computational load. Secondly writing a category using srai is complex

and difficult to debug.

1.2.1.5 Summary of Pattern Matching Chatterbots

The previous sections give a flavour of the pattern matching approach. Of the 4 examples,
Verbot (Sylvie) and Alice have persistent user communities writing Chatterbots which are
usually hosted by a subscription web service. There have been no practical breakthroughs

from these technologies and the clear reasons are the complexities of scripting serious
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applications, difficulties of maintaining a deployed agent and the lack of support for

extended goal-oriented dialogue.

1.2.2 NLP based systems

Theoretically, the main competitor to chatterbots would appear to be a Natural Language
Processing (NLP) which has had huge resources expended on it over decades.
Consequently, one of the strengths of NLP is that it has a substantial theoretical base. Also,
particular aspects of it have been the subject of tightly focused research. However, NLP
theories do not necessarily explain the workings of the human mind: for example, NLP
parsers may not model the way in which humans parse sentences (Guest, 2008). This is in
contrast to chatterbots which have achieved a degree of success by mimicking the human
brain’s abilities in feature extraction, pattern matching and forming associations.

Also, the very focusing on highly specific research topics militates against the more
generalised research strategies need to build CAs. Applying NLP to dialogue has its own
fundamental challenges: the usages and senses of English words are not easily identified,
even a single well-formed sentence can be difficult to interpret and in an utterance the
crucial information may be in one of several sentences.

NLP research also seems to have barely reached the point of considering issues of
scalability to large numbers of users. This is of great importance in real-time systems

deployed in the real world. This can be illustrated by two examples:

* amedium-sized airport in the UK can receive between 10,000 and 15,000 e-mail
messages in a typical day (source: meeting with Manchester Airport)

* the UK national flu service received 9.3 million hits per hour on the first day of
operation (resulting in it crashing even though this was a simple menu-based

system) (BBC, 2009).

In fact, NLP is largely concerned with document retrieval, information extraction, and text
categorisation (Jackson and Moulinier, 2007) and achievement in the field of dialogue is
quite restricted.

The most promising NLP-based approach (used within a CA) currently being investigated,
at the University of Cambridge, uses phrasal grammar rules to extract the dialogue act type
and a list of attribute/value pairs from each utterance and a template-based response
generator (Young et al., 2010, Lefevre et al., 2009). However, this approach has only been
evaluated in the laboratory, with a simple domain, Towninfo, which recommends

restaurants, museums and similar destinations of interest to tourists. A sample of dialogue
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in Appendix 1.1 contains two examples that illustrate the relatively simple problems
addressed by NLP-based systems.

Traditionally NLP systems aimed at dialogue have tended to focus on a particular area of
interest of the researchers, ignoring other areas which may prove problematic in a real-
world implementation. For example, Zdravkova (Zdravkova, 2000) outlined a system
using parsing, keyword extraction and a structured lexicon; however there was a lack of
substance when it came to reasoning about the meaning of user utterances and the
production of relevant responses. Modularisation (or compartmentalisation) of NLP based
systems leads to these problems being lumped together in a Natural Language
Understanding (NLU) process (DeVault et al., 2009, Schmitt et al., 2009, Griol et al .,
2009).

The SigDial conference series should be a good bellwether for NLP in CAs. In fact, the
most recently published proceedings at the time of writing, SigDial 2009, contains just 6 of
53 papers which are on the topic of CAs (SigDial, 2009). Also, these papers are quite
narrowly focused. Five are concerned with monitoring the human’s engagement (Bohus
and Horvitz, 2009b, Bohus and Horvitz, 2009a), interaction control (DeVault et al., 2009,
Skantze and Gustafson, 2009) or determining if a party is being addressed (op den Akker
and op den Akker, 2009).

A further paper investigates the effect of including CAs in multiparty dialogues as stimuli
(thought-evoking). However the nature of these dialogues is extremely limited, in the form
of a trivia quiz (Dohsaka et al., 2009).

SigDial 2009 contained some papers from the associated field of Dialogue Management.
Although Dialogue Management is superficially identical to the field of CAs (concerned
with systems designed to hold a coherent conversation with a user), individual DM
researchers tend to focus on small fragmentary topics. The 2009 papers were on peripheral
topics such as integration of information from pairs of sentences (Zukerman et al., 2009)
and classification of a dialogue as belonging (or not belonging) to a specific type known as
a “listening dialogue” (Meguro et al., 2009).

The dominant approach to NLU is the frame-based system (Minker et al., 1996, Farquhar
etal., 1997, Sagae et al., 2009). These are effective for simple applications such as making
bookings for journeys or theatre seats. A related approach 1s the use of state-based systems,
popular in healthcare (Bickmore and Giorgino, 2006). These undergo state transitions
triggered by the content of user utterances. In simple systems tight constraints are placed
on the utterances that the users can produce. This can be done with forced choice

questions (e.g. yes or no answers) or the detection of a very restricted set of highly salient
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speech fragments. More flexible dialogue is possible, using more powerful grammars and
probabilistic/empirical techniques, but is not trusted when high accuracy of understanding
of the user intent is required (Bickmore and Giorgino, 2006).

Another recently reported system uses frame-based NLU in a training scenario, however
this is described as a prototype implementation and the motivation of the researchers was
to investigate overlap behaviours and the potential for a system to interrupt the user

(DeVault et al., 2009).

1.2.3 Goal-Oriented Conversational Agents

The important distinction between a goal-oriented CA and an applied chatterbot is that the
CA has a deep strategic purpose in holding the conversation and the mechanisms that
enable it to focus the conversation on achieving a goal. The original design of chatterbots
made prolonging the conversation an end in itself and thus they are easily de-railed by
human users when used for practical applications.

A CA is specifically designed to interact with a human, using natural language dialogue, to
achieve a specific goal - typically a business goal such as providing information, advice or
selling. It plays the role of an empowered human in a productive application or task. Thus
the CA may spend more time leading the conversation and asking questions than the
human.

In its drive to fulfil the goal it presents with "Intentionality”, that is it displays beliefs,
desires and intentions concerning objects, events and states of affairs in the real world
(Searle, 1999). It is not required to present as having a “mind”, but it does have to fulfil the
Cartesian requirement of acting in accordance with reason (Erion, 2001).

In general terms the human approaches the conversation with a problem or need. In current
implementations a pattern matching dialogue front end is combined with an expert system,
which contains a model of the problem domain that is expressed in terms of a set of
attributes. Through the process of dialogue, appropriate attributes are captured to model
the particular problem experienced by the user and identify the appropriate solution.
Although the CA 1s a mixed-initiative system (either the human or the agent may take
control of the conversation), due to the goal-oriented nature of the agent it will take the
initiative in the first instance and will always recover it after a brief period in which the
human takes control (for example to ask for a clarification of something said by the agent).
The idea of a computer taking the role of a human in conversation was first proposed by
Alan Turing (Turing, 1950), as a test of machine thought. Contemporary CAs follow

Turing, in a purely behaviourist sense, in that they aspire to provide the user with the kind
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of advice or services that would come from a knowledgeable or experienced human,
without actually seeking to “pass” as human.

The work of the centre for Conversational Agents at MMU involves the development of a
new generation of Conversational Agents (CAs) with improved techniques for dialogue
management. These CAs are intended to take on challenging real-world applications in
which the human user may present adversarial, disruptive or deceptive behaviour at times
during the conversation (Crockett et al., 2009). Figure 1.1 shows the generic architecture

for such a CA.

Figure 1.1 Conversational Agent architecture.
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The architecture is best described by considering a dialogue transaction between the agent

and a user.

1. The first step in a dialogue transaction is for the expert system to identify the
attribute (or next attribute) whose value is to be captured.

2. The expert system passes this requirement to the discourse manager.

3. The discourse manager invokes the dialogue agent which produces a suitable
utterance for the agent and returns this to the discourse manager.

4. The discourse manager passes the agent’s utterance to the web interface which
sends it to the user.

5. The user replies to the agent and the web interface passes the user utterance to the
discourse manager.

6. The discourse manager invokes the dialogue agent to determine if it contains the

required attribute.
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7. 1If the attribute has not been captured, go to step 3.
8. When the attribute has been captured, the discourse agent passes the attribute to the
expert system, which updates its model.
9. If further attributes are required by the expert system go to step 1.
10. The solution to the problem is communicated to the user.
11. At this stage the user may end the conversation or continue by asking clarification

questions.

CAs have a wide range of potential applications, but they are particularly useful where the
application requires sophisticated interaction with non-technical users.

Academic studies which have been conducted on CAs include health care dialogue
systems (Bickmore and Giorgino, 2006), real estate sales (Cassell et al., 2000), phone call
routing (Gorin et al., 1997) and intelligent tutoring (Graesser et al., 2005). CAs will be
increasingly important in the future as these and similar applications are delivered
remotely via the internet.

One of the most important applications for CAs is online customer self-service, providing
the user with the kind of services that would come from a knowledgeable or experienced
human. In 2005 there were at least 10 major companies operating in this area, including
IBM and strategic partners of Microsoft (McGeary et al., 2005). At least 28 patents have
been registered concerning Conversational Agents and closely related technologies. With
so much investment in R&D, where are the tangible results? Commercial CAs remain
basic question answering systems, incapable of genuine mixed-initiative or extended
dialogue. It is now recognised that there are genuine obstacles to the transfer of CAs from
the research environment to the real world (Bickmore and Giorgino, 2000).

The common feature between CAs and chatterbots is the prevalence of the technique of
pattern matching. However, the important distinction between a CA and a chatterbot is that
the CA has some deeper strategic purpose in holding the conversation — it is goal-oriented,
whereas for the Chatterbot prolonging the conversation is an end in itself. Thus a CA will
engage in extended dialogue, during the course of which it will appear to have mental
states that are directed at states of affairs in the world e.g. beliefs, desires, hopes,
perception, intention etc. In philosophical terms it may appear to have intentionality
(Searle, 1999) - but only because this is required to achieve the goal.

This thesis focuses on Conversational Agents which serve some practical purpose and
which interact with the human user through natural language dialogue (Crockett et al.,

2009). The application could be giving sophisticated advice on topics such as bullying and
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harassment, managing business process rules such as in the recruitment and induction of a

new employee or advising on and selling a sophisticated product such as a mortgage.

1.2.4 Fundamental problems of current CA approaches

Each of the 3 approaches Chatterbots, NLP and CAs (including the Goal-Oriented

versions) has fundamental problems which prevent large-scale commercial development in

real-world applications:

*  (Chatterbots

O

Chatterbots have no practical application per se, because they do not
achieve goals.

More importantly, they do not have the necessary features that would
enable goal-oriented behaviour.

Chatterbots are supported by enthusiastic (often amateur) communities
(Aimless, Wallace, 2009, Conversive) but do not draw from a substantial
research base.

A typical chatterbot based system which is superficially appealing, but
ultimately adds nothing to an FAQ list is Susan, installed on the Kegel
Harley Davidson sales site (Kegel).

* NLP-based systems

(&)

NLP-based systems use chains of processes on the incoming text such as
word sense disambiguation, parsing, stemming etc. each of which may have
a certain error rate. For example, in two recent publications, parsers classed
as performing well had classification accuracy in the range 86.34% -
91.13% (Ravi et al., 2008) and 92% - 93.8% (Sagae et al., 2007). Also,
recent research conducted at ATT and labs concluded that “performance of
all the methods for dialog act prediction is too low to be useful at the
moment” (Bangalore and Stent, 2009).

Most parsers rely on incoming sentences being well-formed: it has been
observed that “Real chat utterances are mostly unparsable. They are
concerned with associative exchange of mental images. They respond to
contextual relevance rather than to logical or linguistic links.” (Michie,
2001).

NLP-based systems face a serious problem of scalability to realistic
numbers of users in web-based applications, because they rely on chains of

processes which can be computationally intensive.
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o The issue of real-time performance of NLP-based systems remains to be
tested. Even the most promising systems (Young et al., 2010, Lefevre et al.,
2009) have yet to be exposed to substantial numbers of concurrent real-
word users. However, information from the preparation of components
such as managing training corpora (Hughes et al., 2004) or the actual
training of classifiers such as Support Vector Machines (Salomon et al.)
suggests that NLP processes are computationally intensive.

o Even though NLP is a large field of research, Dialogue Management is a
minor area and within DM there is little enthusiasm for constructing
complete CAs, as earlier noted.

* Conversational Agents

o The production of a CA requires a substantial amount of highly skilled
effort (to write pattern matching rules) in what is currently more of a craft
than engineering discipline.

o CAs are extremely difficult to maintain and this task becomes prohibitively
expensive.

o CAs are superior to established NLP approaches in real-time scalability.

1.2.5 The proposed solution — Short Text Semantic Similarity

This thesis proposes the development of a new generation of CAs based on the technique
of Short Text Semantic Similarity (STSS) measurement.

This technique will overcome most of the problems arising from pattern matching which

have prevented the wider-scale adoption of CAs.

1.2.5.1 Short texts — working definition

Short Texts (STs) are taken to be the length of typical user utterances in dialogue.

A typical Short Text (ST) in human dialogue would be in the range of 10-20 words
(O'Shea, 2010). This definition is a matter of convenience rather than a limit on the
technique and although some algorithms for processing STs (such as Decision Trees) will
require an upper size limit, it can be arbitrarily large. However, common sense indicates
that if a “short text” extends beyond a certain length it is no longer short and has strayed
into the realm of document processing. Effectively an ST is a sentence, bearing in mind
that user utterances do not always conform to the grammatical rules of sentences.
Chapters 2 and 3 of this thesis take a basic utterance to be a text string of up to 20 words in
length. In chapter 4 the upper length limit was extended as far as 50 words to

accommodate sentences with complex clausal structures.
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1.2.5.2 Contribution of STSS to future CAs
The potential for STSS algorithms to improve CAs arises from their replacement of the
pattern matching component. Suppose an STSS algorithm produces a numerical measure

of semantic similarity, this could be used to make judgments such as:

* apair of STs is identical in meaning
* apair of STs is completely unrelated in meaning

* one pair of STs is more similar in meaning than another.

Consequently an incoming user utterance could be compared with a number of prototype
statements from the domain and an appropriate action and response chosen based on the
value of the best match.

Consider the following patterns, taken from a rule in a student debt advisor system:

p:15 *can*not *afford *pay* (the p:15 parameter is for pattern

p:15 *can*not *afford *full amount* strength, which can be varied to give
p:15 *<problem>* pay* certain patterns higher priority, the * is
% . T (many more) a variable-length wildcard)

These patterns will match utterances such as:

I cannot afford to pay you anything this term

I can’t afford the full amount but I could manage to pay a third

There is a difficulty in paying because I was mugged
(amongst many others).
N.B. The second utterance matches because a simple pre-processor expands “can’t” to
“can not” in this architecture. The final utterance matches because <problem> is a macro
which expands to include synonyms of problem such as difficulty.
It 1s clear that even with wildcards for generalisation, many patterns will be needed for
good coverage of the overall conversational space. Also there will be a need for skilled
scripters who can anticipate user utterances, generate permutations of the utterances,
reduce these permutations through generalisation to patterns (use of wild cards) and, very
importantly, anticipate interactions between rules.
The alternative offered by STSS is to build the rules from a set of prototype or archetype

STs. Suppose, instead of patterns, we had rules containing the following STs:

I can not afford to pay. (ps1)
My money has not come from the Student Loan Company. (ps2)
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The user utterance
I cannot afford to pay you anything this term. (u)

would be compared with all of the prototype statements using the STSS algorithms and the

highest similarity match would win, as expressed in equation 1.1:

sim(psl,u) > sim(ps2,u) {41

The rule containing ps1 would win and the action specified for the rule would be taken (an
attribute set, response to user generated etc.)

This potential should not be underestimated. The invention of pattern matching was a
paradigm shift: CAs could be created without the need for the 3" generation
procedural/imperative programming techniques in use at the time. Pattern matching,
however, demanded a new mix of language and technical skills. STSS offers another
paradigm shift in terms of a further reduction in the computer science skills needed in
producing CAs, with a consequent reduction in development and maintenance costs. Thus

with STSS we may finally see an enduring presence of CAs in real-world activities.
1.3 Related research in the field of similarity

At the onset of this work, similarity in general and semantic similarity in particular were
somewhat unknown and intangible attributes. The question that had to be faced was “is
similarity just some vague qualitative concept with no real scientific significance?” To
answer the question a broad survey of the literature, taking in as many fields as possible,
was conducted. This revealed a generalised abstract theory of similarity (Tversky, 1977),
tying in with well-respected principles of measurement theory, many uses as both a
dependent and independent variable in the fields of Cognitive Science, Neuropsychology
and Neuroscience, and many practical applications including visual similarity and web
applications. Citations for these are provided in the following sections. But perhaps the

best place to start is by formalising the definition of similarity.

1.3.1 Definitions of Similarity and Semantic Similarity

We may be happy to use the words similar and similarity in real life without consciously
analysing their meanings; when it comes to formalising these terms things may be a little
more difficult. The following dictionary definitions are of some help:

According to the Collins Cobuild Dictionary (Sinclair, 2001):



20

"If one thing is similar to another, or if two things are similar, they have features
that are the same."

The definition of similarities adds a little more:

“Similarities are features that things have which makes them similar to each other.”
The Oxford dictionary (Little et al., 1983) contains several definitions of similar:

“1. Of the same substance or structure throughout; homogeneous”

“2. Having a marked resemblance or likeness; of a like nature or kind”

“3. Geom. Applied to figures which may become Congruous by adjusting their

linear dimensions without changing their angles”

(this is followed by examples in terms of similar triangles) and the Oxford dictionary
defines similarity as

“1. The state or fact of being similar; likeness, resemblance.”

“2. Points of resemblance”
So the first conclusions that might be drawn from the Cobuild definitions, Oxford

definition 3 of similar and the Oxford definition of similarity are:

* Similarity arises because two different entities contain identifiable features or
properties, some of which are the same

* The more of the features that are the same, the more similar the two entities are.

A less obvious conclusion from reading Oxford definitions 1 and 2 might be:

* Examining a variable attribute shared by two entities, the closer the value of the

attribute the more similar the two entities are.

For example lead, gold and balsa wood all have the attribute density, but lead and gold are

similar because they both have a relatively high density.

1.3.1.1 Definition of Semantic Similarity
Semantic Similarity is held to be a widely understood concept. Miller and Charles (Miller

and Charles, 1991) in a word-based study wrote:
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“. .. subjects accept instructions to judge similarity of meaning as if they understood
immediately what is being requested, then make their judgments rapidly with no apparent
difficulty.”

Experiments described in chapters 2 and 3 required a working definition of sentence

similarity for the participants. After pilot work, this was provided by adding the question:

“How close do these two sentences come to meaning the same thing?”

1.3.2 Prior work on Similarity

This section begins by discussing what is probably the most important work on the theory
of similarity, “Features of Similarity” by Amos Tversky (Tversky, 1977). Tversky is
described in his obituary on the Stanford University website as “a cognitive psychologist
who was a dominant figure in decision research and a leading psychological theorist.” The
remainder of this section reviews briefly research on similarity in a number of disciplines

including Psychology, Cognitive Science, Neuropsychology and Neuroscience.

1.3.2.1 Fundamental work by Tversky

Tversky’s paper (Tversky, 1977) is fundamentally important as it set out to unify the
existing work on set-theoretical models of similarity into a single model. The dominant
models of similarity at the time were “geometric”, measuring distance rather than
similarity, but always on the assumption that distance could be converted to (or negatively
correlated with) similarity.

Regardless of their acceptance, Tversky criticised these models on the grounds they failed

to comply with 3 fundamental axioms required for distance measures:

*  Minimality
*  Symmetry
* The Triangle Inequality.

Although somewhat oblique, the analysis showed that human behaviour did not support the

application of the axioms.

Minimality

According to minimality the distance between any pair of identical objects should always
be 0. However, Tversky observed that in certain experiments ‘the probability of judging
two identical stimuli as “same” rather than “different” is not constant for all stimuli.’
However, the experiments mentioned were not well-reported in terms of objectives,

experimental factors etc. Furthermore identification failure is known to and used by
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semantic similarity researchers (Miller and Charles, 1991). Specifically, it has been used in
the form of discriminability rating to produce the ¢’ metric. The calculation of d’,
accommodates the problem of higher frequency misidentification in producing a

meaningful distance measure.

Symmetry

Tversky performed an experiment that showed that, under certain circumstances, human
judgement of similarity was asymmetric. The standard example is the pair of judgements
“North Korea is like Red China” vs. “Red China is like North Korea” (appropriate wording
for the political situation at the time). The proposal was that most people find the first
statement more acceptable than the second, because “Red China” is the prototype and
“North Korea” is the variant. It is quite unnatural to switch the roles (as in the second
version) and compare the prototype to the variant. Consequently, he proposed that in
comparisons directionality is important: the variant is more similar to the prototype than
vice versa. Statistically significant evidence was found to support this hypothesis in an
experiment using 69 participants. This observation is relevant to the work in this thesis
because the order of presentation of items in a pair presented to participants for judgement

may be a confounding factor in experiments.

The Triangle Inequality

The triangle inequality problem was illustrated with the example quoted (Tversky, 1977)
from William James (again an example appropriate at the time). Suppose the three entities
were Jamaica, Cuba and Russia. “Jamaica is similar to Cuba (because of geographical
proximity); Cuba is similar to Russia (because of political affinity); but Jamaica and Russia
are not similar at all.” The problem with this example is that rather than point out a
fundamental flaw in distance-based measures of similarity, it may simply be pointing up
the problem of immaturity in the measurement scale types when compared to those used in
the physical sciences (well established measures using ratio or even interval scales).
Studies of word and text similarity tend to assume ratio scale properties, with an absolute
zero point (e.g. “not similar at all”(Resnik and Diab, 2000)) and an imposed upper limit.
However, there has been little interest in developing an equal-interval scale, apart from
some work on developing semantic anchors (Charles, 2000 ). At the present state of the art,
we are performing the fundamental work that may one day lead to the development of such
mature scales (as alchemists moved from the concepts of “hot” and “cold” to the

Fahrenheit, Celsius and finally Kelvin scales).
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Having criticised the prior art, Tversky’s contribution was a new feature-based model of

similarity — the contrast model. Equation 1.2 describes this model:

slapd=Flan B, 4-B.B- Al (12)

i.e. the similarity between a and b is a function of the common features: AN B, the
features in a but notin b: A= B and the features in b but notina: B— 4.

Despite the theoretical interest of Tversky’s paper, there are no semantic similarity
measures based on the contrast model. Although Tversky discussed the feature-based
approach and explained human perception in its terms, there is apparently no practical way
to apply it to automated measures of semantic similarity. Some small-scale work has been
performed using common lexical features (Jiang and Conrath, 1997), but there has been no
attempt to use both the common and distinctive features.

The crux of the matter is identifying the possible features upon which a judgement would
be made and how to combine (weight) the information from the salient features to produce

a numerical measure,

1.3.2.2 Similarity in Cognitive Science, Neuropsychology and Neuroscience

Similarity is also ubiquitous in fields such as cognitive science, neuropsychology and
neuroscience, as both an experimental control (Chwilla et al., 2007, Vigliocco et al., 2008)
and an independent variable (Ballardini et al., 2007, Klein and Murphy, 2002, Jones et al.,
2006).

The representation of elements of language in memory is a particularly important field.
Studies include the representation of polysemous word senses (Klein and Murphy, 2001),
speech production and semantic priming (Jones et al., 2006).

In these uses, it is taken for granted that similarity is a genuine attribute of objects in the
world, that it can (at least to some degree) be measured or assessed and that readers of
research publications have a common understanding with the authors of what similarity

actually is.

Semantic priming

Semantic priming is a key investigative technique. It occurs when two words (prime and
target) are presented successively to a human and the target 1s processed (comprehended)
more efficiently because of the earlier exposure to the prime (Dien, 2008). This is believed
to occur because the prime contains some of the mental code required to respond to the
target (Jones et al., 2006). Priming therefore, is the result of a relationship between the two

words (or terms). Often non-words are used for some of the primes to act as experimental
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controls, for example by changing one vowel or consonant from a real word (Marsh et al.,
2008 ) or as semi-random strings obeying the phonotactic constraints (permitted
combinations of phonemes) of English (Vigliocco et al., 2008).

Semantic priming has also been observed with numerical stimuli (Dehaene and Naccache,
2001). An experiment was conducted in which the participants had to decide whether a
number was larger or smaller than 5. When another masked number was presented as a
prime, the reaction time was reduced in proportion to its similarity (closeness in numerical

distance) to the target.

Category norms

Memory and language studies often use categories that are taken from an established body
of prior work. These are known as “category norms”; de Zubicaray (de Zubicaray et al .,
2008 ), in studying negative semantic priming effects, used a set created by Cree & McRea
(Cree and McRae, 2003). The original category norms were created by Battig and
Montague (Battig and Montague, 1969) and theirs is the best-established set, used in many
studies, for example (Marsh et al., 2008 , Dennis et al., 2007, Caramazza and Shelton,
1998). This success may be attributed to the objective (Battig, 1979) “. . .these category
norms may differ from numerous other similar normative projects because of our primary
concern with making them as useful as possible for other researchers.” Category norms are
lists of words, compiled by frequency, which are made as responses by participants to a
stimulus category. In a follow up study it was reported that the Battig & Montague norms
have been used in over 1600 projects published in more than 200 different journals (Van
Overschelde et al., 2004). Two examples of Battig & Montague categories, with members,

are:

31 An article of clothing
belt, dress, shirt, sock, tie

34 A musical instrument

drum, guitar, harp, piano, trumpet

Prima facie, the members of the categories appear to be more similar to each other than to
those of other categories, which is pertinent to the work in this thesis. In 2004, Van
Overschelde not only updated the membership data for the existing categories, but also

added 14 new categories. This points up an interesting problem for semantic similarity:
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language is constantly evolving and the stability of human responses to datasets across
different groups and over time may be an issue.

Battig (Battig, 1979) emphasised the value and importance of verbal materials for the
research community and the difficulty in obtaining funding to produce them. The major
contribution of the work in this thesis was the production of verbal materials like those of
Battig & Montague. These are two benchmark datasets for evaluating new STSS measures.
It is hoped that these datasets will have the same longevity in contributing to the field as
those for word semantic similarity, which are still valuable 55 years after they were created

(Rubenstein and Goodenough, 1965).

Neuroimaging (fMRI) studies and Similarity

Another important tool for examining brain activity is the functional Magnetic Resonance
Imaging (fMRI) technique. fMRI supports the observation of the functioning of specific
structures in the brain in real time. This is achieved because active areas have a higher
uptake of blood oxygen (the BOLD signal) which is detected by the fMRI scanner. fMRI
studies have used similarity judgement as the experimental task (Bedny and Thompson-
Schill, 2006), similarity as a negative priming factor using categorically related materials
(de Zubicaray et al., 2008 , Dennis et al., 2007) and as a control in deriving materials
(Kuperberg et al., 2006).

Bedney investigated the effects of imagability and grammatical class during single-word
comprehension, specifically whether the distinction between nouns and verbs is a true
outcome of grammatical class or is an outcome of another factor, imagability.

Imagability refers to how easily a word brings to mind a visual image (and is strongly
related to concreteness).

De Zubicaray was concerned with the level at which negative priming occurs within the
processing of words, whether it was semantic (because it occurs with categorically related
items) or structural (because items within categories share more features with each other
than they do with items from other categories).

Dennis studied the effects of aging on false memory formation. Her study used categories
to generate semantically related word lists. The task involved participants recalling
whether or not words were part of the list and being presented with some “lures” ,
semantically related words from the category which were not part of the original list.
Kuperberg’s study is interesting at two levels, firstly because it involved controlling the
relatedness of a sequence of 3 sentences. They were selected using heuristics such as

checking that one sentence could be connected to another using the word “because.” These
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heuristics were used to classify the texts into 3 categories: highly related, intermediately
related and unrelated. The second interesting feature was the use of Latent Semantic
Analysis (LSA) to investigate the consistency of the scenarios in terms of their word
similarities. Comparing all content words on a term-by-term basis, the high and
intermediate were not significantly different, but the intermediate scenarios were
significantly different from the unrelated scenarios.

Using fMRI allows the researcher to determine whether or not there is brain activity in
response to some stimulus. More importantly it also allows investigation of whether or not
effects are localised to different structures in the brain.

The negative priming effect (de Zubicaray et al., 2008 ) provides an interesting example of
the subtlety involved in these investigations. The first form of negative priming identified
was the identity effect — when a distracter which had to be ignored in a previous trial was
presented subsequently as a target, recognition was slowed. Further research showed that
recognition of items from the same category as the previously used distracter was also
slowed, to a lesser extent. This was termed the conceptual or semantic negative priming
effect. De Zubicaray had identified the left anterolateral temporal cortex as activated
during 1dentity negative priming in a previous study, but found no evidence for this with
categorical items. An effect was observed in the left posterior-mid fusiform cortex. This
was considered to support feature-based processing. The formation and testing of
hypotheses in the study illustrated an emerging understanding of the structure and function
of the brain. De Zubicaray was able to draw on previous evidence from computational
modelling, lesion and neuroimaging studies supporting a role for the anterolateral temporal
cortex (ATC) in representing abstract semantic information and a role for the posterior-mid
fusiform cortex in processing structural overlap or visual competition between exemplars
within categories on properties of shape and configuration. This allowed a prediction that
accessing semantic representations would result in activation of the left ATC and category
related representations would activate the fusiform cortex. The outcome was evidence that

the fusiform cortex was engaged and that the classification was feature-based.

Similarity and Category Specific Deficits - a diagnostic connection

Other studies have specifically recruited participants with impairments as a means of
investigating the functionality of different brain regions. These studies typically focus on
semantic memory, the ability to recall or process specific categories of words being
selectively impaired by lesions affecting a particular region. An impairment of this ability

is known as a Category Specific Deficit (CSD) .Two studies (Gainotti and Silveri, 1996,
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Forde et al., 1997) illustrate some important considerations in neuropsychology. Both
were single-patient case studies reporting evidence of a selective impairment of the
category living beings. Forde’s patient, SRB, was severely impaired in naming fruits &
vegetables compared with his performance on inanimate knowledge, however he differed
from similar patients in having no difficulty naming food items (outside of the fruits &
vegelables category). Gainotti’s patient, LA, also had an impairment for /iving beings;
however she was spared the impairment for the body parts sub-category and had severe
impairments in the food items and musical instruments categories. Gainotti observed that
LA had bilateral lesions in both the temporo-limbic structures and the inferior temporal
cortex. Whereas Forde observed SRB had a haemorrhage in the left inferior medial region
of the temporal lobe extending down to the occipital lobe coupled with a small infarct in
the right thalamic region. CSD studies may also control for familiarity of stimuli as well as
visual complexity, and name frequency (Gainotti and Silveri, 1996).
Categories used in CSD studies are used in the work described in Chapter 3 of this thesis,
so it is fair to question how the categories were originally chosen for investigation. The
seminal paper in the field of CSDs (Warrington and Shallice, 1984) states that they were
26 categories selected from the 56 verbal categories in the Battig & Montague category
norms study (Battig and Montague, 1969). Closer investigation shows that whilst the bulk
of the categories are directly adopted some are inspired by Battig & Montague. For
example there is no explicit category “Animals”, however category 8 is defined as “A four-
footed animal” and the category “Tools” is a similar generalisation of 23 “A carpenter’s
tool.”
Chapter 3 of this thesis required the decomposition of words into classes. A number of
techniques were considered including direct adoption of either the WordNet ontology
(Miller et al., 1990)or Battig & Montague classes. However, some STSS measures (Li et
al., 2004, Li et al., 2006) (Kennedy and Szpakowitz, 2008, Feng et al., 2008) use WordNet
or other ontologies in calculating word similarities which were a component of the overall
ST similarity measurement.
CSD evidence provides very useful tools for decomposing words into to independent,
objective classes. However, there have been serious criticisms of CSDs raised in the
literature. Therefore it was important to investigate the validity of these criticisms and their

effect on the use of CSDs, in the following section.
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Criticism of CSDs
There are a number of papers in the literature, stemming from the 1990s, which criticise
CSDs on two counts. There is a third factor, more recent structural work, which is of less
significance to this study, but still needs to be acknowledged.

The sceptical positions taken about CSDs were:

1. The categories do not exist at all and are artefacts of poor experimental design

2. The categories exist, but there are reductionist explanations that do not require
them to be semantic categories.

3. The categories do not have corresponding neural activation sites in imaging studies

of healthy participants.

Substantial and persuasive evidence has been found since the 1990s to rebut arguments

1 and 2. The third argument is still at an early stage, but emerging evidence suggests that
although the neural structures may be more complex and distributed when healthy
participants are observed, this does not invalidate the basic CSD concept and categories.
The evidence comes in three forms large-scale reviews of prior art, re-running past
experiments with tighter controls and new experiments. A review of a representative

sample of this material follows.

Methodological objections to CSDs

The 1ssue of poor design was raised in the early 1990s (Stewart et al., 1992, Funnell and
Sheridan, 1992) in response to studies published in the 1980s (Warrington and McCarthy,
1983, Warrington and Shallice, 1984). This position proposed that “nuisance variables”
such as familiarity, imagability, background knowledge, visual complexity, mode of
stimulus and frequency of occurrence were not controlled properly across the categories
being tested and were in fact responsible for the different error rates occurring for the
various experimental tasks.

Since the publication of these criticisms, further studies have been conducted which have
tightly controlled these variables and in which CSDs have continued to be observed
(Sartori et al., 1993, Gainotti and Silveri, 1996, Forde et al., 1997) including a recent large
scale review of 79 cases studies sampled (on the basis of experimental rigour) from a
larger pool (Capitani et al., 2003). Indeed there are some specific cases where it has been
possible to re-test a disputed case with designs to eliminate nuisance variable and the

deficits have persisted, for example (Gainotti and Silveri, 1996).
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Further evidence has emerged to support the robustness of CSDs. The methodological
objection is undermined by the enduring credibility of the finer-grained categories (Santos
and Caramazza, 2002).
Caramazza has found evidence that impairment rates are not an artefact of frequency
(Caramazza and Shelton, 1998). Damasio (Damasio et al., 2004), reported that detailed
analysis of the proposed confounding factors of word length, word frequency, name
agreement, image agreement, familiarity or visual complexity found no systematic
differences between categories that could be the basis for deficits in naming and
recognition tasks. This work, using a sample of 169 patients with unilateral brain damage
and 55 normal controls found evidence to support the hypothesis that the retrieval of
concrete nouns belonging to distinct conceptual categories depends upon partially
segregated regions in higher-order cortices of the left temporal lobe. It also found partial
evidence that conceptual knowledge pertaining to the same concrete entities also depends
on partially segregated regions in the right hemisphere (Damasio et al., 2004). In a naming
from descriptions study, (Gainotti and Silveri, 1996), wrote “... there is considerable
agreement ... that category-related defects for different conceptual categories are
associated with different lesion sites ...”
Finally, studies attacking the existence of CSDs have themselves been subject to
methodological criticism on the grounds of using (Alzheimer’s) patients with mild
impairments performing insignificantly challenging cognitive tasks (Whatmough and

Cherkow, 2002).

Objections based on underlying models of CSDs

The reductionist approach attacks the underlying model. Although there are various
models in the literature, they generally fall into one of three classes: the
Sensory/Functional (SF) model, OUCH models and the Domain-Specific model (Santos
and Caramazza, 2002).

According to the SF model (Warrington and Shallice, 1984, Farah and McClelland, 1991),
semantic knowledge is organised into 2 modality specific subsystems. The visual
subsystem stores information about visual semantic properties of objects, e.g. horses and
cats both have tails and the functional/associative stores functional and other non-sensory
information, e.g. guitars and banjos both have strings that can be plucked. A fundamental
plank of the theory is that there is an important relationship between loss of

visual/perceptual knowledge and naming impairments for living things. A consequence of
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their common visual features is that living things are visually crowded compare to
nonliving things and are therefore particularly vulnerable to impairment.

Consequently the model suggests that the impairments are not due to semantic properties
of the word classes.

According to the Organised Unitary Content Hypothesis (OUCH) model (Caramazza et al.,
1990, Caramazza and Shelton, 1998), objects have properties (animals have particular
kinds of shapes, odours, motions etc) and are clustered into categories based on shared
common features rather than modality. ““... objects within a category share many semantic
features and the semantic features tend to be highly inter-correlated.”

According to the Domain-specific model semantic knowledge is organised into a relatively
small number of distinct semantic categories. So patients who appear to have a general
impairment for living things would be suffering from a selection of specific categories that
come under the general heading of living things. This model proposes evolutionary
forming and adaptation of categories, that is category-specific neural circuits were created
in order to solve complex survival problems quickly and efficiently (Capitani et al., 2003).
One example is the proposal by Caramazza that there is genetically based commitment of
neural tissue for the recognition of animals and plants (Caramazza, 1998, Caramazza and

Shelton, 1998).

Rebuttal of the objections based on underlying models

The domain-specific model supports the view that CSDs are real categories based on
semantic properties.

The OUCH model is supportive at least in part. It does not propose a purely semantic
categorisation but is based on co-occurrence in the world (Capitani et al., 2003). However
it does propose that any category which is sufficiently conceptually compact could be
subject to impairment and that all types of knowledge about the category will be affected
by damage to the category. Caramazza & Shelton describe the model as having a
multidimensional space of semantic properties which is “lumpy” and damage to a lumpy
region impairs a category (Caramazza and Shelton, 1998).

The SF model contradicts the proposal that categories are semantic, with its assumption
that the observations are the outcome of visual crowding.

From the late 1990s onwards, evidence began to accumulate which undermined
reductionism. A key feature of the approach is that reductionist models inherently predict

unidirectional impairments (single dissociations).
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This was a fundamental strength of the SF model in explaining the early empirical results
in which the living things category was impaired whilst non-living things were spared.
However, as the number of single patient and small group studies has accumulated a new
phenomenon, the double dissociation, has emerged. The double dissociation describes a
situation in which either of a complementary pair of categories can be spared at the
expense of the other. For example, in the large-scale review by Capitani (Capitani et al.,
2003) 76 patients exhibited a dissociation for living vs. non-living things. However, of the
76 in total, 42 were more impaired for “biological categories” as opposed to 34 who were
more impaired for “artefacts.” This undermines the SF hypothesis which predicts all (or
virtually all) impairments must be for the living category.
Double dissociations have also been observed for the verb/noun grammatical
categorisation (Silveri et al., 2003 ). A double dissociation for concrete vs. abstract is
revealed by two studies in which concrete is impaired (Breedin et al., 1994) and in which
abstract is impaired (Newton and Barry, 1997) and in each case the other category is
spared. This dissociation is also supported by a study of healthy volunteers which found
evidence for more widespread cortical activation associated with abstract than with
concrete meanings (Pexman et al., 2007).
Further evidence from Forde undermined the modality objection: the same rates of
impairment were shown for fruits and vegetables whether the stimulus was visual, touch or

taste (Forde et al., 1997).

Objections arising from imaging studies

Criticism has also been made on the grounds that whilst the categories exist, there is no
clear link with specific brain structures when neuroimaging healthy participants (Devlin et
al., 2002). Devlin reported evidence for distributed neural systems for language without
functional segregation by domain or category, but also acknowledged that seven out of
nine prior PET studies in literature the left posterior middle temporal gyrus responded
preferentially to tools. Devlin also reported partial evidence for categories that had not
reached statistical significance (Devlin et al., 2002). Moss (Moss and Tyler, 2000) reported
a case study in which severe general impairment of semantic memory resulted in a
selective deficit for living things, which changed to a deficit for artefacts as the patient’s
health deteriorated.

On the other hand Martin (Martin, 2003) reports “Lesion data and neuroimaging findings
are converging to some extent in providing localisation of these components of language

processing, particularly at the single-word level.”
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Also, Phillips (Phillips et al., 2002) reported that the left medial anterior temporal cortex
was the only region to be activated for fruit relative to tools.
This debate is ongoing, but it does not call into question the existence of the categories,
only the underlying neural structures that account for them.
Consequently, it was decided that the existence of CSDs is sufficiently well-established to

use them in the work in this thesis.

Similarity and Modality

Neuropsychological studies also exhibit interesting variations in the presentation of items
being investigated and in the instrumentation used to detect the effects, using different
sensory modes. Some studies concerned with semantic properties present items to
participants as pictures (Hartfield and Conture, 2006) ranging from colour photographs
(Aronoff et al., 2006) and pictures (Gainotti and Silveri, 1996) to line drawings (Coslett
and Lie, 2008, Slevc and Ferreira, 2006). Other studies use auditory stimuli. A study of
auditory distraction in semantic memory involved the disruption of the recall of a visually
presented list of items by a variety of auditory distractions including non-words,
categorically related and categorically unrelated words (Marsh et al., 2008 ). The non-
words were constructed using Sinewave speech which omits the acoustic attributes of
natural speech leaving a changing pattern of vocal resonances (formants).

Eye-tracking has been used as a measure of comprehension during reading (Lee et al.,
2007), timing the fixations on individual words allows time taken to comprehend a
sentence in a number of different ways (including activities such as re-reading). This study
investigated the interaction of the complexity of sentences and the similarity of particular
words embedded in them, in sentence comprehension.

Eye fixation has also been used in an examination of the psychological validity of high
dimensional semantic space models such as LSA, on the basis that people are more likely
to fix their gaze on a visual referent that has some semantic relationship with a heard
word, than they are to fixate an unrelated referent (Huettig et al., 2006 ).

Both of the above studies used an SMI Eyelink head-mounted eye-movement tracking

device.

ERP Studies and Similarity
Electro-encephalogram (EEG) readings have also been used in experiments involving
semantic similarity. Particular signals known as Event Related Potentials (ERPs) which are

a measure of the electrical activity generated by the brain during tasks can be detected
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using an EEG machine. One particular ERP, the N400 appears regularly in studies
involving semantic similarity (Chwilla et al., 2007, Jones et al., 2006) and relatedness
(Dien, 2008). N400 means a negative-going spike with onset 400mS following the
stimulus. Dien has reported observing a variant of N400 specifically related to
asymmetrically related word pairs, N4AOORP (an N400 signal emanating from the right
parietal lobe). Compared to unrelated word pairs, there is no effect noticeable for a related
word pair, but there is for an asymmetric pair where the prime reminds one of the target
but not vice-versa (e.g. stork-baby vs. baby-stork).

Khader (Khader et al., 2003) investigated word category specific N400 effects (nouns vs.
verbs) in German, using semantic relatedness judgement as the experimental task to
generate mental processing activity. Thierry (Thierry et al., 2003) compared semantic
categorisation (natural-artefact) with grammatical gender categorisation in French using
auditory stimuli and monitoring several different ERPs including N4 which has some

commonality with N400.

1.3.2.3 Similarity in other fields

There are a number of other fields of research in which similarity plays an important role.
In some of these fields research is leading to practical real-world applications and in others
research 1s approaching this point. These fields are summarised with brief definitions to
finish this section and more detailed consideration of practical applications takes place in

the following section.

Information Retrieval and similarity

Information Retrieval (IR) has been a field of study for forty years. IR was originally
concerned with the search and storage of text documents, such as scientific papers, from
repositories (Sparck-Jones, 1972, Salton et al., 1975). As an academic discipline it covers
the development of new algorithms and processes, their evaluation in experimental settings
and the evaluation of theoretical techniques in real-world applications. IR involves
returning documents that are similar to either a specific example document or a search
term, in each case provided by the user.

In recent years the scope of information retrieval has expanded to include text, images,
sound, and DNA matching. For the purposes of this thesis it is used with its original
meaning and topics such as similarity between images (visual similarity) are treated

separately.

Visual Similarity
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Visual similarity attempts to reproduce the ability of the human visual system to decide
that two different images look similar (or not) (Liu et al., 2007b, Hsieh and Hsu, 2008). Its
main application is in the management of large collections of images (such as commercial
image libraries), where there may be large numbers of images of a particular interest (e.g.
views of the pyramids) and where the same image could occur several times with different
colour casts, sizes or qualities (compression levels). There is a strong connection with
advertising, where items such as cosmetics may require searching on skin tone. Typical
commercial applications use attributes such as colour, shape, texture, luminosity,
complexity, objects and regions. Parameters such as percentage similarity may be used in

searching the image base.

Word Sense Disambiguation and similarity

Any particular word can have several possible meanings (this property is known as
Polysemy) and humans are highly effective at determining the meaning intended by
another person when such a word is used, either in conversation or in writing. The
individual meanings are known as senses. Computers do not have a natural facility for
performing this task, so Word Sense Disambiguation algorithms have been created to
perform it (Ide and Veronis, 1998). Word sense disambiguation makes use of contextual
information, the local words surrounding the word to be disambiguated, and word
similarity measures form part of the disambiguation process (Karov and Edelman, 1998).
A particularly interesting aspect of this field is that word sense disambiguation can itself
form part of similarity measurement, with word similarity used to disambiguate individual

word senses which can then be used in short text measures.

Data Cleansing, Ontology Alignment and similarity

Data Cleansing and Ontology Alignment are two different, but strongly related processes,
concerned with the identification and automatic elimination of errors in real-world data
sets. Data Cleansing is associated with the merging of records from two or more large
databases (Maletic and Marcus, 2000). On the other hand Ontology alignment is largely
concerned with interworking between separate ontologies consisting of entities, attributes
and rules (Stoilos et al., 2005). Real-world collections are both large and have relatively
high error rates, making these activities extremely important. A related area is the

Semantic Web.

The Semantic Web and similarity
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The Semantic Web is a framework for sharing data located in ontologies on the web
between different users or different applications. The distinguishing characteristics of the
semantic web are highly distributed data and diverse ownership. The semantic web is
associated with Materials Requirements Planning and supply chains (Anjomshoaa et al.,
2006). In particular it concerns abstract forms of component descriptions, order documents
etc which allow easy interaction between manufacturing businesses in the supply chain.
Once again, similarity has an important role to play through discovering semantically

similar entities in different ontologies spread through the semantic web.

XML and similarity

XML is a set of rules for encoding documents electronically, which is strongly associated
with documents used on the web. There is a significant interest in measuring the semantic
similarity of XML documents (Jeong et al., 2008). This again is related to the business-to-

business communication via the web described in the previous section.

1.3.3 Real-world acceptance of similarity

Whatever difficulties there may be in formulating similarity on a rigorous scientific basis,
we are nonetheless happy to use the concept in high-stakes applications in the real world.
For example in fingerprint matching (Joun et al., 2003) where similarity is calculated using
types, angles and corresponding positions of distinctive features known as “minutiae.” A
second example 1s the FBI CODIS database (Rieck and Laskov, 2007) of over 5,000,000
offender profiles, where matching works by looking at counts of repetitive short sequences
that occur at known sites (STR loci). In both these applications, data volumes are so high
that only machine measures can produce results in a useful time-frame. The method
reported by Joun uses Bayesian probability modelling and that by Rieck & Laskov treats
the data as symbol-strings and uses string matching measures. The following sections

explore the potential for practical applications in the fields described in section 1.3.2.3.

1.3.3.1 Visual similarity and its practical applications

A practical application of visual similarity is in the management of still and moving
images. Large collections of images, whether still or moving, are complex to manage;
collections are diverse and often poorly indexed (Zhang and Zhang, 2006). Such
collections may use similarity retrieval to find the database images that are similar to the
given query image (Hsieh and Hsu, 2008, Zhang and Zhang, 2006, Liu et al., 2007b).
Image retrieval can exploit similarity at a number of levels. These range from basic

extracted features such as the colour, texture and shape information (Rallabandi and Sett,
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2008) to high level conceptual descriptions. The semantic gap (Liu et al., 2007b) occurs in
moving from feature-based retrieval to semantic retrieval; the first step being to queries
such as “find a picture of a flower” and from there to more high level queries involving
emotional states etc. such as “find pictures of a joyful crowd.”
The RETIN search engine architecture (Gosselin et al., 2008) uses a multi-stage approach
in tackling the semantic gap. The stages comprise extraction of colour and textural
information, indexing, formation of feature vectors in a Hilbert space by applying a kernel
function, active learning (through user labelling of retrieved images).
Image similarity may be applied to find the boundaries of shots in a movie. Approaches
include integrating low-level features (colour and texture) to compute the similarity
between shots (Chen et al., 2008) or computing changes of text and background regions in
videotaped lectures containing slide presentations (Wang et al., 2008). Yi also uses
segmentation as part of an overall content management system (Yi et al., 2006).
Segmentation is followed by collection of shots into scenes (described as having a
meaningful semantic content) and finally retrieval based on similarity between the
semantics of the video content and the desired semantics.
A number of movie applications use labelling and term semantic similarity.
Wang’s application is interesting because a purely visual process is followed by a lexical
semantic measure for matching shots to documents.
A natural language querying system for video databases (Erozel et al., 2008) considers
semantic content to consist of objects, activities, and spatial properties of objects. Queries
can take forms such as “Show all frames where Bill is seen at the upper-left of the screen.”
All objects are annotated as nouns and all actions as verbs in a database. The natural
language queries are converted to formal semantic representations and used to search the
database. Semantic similarity is used in two ways, ontology-based querying and query
substitution. If an exact match to a query is not found, ontology-based querying uses
WordNet to find the most similar concepts in the database to those in the query and returns
approximate matches. Query expansion again uses WordNet, but this time to generate
permutations of similar queries which can be submitted to the database. The word
similarity measure used was a version of Wu and Palmer’s method (Wu and Palmer,
1994),
An alternative video querying system developed at MIT (Katz et al., 2003) focuses on
answering natural language questions about moving objects. The natural language
component uses the START system, developed for information retrieval, making use of

annotation, grammar, syntax, rules and a lexicon but not semantic similarity.
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Methods of computing visual similarity include a feature-based Euclidean distance
measure (Zhang and Zhang, 2000), graph measures (Hsieh and Hsu, 2008, Shokoufandeh
et al., 20006), self-organising maps (Rallabandi and Sett, 2008) and histogram methods
(Chen et al_, 2008, Yi et al., 2006).
Methods of computing visual similarity include feature-based Euclidian distance measures
(Zhang and Zhang, 2006, Iyer et al., 2005), a feature-based graph measure (Hsieh and Hsu,
2008) and feature-based self-organising maps (Rallabandi and Sett, 2008).

1.3.3.2 Practical applications of Semantic Similarity in NLP and Information
Retrieval

Applications of semantic similarity in NLP tasks (Montemagni and Pirrelli, 1998) include
“syntactic disambiguation (either structural or functional), word sense disambiguation,
selection of appropriate translation equivalent, assessment of lexical cohesion in texts for
automatic summarisation, query expansion and document indexing in Information

Retrieval.”

1.3.3.3 Question Answering and Information Retrieval

Question Answering (QA) and Information Retrieval (IR) are intimately related,
overlapping fields. It is not much use having the mechanism to identify a question and
what 1t 1s about, if there 1s no means of acquiring the answer, Conversely, the ability to
retrieve information seems of little point unless there are reasons to retrieve it. The
distinction arises because, historically, IR was concerned with the retrieval of documents,
such as scientific papers, from repositories, whereas QA is concerned with more generally
phrased queries (often looking for specific facts) and these days focuses on the World
Wide Web as the source of information for formulating answers.

Systematic research in retrieving appropriate subsets of documents from sizable collections
has taken place since the 1970s (Sparck-Jones, 1972) and has origins in research going
back to the 1960s (Masterman et al., 1959). To the scientist, the most obvious application
of IR is searching databases of scientific papers such as INSPEC, COMPENDEX or Web
of Knowledge. IR is equally important in retrieving authors’ self-archived publications
from the more distributed and less structured World Wide Web, using search engines such
as CiteSeer and Google Scholar. The specific form of semantic similarity, term-to-
document, is fundamental to IR. A non-proprietary agent, CiteSeer, which is discussed in
the literature (Bollacker et al., 1998) uses a combination of semantic distance measures in
answering queries. Variant citations of the same paper are discovered using edit distance

and term frequency measures. To find a set of similar (but different) documents CiteSeer
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uses a TF*IDF (Term Frequency — Inverse Document Frequency (Sparck-Jones, 1972))
measure, a string distance measure (called Likelt) and an adaptation of TF*IDF to exploit
commonality between citations in the documents (called CCIDF). TF*IDF is described in
section 1.4.3.2.
One particular aspect of Information Retrieval, Question Answering, is also highly relevant
as an application because it has several stages in which semantic similarity measures can
be used. The TREC QA (Text Retrieval Conference Question Answering) track is a good
illustration of the importance of semantic similarity because in the period 1999-2007 at
least 57 universities and at least 20 business entered systems for evaluation. The
Universities include Imperial College, MIT and Columbia University. The businesses
include Microsoft, IBM and AT&T. The US government considers text retrieval to be of
high strategic importance. The TREC conference series is sponsored by NIST (National
Institute of Standards and Technology) and IARPA (Intelligence Advanced Research
Projects Activity), both US Government agencies. The IARPA mission statement (IARPA)

contains the following:

“The Intelligence Advanced Research Projects Activity (IARPA) invests in high-
risk/high-payoff research that has the potential to provide our nation with an
overwhelming intelligence advantage over future adversaries.”
Additionally, the US National Security Agency has been an active participant in the TREC
QA track. Some examples of intelligence-related questions used in test collections for the

track (Katz et al., 2005a) are:

“What agent type did Aum Shinrikyo use to execute an attack in Japan?”
And
“What countries were bases of operations for Al-Fatah in 19807?”

Semantic similarity measures contribute to several of the stages involved in QA systems.
These usually begin with question pre-processing to form a query. Some systems begin
with query expansion, in which multiple versions of the query are creating using WordNet
synsets of the terms in the original query (Quarteroni and Manandhar, 2006).

The next step involves retrieving a subset of documents from the collection that might
contain the answer to the question. This involves (explicitly or implicitly) some form of
query-document similarity measurement. The nature of the query means that a simple
vector-space similarity measure is capable of retrieving a set of documents containing

potential candidate answers from a realistically sized document collection. For example,
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PRISE is a large vector space model, which treats the documents and queries as a list of
words and returns a subset of documents from the collection ranked in order of their
statistical similarity to the query (Dimmick, 2000). Prise is freely available from the
National Institute of Standards and Technology (NIST) (NIST, Dimmick, 2000).
Having found documents which contain candidate answers to the question, it is necessary
to extract the relatively small pertinent material from the rest of the document. The
pertinent unit, referred to as a “snippet” may be a sentence or a short paragraph-sized
passage (Katz et al., 2007). Similarity measures may be used in this extraction process, one
example being a WordNet based measure used during the development of the YorkQA
system (De Boni and Manandhar, 2003 ). Some systems work at an even finer-grained
level, the “nugget”, when performing answer extraction. Nuggets are pieces of knowledge
at the phrase level.
Some systems use a separate ranking step incorporating similarity. An example of the
variation that can occur within this basically common approach, a web-base question
answering system from MIT CSAIL (Katz et al., 2005b) used the BLEU metric to identify
nuggets from sources such as Wikipedia, followed by TF*IDF similarity measurement to
rank candidates for relevance.
The final stage, answer formulation, also offers opportunities for similarity measures to
play a role. The set of documents returned by the IR stage may contain redundancy.
CSAIL overcome this with a similarity-based novelty component in the candidate ranking
stage (Katz et al., 2007).
Filtering has even greater relevance to dialogue-based question answering. As TREC
evolved, it introduced the task of dealing with a series of questions about a target, the final

one being the “Other” question. Dang (Dang et al., 2007) interprets it as:

“Tell me other interesting things about this target I don’t know enough to ask
directly”.
TREC 2007 emphasised the importance of not repeating information which had been
covered 1n answers to earlier questions in the series (Dang et al., 2007), making the task
more difficult. A simple approach taken by Intellexer (Bondarionok et al., 2007) stores the
sentences used to answer previous factoid and list questions, then trims them from the list
used for answer extraction. Use of a semantic similarity measure could reduce the size of

the list, whilst improving its coverage of paraphrased sentences.

1.3.3.4 Copyright and Plagiarism
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This is another area of interest to researchers at the MIT Computer Science and Artificial
Intelligence Laboratory (CSAIL). Their approach to detecting copyright infringement
(Uzuner et al., 2004) was shaped by US copyright law which protects the form of
expression of material but not the underlying facts or ideas. Consequently, they evaluated
syntactical or style features as a method of identifying infringement and compared its
efficacy with content similarity. In 2004 they used decision trees trained with 23 different
features from several different categories: Surface (e.g. average word length), tagged-text
(e.g. distribution of unique POS tags), parsed-text (e.g. frequency of imperatives),
Semantic (e.g. frequency of uncertainty markers such as “maybe”). Interestingly from the
point of view of this thesis, the syntactic similarity measure showed a fair level of
agreement with the content similarity measure which used TF*IDF-weighted unigrams.
Combination of the two measures in general showed an improvement indicating use of
different information. The approach to experimental evaluation is also interesting. Human
evaluators rated pairs of news articles (from a repository in which articles had been
deliberately re-written with different levels of similarity). Participants evaluated (on
average) 6 pairs of documents given 15 minutes per evaluation. They were asked to rate
the pairs using a scale running from not similar = 0, slightly similar = 0.2, somewhat
similar = 0.4, pretty similar = 0.6, very similar = 0.8, to completely similar = 1. They also
provided the featural information used to build the decision trees. The study referred to the
human judgements as “ground truth.” However, there is no objective measure to establish
ground truth in semantic similarity so this term should be used with care.
Further work published in 2007 used multiple translations of the same literary work (e.g.
Madame Bovary) as the data set. This study drew its features from sentence-initial and
sentence-final phrase structures, plus 3 groups of features derived from verbs. The
theoretical background to the verb feature structures was derived from Levin’s alternation-
based verb classification system (Levin, 1993). This study did not require human

participants as it was already known which were the paraphrased passages.

1.3.3.5 Word Sense Disambiguation

Word Sense Disambiguation (WSD) is not an end in itself, but is an important component
of a number of NLP processes. Disambiguation by machine has been an area of interest
since the 1950s (Locke and Booth, 1955). By 1998 (Ide and Veronis, 1998) it was
recognised as an essential component in natural language understanding applications such
as message understanding (for example the automatic processing of e-mail messages) and

human-machine communication (potential NLP-based conversational agents). Ide and
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Veronis (Ide and Veronis, 1998) also identified other areas which WSD can contribute to,
including Machine Translation, Information Retrieval, Content and Thematical Analysis,
Grammatical Analysis (e.g. in POS tagging), Speech Processing and Text Processing (e.g.
in spelling correction). A similar list was also given in (Heylighen, 2001).
Experience at the MMU Intelligent Systems Group suggests that, even when using pattern
matching CAs without NLP processes, considerable effort is required in writing scripts to
resolve ambiguities.
By the mid 1990s word semantic similarity algorithms were being applied to WSD. For
example, a conceptual distance measure in a WordNet hierarchy used path length and
depth, relating the possible sense of the current word to its context, a small moving
window surrounding it in the text (Agirre and Rigau, 1995). This algorithm also takes
account of conceptual density, in treating concepts in denser parts of the hierarchy as
closer than those in sparser parts of the hierarchy.
Since 1998 the Senseval / Semeval conference series has been a focus of research
(Mihalcea and Pedersen). In a manner much like TREC, this conference series provides
test collections and a framework for the evaluation of WSD programmes. Since 2007 there
has been a migration from purely WSD to a broader range of semantic analysis tasks. One
such task is finding substitute words, closely associated with word sense disambiguation,
as it involves finding semantically similar words that fit the context of the original word
(Hassan et al., 2007). Hassan lists Lexical Acquisition, Question Answering and Text
Simplification as applications in addition to some of those listed earlier for WSD. The
approach uses a number of candidate ranking algorithms for semantic relatedness
(including LSA) and language modelling (to ensure the substitute is a good fit) combined
through a voting mechanism.
In recent years good quality parallel corpora have become available; parallel corpora
contain equivalent texts in different languages. This provides a rich source of information
for machine WSD algorithms because words do not fall into overlapping sets of
polysemous senses in different languages, therefore the translator has already performed
the work of disambiguation (Tufis, 2004). Tufis et al report that diversity and volume of
data is important and that using 6 languages from 3 different groups (Romance, Slavic and
Finno-Ugric) resulted in 75% accuracy in sense-clustering English words. The similarity
algorithm relies on semantically aligned WordNets in the different languages. Then, for a
pair of terms, the similarity is computed in terms of links between the members of parallel

synsets or links to the nearest common ancestor.
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Semantic similarity may be used in two ways for WSD; in a local context, between pairs of
word or in a global context in lexical chains (Mihalcea and Pedersen, 2005). The local
context involves calculating the similarity between the current word and the senses of
words to the left and right. Mihalcea and Pedersen’s example being that in the phrase
“plant with flowers”, the sense flora has a higher similarity to flowers than the sense of
industrial machinery.
In the global context, a sequence of candidate words is selected for disambiguation.
Working through the sequence each word is disambiguated based on its semantic similarity
to the senses of words which have previously been disambiguated in the chain. Mihalcea
and Pedersen’s example in this case being that in the sentence beginning “A very long train

travelling along the rails . . .”

* Train is disambiguated as public transport (as opposed to an order of things, a piece
of cloth)

* After which Travelling is disambiguated as change location (as opposed to undergo
transportation)

* And consequently Rail 1s disambiguated as a bar of steel for trains (as opposed to a

barrier, a small bird, express objections or criticisms in abusive language etc.)

Lexical chains have been reported as achieving between 60% and 90% accuracy.

A philosophical and forward-looking study by Heylighen (Heylighen, 2001) investigated
the potential value of large-scale associative networks, constructed through web-mining for
disambiguation. Heylighen pointed out the lack of semantic primitives (grounding) from
which meanings can be constructed, emphasising that the meaning of a word is derived
from the whole of its associative relations with other words. This work is concerned with
associations rather than similarities between words. Although it is pointed out that one way
to measure similarity would be through association strength, he pointed out that the vector-
space method is likely to be more reliable. Heylighen also observed problems of symmetry
(mouse 1s more strongly associated with cheese than vice-versa) and transitivity (cat is
strongly associated with mouse but following a link from cat through mouse to cheese
falsely implies a strong association between cat and cheese). This is a re-iteration of two
problems discussed by Tversky (Tversky, 1977). He also noted that the relative values of
associations are more important than absolute values when it comes to practical linguistic
tasks.

One experiment reported in the paper involved clustering the 150 most frequent nouns

using the association matrix — this grouped most of them into one of 9 superclasses.
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Blurring between association and semantic similarity occurs in the discussion of other
work where an association matrix was used to model semantic priming, where “...the
degree to which one word can prime another word in a psychological experiment is
correlated with the degree of semantic similarity between word vectors.” [from the
association matrix]. Similarity occurs more explicitly in the process of disambiguation.
This involves creating a spreading activation from the association matrix, so that words
occurring in the text activate neighbours (with portions of the activation being passed on to
successive neighbours of activated words). The similarity between the activation vectors
for the word senses of the ambiguous word and the activation vector of the surrounding
words can be calculated, using the most similar sense vector to select the actual meaning of
the word. Heylighen also proposed modified association network which could be used to

optimise links between pages and to create web indexes.

1.3.3.6 Data Cleansing and Ontology Alignment

Similarity measurement has a role in the identification and automatic elimination of errors
in real-world data sets. Even with reasonable diligence at the data capture stage error rates
of 5% have been reported (Maletic and Marcus, 2000). The application of data cleansing is
particularly important in merging (Maletic and Marcus, 2000) or linking large databases
(Liang et al., 2003).

Maletic and Marcus (Maletic and Marcus, 2000) used similarity measures to form clusters
and consequently identify outlier records. Two approaches were used, Hamming distance
based on empty / non-empty and the Euclidean distance between fields in the records.

A more thorough approach by Liang (Liang et al., 2003) emphasised domain specific
similarity and split the problem into two levels: defining similarity metrics for each field in
the record and defining a function for combining the individual field measures. String edit
distance was described as a basic approach at the field level, but it was proposed that
different functions could be developed for data such as names and addresses. An
alternative n-gram (at the character level) field measure underlines the position of Liang et
al that most errors will be typographical during data entry. An n-gram is a sequence of
contiguous symbols found inside a longer sequence. The form of n-gram which is most
relevant to this thesis is the word n-gram, a sequence of words extracted from a short text
or a document.

The similarity measures described are highly simplistic compared to semantic similarity. It

is possible however, that semantic similarity could contribute to this process. Short text
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similarity, in particular, could contribute to applications where the databases contain free
text fields.

Ontology alignment is a related area of work. An ontology is “a rigorous and exhaustive
organisation of some knowledge domain that is usually hierarchical and contains all the
relevant entities and their relations” (Princeton).

Formal Concept Analysis (FCA) is a technique for automatically constructing Ontologies
from a collection of entities and their attributes. It discovers clusters of entities and the
clusters of their shared attributes. Similarity between concepts has been identified as an
important process for FCA (Formica, 2008). It is particularly important for ontology
merging and alignment which Formica described as time consuming and error prone. This
study uses the information-based semantic similarity measure from Lin (Lin, 1998). In
FCA a concept has an Intent and an Extent, and sets of object and attribute components. In
Formica’s proposal, similarity between concepts is calculated as the weighted sum of
similarities between the Intents of the two concepts and the Extents of the two concepts.
Whilst this work is an interesting proposal, there is no significant evaluation, only a few
worked examples are given.

Perhaps the most interesting application of STSS to databases 1s in allowing queries to be
expressed in natural language, although this field is still in its infancy (Glass et al., 2004,
Owda et al., 2007).

1.3.3.7 The Semantic Web

The Semantic Web is a framework for sharing data located in ontologies on the web
between different users or different applications.

The key role of ontologies was identified by Hu et al. (Hu et al., 2008), who observed that
there is a proliferation of ontologies on the web (in excess of 10,000) and that a number of
ontologies may deal with overlapping or even identical domains. Interoperation is
desirable to exploit the full range of information available and this requires alignment
(discovering semantically similar entities in different ontologies). Again the simplest
approach is string matching through edit-distance type measures. However Hu reported
these have been supplemented with domain knowledge in fields such as biology and
geography. Hu et al. used a string metric similarity metric proposed by (Stoilos et al .,
2005) which takes account of differences as well as similarities (corresponding to
Tversky’s contrast model). Hu et al developed the process by partitioning the ontologies
into blocks and finding high similarity alignments between blocks known as anchors. In

discovering anchors, they looked for similarities between entity names using an



45
improvement on edit-distance metrics. A cosine measure of similarity between structures
in ontologies was also used to tune the alignment measure.

A related piece of work, falling between Ontology Alignment and Information Retrieval
involved constructing hypertext links within and between newspaper articles (Green,
1997). This work represented text units at the paragraph level in a document by lexical
chains (sequences of semantically related words in the paragraph); the chains having
density values which indicate their importance to the paragraph. A simplistic 3-level
WordNet-based measure was used for relatedness between words in a chain, the levels
being Extra Strong (identical word), Strong (in the same synset) and Regular (connected
by a path with a maximum of 5 links).

Similarities between lexical chains were calculated using a similarity coefficient (the dice
coefficient was used in the publication). HTML links were then inserted based on the
similarity calculations. A vector-space measure of similarity between documents was used
for generating links between units of text in different documents. This measure had a
vector whose elements corresponded to WordNet synsets and whose elements contained
weights calculated from the frequency of occurrence of the synset in the document.
Weights were calculated using a function from Salton’s SMART algorithm (Salton and
Allan, 1993).

An ontology enrichment process was described by Faatz and Steinmetz (Faatz and
Steinmetz, 2002). This involves building a text corpus by querying the web using terms
extracted from the ontology, then extracting statistical information from the corpus to
provide contextual information about the terms. The intended outcome is the automatic
discovery of new concepts (from the corpus) which extend the ontology. Similarity
measures play a role in selecting candidate concepts according to their similarity to
concepts already in the ontology. Semantic similarity is measured between the verbal
descriptors of concepts and takes the form of a distance measure between weighted, sparse
vectors.

There is significant interest in a process known as “ontology mapping” in which the
original ontologies remain unchanged. Su and Gulla described the challenges raised by
working with the semantic web in which numerous ontologies describe the semantics of a
large quantity of data distributed throughout the web (Su and Gulla, 2006). They related
that there is no single shared ontology that can be adopted by all users, hence the need for
interoperability between heterogeneous systems. Their method, described as “semantic
enrichment”, calculates the similarity between pairs of concepts or pairs of relations in two

different ontologies. Enrichment involves building enriched feature vectors for the
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concepts in the ontologies by incorporating information from document sets associated
with each ontology (documents are associated by a document classifier stage). Similarity
was calculated as the cosine between vectors, with an adjustment stage involving a path-
length-based WordNet similarity measure, preceded by POS-tagging. Su and Gulla
specified that this stage covered only nouns, verbs and adjectives.

Another approach to computing semantic similarity across separately maintained
ontologies (without constructing a shared ontology) used a composite similarity measure
(Rodriguez and Egenhofer, 2003). One interesting feature of the measure was that
Rodriguez and Egenhofer adopted Tversky’s model in order to accommodate their view
that asymmetry is important in this application. The similarity model itself had 3
components: word matching (common and different words between synsets denoting the
entity classes), feature matching (between feature sets of the entity classes) performed with
string matching algorithms and semantic neighbourhood matching. This was based on the
number of similar classes within the semantic neighbourhoods of the two classes being
compared. The semantic neighbourhoods themselves are derived by synset or feature
matching and make use of path length.

Rodriguez and Egenhofer were critical of prior work on semantic similarity stating “There
are few studies that have addressed the quality of results of similarity assessment.” The
exceptions they noted were Jiang & Conrath, Miller & Charles and Resnik. However it
should be noted that their own work contained a very small evaluation (a task taking a
maximum of 10 minutes) and there would be serious questions about scaling up their small

ad hoc ontology to the real world.

1.3.3.8 Other work involving the Web and Similarity

In a survey of web-based metrics (Dhyani et al., 2002), 3 different classes of web page
similarity metrics were identified: content-based, link-based and usage-based. They further
decomposed content-based measures into term overlap and vector-space methods. The
link-based methods were described as derivatives of bibliographic measures based on
shared citations or co-citation (where a third paper cites both papers being compared).
Usage-based methods derive their information from web server logs.

Since the inception of extensible markup language (XML), which allows documents to be
marked up and shared via the web, there has been an interest in measuring the semantic
similarity of XML documents. There is particular interest in using this facility for
business-to-business communication via the web, for example communicating process

through a supply chain.
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Semantic similarity has been used for matching XML schemata, by combining established
similarity measures using neural networks (Jeong et al., 2008), string similarity, token
similarity and token synonym similarity (Saleem et al., 2008). A variety of methods have
been evaluated for increasing interoperability of data exchange through XML messaging,
including LSA, tree edit distance, cosine measure and two kernel string similarity
functions (Jeong et al., 2009). At a fine-grained level similarity has played a role in
clustering of segments of XML documents (Langer et al., 2004), using the K-nearest
neighbour technique. The related task of integrating web taxonomies has used a cosine
measure for extracting fine-grain semantic relationships (Wu et al., 2007).
The processes of clustering and classifying across a range of web materials are of interest
in their own right. Grimnes (Grimnes et al., 2008) used a graph distance measure to cluster
objects from the semantic web, Roussinov (Roussinov and Zhao, 2003) used construction
of a WordNet-like ontology to cluster messages generated through electronic
brainstorming sessions and Sahami (Sahami, 2006) used a Cosine measure to find
recommendations for web communities for users to join. Sahami’s study went beyond
social networking to consider record linkage and short text similarity in general. Another
feature of this work was query expansion — expanding the semantic vectors with contextual
material found by search engine lookup. Query expansion was also investigated by
Zelikovitz (Zelikovitz and Hirsh, 2000) for short text classification. This used a classic
TF*IDF cosine measure, but expanded the semantic vector using a joint set of unlabelled
background knowledge. This is a recurring theme throughout activities like question
answering - how to exploit the enormous base of information available through the web
and other ontologies without performing large scale human classification or labeling of the
data. Another technique, Approach to Determining Semantic Similarity (ADSS) (Han et
al., 2006), also exploits contextual information for ranking interconnected entities returned
by a web search (which the authors describe as more difficult than straightforward
document ranking). This technique computes similarity using extracted features.
A verb similarity measure from Wu & Palmer has been adapted for linking (Halkidi et al.,
2003 ) and indexing (Desmontils and Jacquin, 2002) websites. Wu & Palmer’s approach
calculated similarity using a path length measure in a conceptually structured ontology that
made use of Levin class properties such as motion, force, contact, change-of-state and
action (Levin, 1993), so clearly some adaptation is needed for their measure to cover other
word classes. Both Halkidi and Desmontils use the Wu & Palmer measure with WordNet.
Two quite unusual approaches round off this section. The first is intended for use with very

short texts (2-3 words) and is intended for search engine queries. This technique (Chien
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and Immorlica, 2005) makes no use of the verbal content of the terms, but computes
similarity by correlating temporal features (frequency functions). Example very short texts
are weather channel and national weather service.

Pointwise Mutual Information and Information Retrieval (PMI-IR) was a technique
originally proposed by Turney (Turney, 2001b) to use semantic similarity to find
synonyms on the web. This was followed by a debate as to whether the technique could
find good answers to subcognitive questions posed in a Turing Test (French, 2001, Turney,
2001a). This technique relied on the AltaVista search engine. Investigative work for this
thesis found the feature in AltaVista to be either removed or no longer working reliably.
Correspondence with Turney indicated that there was no alternative strategy. Recent work
by Inkpen (Inkpen, 2007) suggests that a variant of PMI-IR, SOC-PMI, (Second Order Co-
occurrence PMI) may be viable using smaller corpora than the web, such as the British

National Corpus (BNC - which is a large corpus in its own right, but smaller than the web).

1.4 Key Concepts

This section discusses some concepts which are crucial to the work in the following
chapters. In the first instance it considers whether STSS algorithms should be tested using
grammatically correct sentences or with the more haphazard utterances that occur in
human conversation. It continues with the distinction between similarity and relatedness,
which are sometimes used interchangeably, examines the background of existing text
similarity measures and summarises prior work on evaluating CAs. This leads to important

questions which must be addressed to evaluate STSS measures.

1.4.1 Short texts or sentences?

The work in this thesis springs from the new STSS algorithm (now known as STASIS)
developed by the MMU intelligent systems group, first published in 2004 (Li et al., 2004).
Because the application was intended to be in dialogue, where user utterances are often
grammatically incorrect (Michie, 2001), the algorithm was designed not to depend on
recetving properly-formed sentences as input. Also, the only other algorithm at the time
that could be applied to short texts, LSA, did not require sentences as input. (The LSA
portal has an option for “sentence-to-sentence” comparison but does not require the two
“sentences” to be valid.)

At that time it was anticipated that the NLP community would respond with alternative
measures using techniques such as parsing, disambiguation etc. that would require

properly-formed sentences. Therefore, for two reasons it was decided to seek valid
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sentences when collecting the materials to form the Gold Standard datasets developed in
this thesis.

The first reason was to facilitate fair comparison between NLP-based and non-NLP based
algorithms, by factoring out the stage of sentence-repair that would be required for NLP-
systems (as automatic sentence-repair algorithms may introduce their own errors). The
second reason was for the benefit of participants, who could find “hedging” instructions
which were asking them to produce something like a sentence, but not necessarily a correct
sentence, somewhat ambiguous.

In fact, virtually all of the STSS work since 2004 has been influenced in some way by
either STASIS or LSA and consequently has not required grammatically correct sentences.
However, these datasets leave the door open for future developments using NLP to be
compared with other algorithms. Furthermore, explanation of the operations of STASIS
and LSA will show that current algorithms are not given any unfair advantage by

restricting the dataset to valid sentences.

1.4.2 Similarity vs. Relatedness, Antonymy and kinds of similarity

Empirical studies suggest that semantic similarity is a little more subtle than has been
assumed. Some draw a distinction between “similarity” and “relatedness” (Resnik, 1999,
Vigliocco et al., 2002a). Resnik gives an example: cars and gasoline seem more closely
related than cars and bicycles, but the latter pair is more similar. Although Resnik specifies
semantic similarity as a special case of semantic relatedness, Charles has used relatedness
to describe degrees of similarity in an empirical study (Charles, 2000 ).

Four forms of similarity are described by Klein and Murphy (Klein and Murphy, 2002):
Taxonomic, Thematic, Goal-derived and Radial. Taxonomic similarity is the foundation of
Noun similarity studies, following ISA relations through a structure such as WordNet. Cars
and gasoline are a good example of Thematic similarity (related by co-occurrence or
function). Goal-derived items are connected by their significance in achieving some goal
and Radial items are connected through a chain of similar items, possibly through some
evolutionary process. The context in which the similarity judgment is made could result in
any of the forms dominating the decision.

In some studies Semantic Distance (difference) is measured. Distance can be thought of as
dissimilarity - the counterpart of semantic similarity. So if a study measures distance, it is
taken as having measured similarity, by applying an inversion operation (Tversky, 1977)
or by looking for a negative correlation with distance instead of a positive correlation with

similarity (Miller and Charles, 1991).
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The concept of similarity may in itself be asymmetrical, depending on the circumstances in
which items are presented. According to Tversky, “A man is like a tree” and “A tree is like
aman” are interpreted as having different meanings (Tversky, 1977). Gleitman et al
(Gleitman et al., 1996) claim that the structural position of the noun phrases set them as
figure and ground or variant and referent, leading to the asymmetry.
Most studies use similarity measures on a scale running from 0 to a specified maximum
value, typically 4. However this rating scale has no capacity to represent oppositeness
(antonymy) as more different than having no similarity at all. Antonyms also generate high

similarity values with co-occurrence measures (Miller and Charles, 1991).

1.4.3. Origins of Semantic Similarity measures

1.4.3.1 Euclidian Distance

A Euclidian distance measure assumes that the items (e.g. sentences) are located at two
distinct points (p, g) in an n-dimensional semantic space. Each dimension of the space
represents an attribute used in judging similarity. Calculating the Euclidian distance

(equation 1.3) between the two points provides a measure of semantic distance (d).

- (1.3)
dﬂ}Z[p, -¢F
i=1

Distance is treated as an unsigned scalar value and consequently similarity measures
influenced by this model are unipolar and unsuitable for antonyms. This model may prove
useful in qualitative descriptions of similarity but it is difficult to operationalise because
we have no notion of the number of dimensions and their units of measurement. Resnik
(Resnik and Diab, 2000) refers to human participants finding similarities of meaning
according to dimensions that we have not yet formalised. Vigliocco (Vigliocco et al.,
2002a) however, reports operationalising semantic distance as the Euclidian distance
between the two best responding input units in a feature space encoded in a Kohonen self-

organising map.

1.4.3.2 The Vector Space Model

Salton’s Vector Space Model (VSM) described a method for clustering documents in a
semantic space based on vectors of extracted terms (Salton et al., 1975). “Term” can mean
a single word or a contiguous phrase — for example Random Access Memory. It also

introduced a systematic method of identifying good terms, weighting terms based on their
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importance in a particular ontology and combining poor terms to synthesise better terms.
The model incorporates, Spirck-Jones™ (Sparck-Jones, 1972) TD/IDF approach.

The VSM continues to influence many developments in IR where textual items are
presented as unit vectors and similarity is calculated as the cosine of the angle between
them (Cardie et al., 2000), (Erkan and Radev, 2004), (Kimura et al., 2007), (Yeh et al,
2008), (Saggion et al., 2003), (Hatzivassiloglou et al., 2001, Park et al., 2000).

Under the Vector Space model, each text (document) 1J;, is represented by indexing terms
Tj which are weighted according to their importance in indexing the document, resulting in

a vector which represents the document (equation 1.4):

p=ld d..4d..4) (1.4)

{12722 73"

where the document has 7 indexing terms and d;; represents the weight of the jth term.

In the simplest case the weights can be restricted to 0 or 1 representing the absence of
presence of the term in the document.

The Vector Space model uses the TF*IDF term weighting method (Sparck-Jones, 1972)

for calculating the weights used in the vectors (equation 1.5):

INU
7F * IDF = TF bword ) 10 1.5
T Gvora) (1)
Where TF = total frequency of words in each text unit, TNU = total number of text units,
DF = document frequency (the total number of text units each word appears in)
(Hatzivassiloglou et al., 2001)
Salton specified the inner product or cosine measure as the way of computing the

similarity between the two vectors. This may be computed by equation 1.6:

| DD, |

| D, || D, | (16)

simlp, D )=
Although the VSM has been used as the basis of measuring ST similarity, it suffers from a
serious weakness — it 1s a lexical measure. The elements of the vector concern words as
symbols and do not have any knowledge of their meanings. At best, operations such as
stemming or lemmatisation (Manning et al., 2008) are used to reduce inflections of a
particular word to a single form. Such measures have been criticised as working poorly
when there is little word overlap (Jeon et al., 2005).

Other disadvantages of this technique for sentence measures are inefficiency (many

null entries in the vectors) and exclusion of useful function words (e.g. this, not etc.)
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1.4.4 Fundamental Models of Short Text Semantic Similarity, STASIS and LSA
The bulk of the work described in this thesis concerns the creation of datasets for the
evaluation of STSS measures. At the inception of the work there were only two measures
which were clearly and intentionally useful for STSS, STASIS and LSA.
Bearing in mind the need to evaluate the datasets (or at least illustrate their use), STASIS
and LSA were chosen for use throughout this thesis.
Following the larger-scale publication of STASIS (Li et al., 2006), there has been a flurry
of work in the STSS field. Virtually all of this work has been inspired in some way by
either STASIS (combining word similarities derived from WordNet path lengths, using
short word vectors and joint word sets, or using word order information) or LSA (by
actually incorporating LSA as a component).
In fact, by far the majority of subsequent work in the field is either derivative from or
influenced by STASIS (Ferri et al., 2007, Tsatsaronis et al., 2010, Min et al., 2006,
Gacitua-Decar and Pahl, Huang et al., 2008, Capuano et al., 2009 , Inkpen, 2007,
Achananuparp et al., 2008, O'Shea et al., 2009, O’Shea et al., 2008, Liu et al., 2007a) or
LSA (Tsatsaronis et al., 2010, Inkpen, 2007, Feng et al., 2008, Pilato et al_, 2009, Augello
et al., 2008) in some way. This endorses the decision to use STASIS (the most seminal)
and LSA (the most different from STASIS) as vehicles for demonstrating the evaluation
and comparison processes. Other processes used in STSS measures such as string matching
stray away from true semantic similarity into surface lexical similarity (Stoilos et al.,
2005).
Due to the importance of these two models to the work in this thesis, their algorithms are

discussed 1n detail in the following two sections.

1.4.4.1 STASIS

STASIS (Li et al., 2006) was specifically designed to overcome the problems of high
dimensional vector-space models. Its key features are: short vectors derived only from the
words in the STs, use of function words, specific word forms (no stemming/lemmatisation)
and exploitation of word order information. Function words are high-frequency closed-
class words e.g. articles and auxiliary verbs. In the two sentences “Could you pass the
salt?” and “Did you pass the salt?” a single word changes the speech act (Austin, 1975),
the overt meaning and the subtle implications of the basic propositional content.

Figure 1.2 shows the two stages used to calculate the overall semantic similarity:
construction of two vectors (semantic and word-order), followed by combination of the

similarity information obtained by the vectors. In the following examples, taken from (Li
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et al., 2000), the lexical database, corpus and word similarity measure components can be
replaced by alternatives, although the authors recommend using their own word similarity

measure (Li et al., 2003).

Figure 1.2 STASIS sentence similarity computation diagram
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Construction of the Joint Word Set
Equation 1.7 describes a joint word set T derived from all of the distinct words in two short

texts, T1 and T2.

r=rorf={w w, -« w_} (1.7)
For example, given T1 and T2:

T1:  RAM keeps things being worked with.
T2:  The CPU uses RAM as a short-term memory store.

The joint word set, T is:
{RAM keeps things being worked with The CPU uses as a short-term memory store }

Formation of the Lexical Semantic Vectors

A lexical semantic vector § is derived from the joint word set for each short text. The
dimensionality m equals the number of words in the joint word set. Each entry,
§(i=1,2,...,m), is determined by the semantic similarity of the corresponding word in the
joint word set to a word in the short text.

The joint word set is scanned from beginning to end and one of two possible actions is
taken for each word

Case 1:If w; appears in the short text, §; is set to 1.
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Case 2:If w; is not contained in 77, a semantic similarity score is computed between w; and
each word in the short text 77, using the method described in (Li et al., 2003).
The most similar word in 77 to w; is that with the highest similarity score . If g
exceeds a preset threshold, then §, = ¢, otherwise §, = 0.
The threshold is used because it is assumed that below this level the values are merely
contributing noise.
Equation 1.8 shows how the words are then weighted according to their information
content (Resnik, 1999), on the assumption that word frequency influences the contribution
of the individual words to the overall similarity. Entropy measures are calculated using the

Brown corpus, although other corpora such as BNC could be used if desired.

s, =5(w)d(W,) (1.8)

Where /(w,) is the information content of a word in the joint word set and /(w,) is the

information content of its associated word in the short text. Therefore both words make
distinct contributions to the short text similarity based on their individual information

contents.

Calculation of the Semantic Similarity component
Having generated the semantic vectors, s1 and s2, the semantic similarity (.5;) between the
two short texts can be calculated using a cosine-like measure between the two vectors,

using equation 1.9:

Ss =__1 2

8, I8,
||SJH [Wsz” (1.9)

Formation of the Word Order Vectors

The following sentence pair is an extreme case illustrating the importance of word order:

Vi A quick brown dog jumps over the lazy fox.

Fi A quick brown fox jumps over the lazy dog.

Any measure which uses words alone without taking account of position will classify them
as identical in meaning, yet this is clearly not the case. The joint word set for the two

sentences 1s:

1I'= {A quick brown dog jumps over the lazy fox }
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Each word in 77 and 77 is assigned the order number that the word appears in the sentence.
For example, in 7 the index number is 4 for dog and 6 for over. A word order vector is
generated from the joint word set for each short text 77, 7 (ry, r respectively).

For example, r; is constructed by scanning the joint word set from beginning to end and

taking one of two possible actions for each word.

Case 1:  Ifw, appears in 7 the corresponding word ry; is set to the index of w;in T

Case 2:  If w,is not contained in 77, a semantic similarity score is computed

between w; and each word in the short text 7} to find the most similar word w, with a

similarity score ¢. If ¢ exceeds a preset threshold, then the entry of w; in r; is filled with

the index number of w, in 77, otherwiseit is set to 0. Applying this in the example

produces the vectors:

rn={1234567809)
rn={123956784)

Calculation of the Word Order Similarity component
Equation 1.10 shows how word order similarity is (S,) calculated as the normalised

difference in word order:

- H"l _'"ZH

| "
[r, + (1.10)
Thus it takes account of the number of shared words, their order, the distance between

them and the overall length of the texts. A rationale for this metric with a worked example

is provided in (Li et al., 20006).

Calculation of Overall Sentence Similarity

The overall similarity of the two sentences is determined by adding the semantic similarity
component and the word order component with a desired range of 0 to +1. Both
components produce values in this range and the word order component is considered to
contribute less than the semantic similarity component and the desired range. Therefore the

components are combined using equation 1.11:
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S, T,)=d85 +(1-9)S,

(1.11)
Substituting for S, and S, gives equation 1.12:
DURALY A RN el
”51” EUSzH Hrl % rz“ (1.12)

The parameter & (which adjusts the relative contributions of semantic and word order) is

in the range 0.5 <8 < 1; a, P and & are all chosen empirically.

1.4.4.2 LSA

Latent Semantic Analysis (LSA) is a theory and method for extracting and representing the
contextual-usage meaning of words by statistical computations applied to a large corpus of
text (Landauer et al., 1998). Although it is designed for document retrieval, one by-product
is a facility for submitting sentences to the LSA website for similarity measurement
(Laham, 1998). LSA requires two stages, construction of semantic space, then calculation

of the cosine of the vectors representing the pair of STs under consideration in the space.

Construction of the high dimensionality Semantic Space

Once the space has been created it can be re-used repeatedly to process queries. There are a
number of stages involved in construction. The following example 1s taken from (Landauer
et al., 1998) and (Deerwester et al., 1989).

The text is pre-processed to identify potentially useful words and phrases using cues such
as punctuation marks, function words and parenthetical phrases. This is followed by
stemming to reduce word variants into a single semantic form, using heuristics with
exception lists.

The words are used to compile a lexicon and parsing is applied to discover potentially
useful phrases. Function words are stripped out and a term-by document matrix is
constructed. Terms that occur in more than one document appear as rows in the matrix and
the documents themselves appear as columns. Each cell in the matrix is a count of the
number of times the term occurs in the particular document. Table 1.1 shows a small
matrix built using 12 terms from 9 documents.

In this case the “documents” are titles, (short texts). For example C1: “Human machine
interface for Lab ABC computer applications” is responsible for the value of 1 entered in
the cells for Human, Interface and Computer in column C1. Shannon’s entropy measure

(equation 1.13) is used to weight the counts in the cells, followed by normalisation.
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Hlp]=—ploglp] (1.13)
Documents
Terms 1 et C3 C4 L3 M1 M2 M3 M4
Human 1 0 0 1 0 0 0 0 0
Interface | 0 1 0 0 0 0 0 0
Computer | 1 0 0 0 0 0 0 0
User 0 1 1 0 1 0 0 0 0
System 0 1 1 2 0 0 0 0 0
Response 0 1 0 0 1 0 0 0 0
Time 0 1 0 0 1 0 0 0 0
EPS 0 0 1 1 0 0 0 0 0
Survey 0 1 0 0 0 0 0 0 1
Trees 0 0 0 0 0 1 1 1 0
Graph 0 0 0 0 0 0 1 1 1
Minors 0 0 0 0 0 0 0 1 1

Table 1.1 Term by document matrix

This large matrix is decomposed by Singular Value Decomposition (equation 1.14) into 3

other matrices:

X - ()S()Dol (1.14)

i) & Dy

So 1s a diagonal matrix of dimensionality m. At this stage the original term-document
matrix which has a dimensionality (t,d) can be reconstructed perfectly from the three new
matrices. Matrix 7 has dimensionality (t,m) and matrix Dy has dimensionality (m,d) and m
=min(t,d). The variable m represents the dimensions in the constructed semantic space. 7}
contains the terms as rows and the semantic space dimensions as columns. ), contains the
documents as rows and the semantic space dimensions as columns. Therefore both the
terms and documents can be represented as vectors in the same m-dimensional semantic
space. The next step is reduction of the dimensionality. The diagonal matrix .Sy has
dimensionality (m,m) (all non-diagonal elements are 0). As a result of SVD the members

of Sy are ordered by size (table 1.2).
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2.54

2.35

1.64

1.50

1. %1

0.85

0.56

0.36

Table 1.2 Diagonal matrix

Small elements of the diagonal matrix can be set to zero, then deleted with corresponding
reductions in the size of Ty and Dy The & largest elements remain unchanged allowing an

approximation of the original matrix to be reconstructed (equation 1.15).
X=X=1SD (1.15)

Setting a threshold of 2.5 retains the first 2 elements of the diagonal matrix (k=2) resulting
in a 2-dimensional semantic space shown in table 1.3. The generalising power of LSA can
be understood by examining the differences between X and X . Some cells increase in
value and some decrease. For example a cell with a value of zero (no occurrence of the
term in the document) may now contain a positive number (indicating that in the full

population of documents it should occur to some extent in this type of document).

Dimensions

Terms
Human 022 | -0.11
Interface | 0.20 | -0.07
Computer | 0.24 | 0.04
User 0.40 | 0.06
System 0.64 |-0.17
Response | 0.27 | 0.11

Time 0.27 | 0.11
EPS 03 [-0.14
Survey 0.21 | -0.27
Trees 0.01 | 0.49

Graph 0.04 | 0.62
Minors 0.03 | 045

Table 1.3 Diagonal matrix reduced to 2 dimensions
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So information about the terms is generalised and spread from one cell into a number of
related cells, which allows LSA to calculate a similarity even when no co-occurrence

exists between particular terms.

Similarity measurement

The term-with-term feature can be used to compare two short texts. A row in the semantic
space is formed for each short text. It is important to be able to measure similarity of texts

which did not appear in the original. A method for constructing a Pseudo-Object to do this
is disclosed in an LSA patent (4,839,853). The method involves identifying the terms from
the text which occurred in the original matrix X, multiplying by the term vectors and then

by the inverse of the singular values as in equation 1.16:

= AsT7em!
D, =M IS (1.16)
Once each text has a row vectorin X the cosine of the angle between these vectors (dot

product) is a measure of their similarity (equation 1.17):

XX =181 (1.17)

LSA’s performance is highly dependent on the choice of the parameter £ and the corpus
used to generate the semantic space. £ may be chosen empirically (Deerwester et al., 1990)
or through some external criterion of validity (Landauer et al., 1998) and is typically in the
range 50 — 1500. All of the examples on the LSA website use the corpus General Reading
Up to 1st Year College (with &=300 as their default setting).

This corpus consists of 37,651 different documents extracted from various textbooks,
novels, newspaper articles, and other information. After statistical analysis 92,409 terms

were identified and the semantic space contains 419 dimensions.

1.4.5 Evaluation: Agents vs. Algorithms

There has been an interest in evaluating dialogue-based systems (in some form or other)
since the late 1990s. Although these early attempts provide an interesting background, this
section establishes that the applications themselves were so simple that there was little to
actually evaluate.

Early developments were largely driven by the need to evaluate Spoken Dialogue Systems
(SDSs) under development at the time (Lamel et al., 1997, Gorin et al., 1997, Bouwman
and Hulstijn, 1998, Bouwman et al., 1999).
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The applications at the time were quite trivial - for example, PADIS (Bouwman and
Hulstijn, 1998) routed a telephone call arriving at a switchboard to the correct extension or
retrieved other information such as an employee’s e-mail address. Other systems were
concerned with simple booking systems, for example for train tickets (Lamel et al., 1997,
Lamel et al., 2002). The main challenge in SDS systems was the accuracy of speech
recognition so it is unsurprising that the tasks dependent on this challenging component
were relatively simple. The dialogue from PADIS (Philips Automatic Directory

Information System) is a good example:

S1: PADIS. What can I do for you?

C1: I'd like to talk to Mike.

S2: So, would you like to talk to Mike Anderson?

C2: Yes, please.

S3: The extension 506 is busy right now. Can I do anything else for you?
C3: Oh yes. Can you give me the e-mail address of Mary, please?

S4: Which Mary do you want the e-mail address of?

C4: Uh, she is in the speech recognition group.

S5: So you want the e-mail address of Mary from the speech recognition group?
C5: Exactly.

S6: The e-mail address is . . .

In this system the employees were identified by name, title, gender or working group and
the dialogue shows the continuous checking of the information extracted from speech
recognition, because of the likelihood of errors. The characteristic features of such systems
are the simplicity of the task, the shortness of the transactions and the extreme
cooperativeness of the human participants.

Since the year 2000, there has been a growing interest in developing (and therefore
evaluating) embodied conversational agents (Cassell et al., 2000). The MIT media lab is a
centre of work on embodied CAs (Bickmore and Cassell, 2000, Cassell et al., 2001,
Cassell and Bickmore, 2003). ECAs in fact, do little to advance the field of dialogue. For

example this dialogue:

1. How about this weather?

2. I think winters in Boston are awful.

3. How do you like Boston?

4. Boston is certainly more expensive than it used to be.
5. So where would you like to live?

6. How many bedrooms do you need?

Etc.

illustrates the use of chatterbot-style social engagement combined with a linear attempt to

collect a very small number of attributes in order to make a property recommendation. The
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main focus of the paper it came from was an investigation of whether or not incorporating
social chat could foster trust in the agent by the user (Bickmore and Cassell, 2000).

Taking embodiment a stage further, gestures on the part of the agent, and recognition of
gestures by the user tend to make up for shortfalls in the actual process of dialogue

management, for example (user Tim, Agent Rea):

Tim says: “Show me the kitchen.”

Rea shifts the viewpoint to show the interior of the kitchen, and says “Itis a
modern kitchen.”

Tim says “I like blue tiles.” With a beat gesture on the word ‘blue’.

Rea responds by saying “Blue is my favourite color.”

Tim says “I like blue tiles.” With a beat gesture on the word ‘tiles’.

Rea responds by saying “I love tiles.”

kL]

In this passage, a beat gesture is “a small, rhythmic baton-like movement of the hands
indicating what is new in the speaker’s utterance (Cassell et al., 2001). Despite the
improvements in understanding of utterances that may come from the multi-modal
operation, the challenge of the tasks remained straightforward and basically linear in
nature.

By the middle of the last decade some more challenging application areas were being
attempted, for example advising users of digital document collections (Andersen et al,
2003), Intelligent Tutoring (Graesser et al., 2005), training children with hearing loss
(Massaro et al., 2000) and museum and gallery and other guides (Michie, 2001, Kopp et
al., 2005, Yuan and Chee, 2005, Le Bigot et al., 2004).

More recent developments have, by and large, failed to move on to realistically
challenging applications. There has been further work on museum and tour guides
(Robinson et al., 2006, Damiano et al., 2008, Misu and Kawahara, 2010, Thomson et al ,
2008) and virtual receptionists (Babu et al., 2006, Robinson et al., 2006).

There has also been an interest in the “softer” aspects of user-agent interaction. Interest in
affective behaviour dates back to 2003 (Mori et al., 2003), where galvanic skin resistance
and blood pressure were monitored by users playing a mathematical game with an agent
and different verbal and nonverbal behaviours on the part of the agent were investigated to
try and reduce users’ negative emotions.

Related work includes evaluation of the effect of two different non-verbal behaviours on
users’ emotional reactions (Kramer et al., 2007 ) and investigation of the agent as a social
entity (Babu et al., 2006). There was also research interest in applying conversational
agents to e-commerce in the early half of the last decade (Semeraro et al., 2003), which has

persisted (Semeraro et al., 2008, Matthews et al., 2008, Pu and Chen, 2006). However,
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reviews of recent work suggest that the scope of avatar-based selling interfaces remains
limited (McGoldrick et al., 2008).

A few exceptional systems address more serious topics. Goh et al. (Goh et al., 2007)
described a 5-layer architecture embodied CA to provide information about bird flu.
Despite its complexity (and heavy use of NLP processes) this system is basically a
question answering system, whose contribution is the searching and understanding of web
sources to find answers to user questions. This is illustrated in the following extract:

Isabel D1 : Have you heard anything about bird flu?

AINI D1 : Did you mean H5N1 avian flu virus, a global flu pandemic?

Isabel D2 : Yes.

AINI D2 : Why do you ask?

Isabel EI : Just want to know what is bird flu pandemic?

AINI _E1 : Bird flu or avian influenza is an infectious disease of birds ranging

from mild to severe form of illness. Some forms of bird flu can cause illness to

humans.

Isabel F1 : Can a pandemic be averted and how many has been confirmed?

AINI _F1 : Cumulative number of confirmed human cases of avian influenza

A/(H5N1) reported by WHO. More information at

http://www.who.int/csr/disease/avian_influenza/country/

cases_table 2006 03 21/en/index.html

Isabel F2 : Thanks for your information, can we talk about our future.

AINI F2 : My pleasure. I'm not sure how this related to Bird Flu?

Why don’t you ask me about How is bird flu transmitted to humans?
However, the system does not appear to have any diagnostic capability, even that required
by the simple checklist used in the UK by NHS direct for authorising the issue of tamiflu.
Given the complexity of this system it would be totally incapable of scaling up to the real-
world pressures experienced by the NHS direct website (BBC, 2009).
A review by Bickmore (Bickmore and Giorgino, 2006), which reports positively on the use
of the pattern matching technique, concludes that “health information and counselling
using natural language dialog . . . in some cases, are as effective as human health
providers” (although providing information and counselling largely boils down to
relatively straightforward question answering and Eliza-like techniques).
Some challenging applications have been tackled using the CA architecture shown in
figure 1.1. These include advising employees on bullying and harassment procedures and
leading them through the various stages of complaint required to end the behaviour
(Crockett et al., 2009). A second example reported in the same paper is assistance and
advice on student debt, which crucially leads the student through various alternative
processes required to pay off the debt. A third example, so far unreported (from the same
research group) leads people who wish to bid for a social housing property through the

necessary procedures. The common feature across these applications is that they are high
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stakes and may involve the users engaging in deceptive, manipulative, adversarial or even

confrontational behaviour with the agent to achieve an end.

1.4.5.1 Holistic Evaluation of Agents
A substantial amount of work has been done on evaluating agents as a whole. These break

down into 3 categories:

* Aspirational Subjective Measures
* Attempted Subjective Measures

*  Objective Measures

1.4.5.2 Aspirational Subjective Measures
A number of publications discuss very high level, abstract and subjective concepts which

would be very difficult to measure as a single attribute. The most common attributes are:

¢ Usability (Bouwman et al., 1999, Semeraro et al., 2003, Andersen et al., 2003,
Lamel et al., 2002, Walker et al.)

¢ User satisfaction (Bouwman et al., 1999, Yuan and Chee, 2005, Lamel et al., 2002,
McKevitt et al., 1999, Le Bigot et al., 2004)

* Agent credibility (Yuan and Chee, 2005, Cassell and Vilhjalmsson, 1999, Massaro
et al., 2000)

The first two are common (if difficult) attributes measured across the field of software
engineering (Fenton and Pfleeger, 1998). There are many more intangible and vague
attributes mentioned in studies, including: “Fun to talk with” (Kopp et al., 2005), “lovely,
pleasant, black humorous” (Yuan and Chee, 2005), “Intimacy, Benevolence” (Bickmore
and Cassell, 2000), “Comfort, Solidarity, Familiarity” (Cassell and Bickmore, 2003) and
“Trust, Uncertainty, Attractive” (Semeraro et al., 2003).

1.4.5.3 Attempted Subjective Measures
Some studies then go on to attempt to measure a subset of subjective attributes. These are
largely measured using Likert or Likert-like attitude rating scales. Attributes measured in

this way include:

* Ease of use/ Task ease (Lamel et al., 1997, Litman and Pan, 2002, Sanders and
Scholtz, 2000, Walker et al., 2001)
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* Ease of the user understanding the agent (Litman and Pan, 2002, Semeraro et al.,
2003, Lamel et al., 1997, Walker et al., 2001)

* The agent’s understanding of the user comprehension (Litman and Pan, 2002,
Semeraro et al., 2003, Bouwman et al., 1999).

* Various cognitive attributes related to comprehension and complexity (Cassell and
Vilhjalmsson, 1999, Andersen et al., 2003, Lamel et al., 1997, Bouwman et al.,
1999)

* Various attributes related to the reliability of the agent and the ease of correcting
misunderstandings (Bouwman et al., 1999, Lamel et al., 1997)

* Various attributes concerning the user’s expertise (of the domain or using the
agent) (Litman and Pan, 2002, Semeraro et al., 2003, Andersen et al., 2003, Walker
etal., 2001)

* The efficiency or effectiveness of the agent (Sanders and Scholtz, 2000, Lamel et
al., 1997, Semeraro et al., 2003, Andersen et al., 2003, Bouwman et al., 1999)

* Various attributes about command and control of the conversation (Cassell and
Vilhjalmsson, 1999, Lamel et al., 1997, Bouwman et al., 1999) (Semeraro et al.,
2003, Andersen et al., 2003)

* The pace of the interaction (Litman and Pan, 2002, Lamel et al., 1997)

*  Whether the agent behaved as expected (Litman and Pan, 2002, Bouwman et al
1999, Walker et al., 2001)

* How natural the agent’s behaviour seemed (Cassell and Vilhjalmsson, 1999,
Cassell and Bickmore, 2003, Sanders and Scholtz, 2000)

* Various positive emotional attributes (e.g. friendliness, enjoyment) (Semeraro et
al., 2003, Bouwman et al., 1999) (Cassell and Bickmore, 2003, Lamel et al., 1997)

* Various negative emotional attributes (e.g. boredom, fluster) (Bouwman et al.,
1999, Lamel et al., 1997)

*  Whether the user would use again (Litman and Pan, 2002, Bouwman et al., 1999,

Lamel et al., 1997, Walker et al., 2001) or prefer human service (Lamel et al.,

1997)

There were also a substantial number of attributes which occurred once or twice including
“like further help” (Bouwman et al., 1999), “narrative skills” (Yuan and Chee, 2005),
“needs improvement” (Lamel et al., 1997), “question answering capability” (Yuan and

Chee, 2005) and “how much willing to pay” (Bickmore and Cassell, 2000).
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1.4.5.4 Objective measures
Most studies include a set of objective measures. Generally speaking, there is a leap of
faith that these in some way reflect the aspirational subjective measures that appear at the
beginning of published studies. The only systematic and scientific approach was that taken

by the Paradise framework (Walker et al., 2001). Attributes measured in this way include:

* Dialogue / Conversation length (Bouwman et al., 1999, Cassell and Vilhjalmsson,
1999, Kopp et al., 2005, Walker et al., 2000, Walker et al., 2001, Le Bigot et al.,
2004)

*  Count of dialogue turns (Litman and Pan, 2002, Bouwman and Hulstijn, 1998,
Graesser et al_, 2005, Le Bigot et al., 2004, Walker et al., 2001, Walker et al., 2000,
Sanders and Scholtz, 2000)

* Various measures of success at utterance or task completion level (Bouwman et al.,
1999, Bouwman and Hulstijn, 1998, Lamel et al., 2002, Le Bigot et al., 2004,
Walker et al_, 2001)

* Various counts of errors, corrections or percentage error rates (Litman and Pan,
2002, Kopp et al., 2005, Bouwman and Hulstijn, 1998, McKevitt et al., 1999,
Bickmore and Giorgino, 2006)

* Various counts of correct actions by the agent (e.g. answering questions) (Yuan
and Chee, 2005, Semeraro et al., 2003, Andersen et al., 2003, Walker et al., 2001)

* Various speech recognition accuracy measures (Massaro et al., 2000, Graesser et
al., 2005, Lamel et al., 1997)

There were also a substantial number of attributes which occurred once or twice including
“mental workload” (Le Bigot et al., 2004), “learning gains” (in a tutoring system)
(Graesser et al., 2005), count of help messages (Lamel et al., 1997), percentage of time
user spent looking at (embodied) agent (Andersen et al., 2003) and user trust of agent
(using a standardised measure from psychology) (Bickmore and Cassell, 2000).

The most comprehensive set of metrics devised for CA evaluation is the Paradise
framework (Walker et al., 2001). This framework applied the process generally used in
Software Engineering (Fenton and Pfleeger, 1998) for deriving abstract, indirect attributes

such as User Satisfaction in terms of directly measurable attributes, using linear regression.
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1.4.5.5. Evaluation of algorithms
Despite all of the work described in section 1.4.5.4, black box measures of integrated
conversational agent systems do not provide much insight into the performance of a new
algorithm forming a component of a CA.
Suppose we wished to assess the performance of STSS vs. Pattern Matching in a CA. We
might build two systems using the two approaches and compare them on subjective
measures such as The agent’s understanding of the user or objective measures such as
Count of dialogue turns. However, using the two different approaches may lead to other
differences between the two agents during the build process. This is even more pertinent in
cases where agents developed by different research groups, using different algorithms, are
compared.
The count of dialogue turns may in itself be a component contributing to the indirect
measure user understanding, because poor understanding will lead to the user going down
blind allies, requiring corrective turns and also requests for clarification which will also
add turns to the conversation. Therefore any additional differences that lead to lack of
understanding will confound the comparison of the two algorithms embedded in the agents
(STSS vs. Pattern Matching). Specifically, differences in the verbal content of the
responses by the agent to the user, differences in the underlying model of the problem
domain and differences in the interface design may contribute confounding factors.
The consequence is that when a new algorithm such as STSS is proposed for incorporation
into CAs it must be thoroughly evaluated in isolation first (unit testing), to do otherwise
would be building on sand. Proper evaluation requires the use of appropriate statistical
methods, the creation of standard benchmark datasets and a sound understanding of the
properties of such datasets. This position is supported by work by (Mihalcea et al., 2006)
who evaluated 2 corpus-based and 6 knowledge-based word similarity measures before
incorporating one in a text similarity measure.
Because STSS is a novel approach, there are no established methods for evaluating such
measures. Also, because semantic similarity is characterised by human perception there is
no “ground truth” similarity rating that can be assigned to pairs of STs, the only way to

obtain ratings is through carefully constructed experiments with human participants.

1.4.5.6 Evaluating STSS measures
The evaluation of STSS measures is covered in depth in chapters 2 and 3. The two key

questions, which must be addressed to evaluate STSS, are:

(1) “What constitutes a correct semantic similarity assessment?”
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(i1) “What is a suitably representative data set?”

Experiments which require human ratings of psychological attributes such as similarity
largely depend upon techniques devised by psychologists for measuring human attitudes in
social sciences studies.

A crucial element in developing the measurement instruments (questionnaires etc.) and
procedures used in these studies is piloting (Oppenheim, 1992).

Given the difficulties involved in obtaining the ground truth in experiments capturing
subjective ratings, the pilot study (chapter 2) focused on devising the best experimental
techniques for obtaining the human ratings. Although the data set that was generated in
chapter 2 was restricted to a single type of dialogue act, it has been adopted as a Gold
Standard by researchers in the field. Chapter 3 set out to produce a more demanding data

set, which will have long-term value in demonstrating improvements in CAs.

1.5 Conclusions

An important part of reaching the conclusions of this chapter is to acknowledge a debt to
history. Since the publication of the original STASIS measure of STSS (Li et al., 2004, Li
et al., 2000), a number of new STSS measures have emerged (work reviewed in later
chapters of this thesis). Consequently, during this work there has been a constant
awareness of the need to find new, computationally efficient methods of improving STSS
measurement.

Much additional reading of the literature took place during the early phases of this work
which are not appropriate to report in depth. However, one chain of research must be
acknowledged. Beginning with an interest in the seminal work of Alan Turing (Turing,
1950), this led to later work by philosophers intent on debunking the Turing Test (Block,
1981), (Searle, 1980). Extended reading of the work of Searle led to the concept of the
speech act (Searle, 1969), and the equivalent Dialogue Act in the field of dialogue
management. This provided the inspiration for the work in chapters 4 and 5 on a factor—
base model in which the dialogue act is separated out from propositional content in a user
utterance.

The other chain of reading triggered by Turing’s work led backwards to the Cartesian test
for automatism (Erion, 2001) based on the 7raite de I'homme of René Descartes (1596-
1650), modern translation published in (Descartes, 1988). The philosophical chain also led
to the work of Gottfried Wilhelm von Leibniz (1646 — 1716), whose work led to the
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formulation of Leibniz’ Law, the Identity of Indiscernibles. This law states that two things
are identical if and only if they share the same and only the same properties. This may be
the first feature-based approach to similarity, leading to the work of Amos Tversky which
is a major influence on current views of similarity. This feature-based strand of similarity
work is practically embodied in Signal Detection Theory (Egan, 1975), used in chapter 3
of this thesis as an alternative measure to validate the ratings obtained for the new gold-
standard STSS dataset. So although the work of Alan Turing makes no explicit
contribution to the work described in this thesis, it has been profoundly influential in
fostering a deeper understanding of the field and the interconnected strands of philosophy,
psychology and neuroscience that permeate the work.

What is the outcome of the diverse reading of the literature reported in this chapter? The
evidence from the review of existing CAs supports the conclusion that no method is going
to emerge from their supporting technologies that will allow rapid, economical and
maintainable CAs to be produced on a commercial basis in the forseeable future. An
important distinction was made between the general field of CAs and Goal-Oriented CAs.
The general field of CAs is broad, encompassing diverse elements such as Embodied CAs
and telephone Automatic Speech Recognition systems. This general approach lacks the
focus, required to solve difficult real-world problems, that is provided in Goal-Oriented
CAs. However, despite their improved strategy, Goal-Oriented CAs inherit some of the
problems faced by the general class of CAs, therefore a paradigm shift is required to make
progress.

STSS is a promising technique but much work will be needed to develop suitable
algorithms, embed them in CAs and perform the necessary stages of evaluation.

The broadest possible coverage was given to the fields of similarity (in general) and
semantic similarity (in particular).

This was for two reasons. The first was to establish the credibility of similarity as a
fundamental attribute emerging from human experience of the world, which can also be
treated as a credible scientific variable, used in properly designed experiments and
amenable (to a reasonable degree) to numerical processing, statistical analysis etc. The
second was a reason ingrained in any scientific researcher — to determine whether the topic
being investigated has also been investigated by another branch of science and discover
whether experimental questions have been answered, problems solved or alternative
techniques developed that could be built on by the proposed work. Above all, to ensure
that the proposed contribution to human knowledge is indeed original in the wider context.

The review of various aspects of cognitive science proved particularly fruitful in solving a
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problem discussed in chapter 3, which had appeared intractable at the commencement of
the work in this thesis.

The evidence from the literature search also supported the position that similarity is a
human attribute that exists across a wide range of human experience and is relied on for
high-stakes real-world applications such as DNA matching. Furthermore, that although
more difficult to deal with than physical attributes such as mass, voltage and temperature,
it is capable of being put on a quantitative basis to a sufficient degree to support the use of
numerical measurement and processing by computer algorithms.

The literature also highlighted the importance of developing sound benchmark datasets for
the evaluation of similarity, and a good basis for developing STSS benchmark datasets was
found in prior work on word semantic similarity. It also revealed the importance of the
Gold Standard dataset, one which is produced using the best possible available techniques
and which becomes adopted as the standard by which future improvements are tested.
Finally, as stated in the opening remarks of these conclusions, the themes followed in the
literature led to the recognition of the fundamental importance of the Dialogue Act in

measuring similarity between short texts.

1.5.1 Relationships between chapters

Figure 1.3 outlines the relationships between the chapters comprising the thesis. The
literature search in chapter 1 investigates the role and properties of the attribute of
similarity across a wide range of disciplines. This establishes that the problems addressed
by this thesis have not been solved in other disciplines. It also provides the research
background to support Chapter 2 (material on word similarity, general similarity theory),
Chapter 3 (social sciences research methodology, Category Specific Deficits) and chapter
4 (Dialogue Acts)

Chapter 2 provides the first data set for benchmarking short text semantic similarity and
also supports the work of Chapter 3 by investigating the best experimental methods for
obtaining human similarity ratings. This is achieved by using a limited, but well studied (in
terms of semantic similarity), set of words as the source of sentences for the experiments.
Chapter 3 provides a full benchmark data set which aspires to be representative of the
English language as a whole. The codification of procedures in chapter 2 allows Chapter 3
to focus on representation, for example by promoting the use of diverse dialogue acts. The
experience gained with Dialogue acts in this chapter again supports the future work

performed in chapters 4 and 5.



Figure 1.3 The relationships between the chapters comprising the thesis

Chapter 1
Literature Search

A
Y

4

A 4

Chapter 2
v | Initial STSS
Benchmark

Dataset

A

Chapter 3
v New STSS

Benchmark

Dataset

r 3
7 3

A4

Chapter 4
New Model of

STSS and DA
classifier

Paths cross

A 4

¥ without
Chapter 5 connecting
Optimisation of
DA classifier
Chapter 6 Paths

Conclusions connect




71
Chapter 4 formulates a model of short text semantic similarity based on three factors:
Propositional Content, Dialogue Act and Valence. It then goes on to develop classifiers for
various types of question based on features drawn from function words. Consequently it
supports the work in chapter 5 which optimises the Dialogue Act classifiers by clustering
or grouping the function words by function (instead of alphabetically as in chapter 4). The
discussion, conclusions and recommendations for future work in chapter 6 are supported

by all of the preceding chapters.
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Chapter 2 Production of STSS-65, the first Short Text Semantic Similarity

dataset

For clarification, the production of the STSS-65 dataset and the corresponding section of
(Li et al., 2000) is part of the programme of original work conducted solely by the author
of this thesis. It is fully explained in (O'Shea et al., 2008) and (O'Shea et al., 2010).

STSS algorithms can play a crucial role in the development of Conversational Agents,
Dialogue Systems in general and Information Retrieval.

As they are collections of multiple complex components, there is a need for benchmark
datasets to evaluate STSS algorithms in isolation, before they are integrated into the
complete system. An investigation at the onset of this work revealed no suitable
benchmark datasets for performing such evaluation.

A literature search also showed no existing materials that were suitable for modification
for this stage of the work. The closest materials were a set of medical diagnosis sentences
(Rossell et al., 1988) and a set of sentences developed as part of a word similarity study
(Miller and Charles, 1991). However, these sentence sets were not suitable for adoption as
Rossell’s set contained short sentences which were unlike real dialogue and inspection of
the Miller & Charles set suggested there would be no high similarity pairs generated.
Therefore an alternative approach was devised.

Consequently, this chapter describes the production of the first STSS dataset, consisting of
65 sentence pairs with human ratings, which is referred to as STSS-65. Following an
analysis and critique of the present state of the art, the contributions fall into two
categories: a methodology for producing STSS datasets and use of this methodology to

produce STSS-65.

2.1 Contributions to research in the field

First, a procedure to create STSS datasets was designed combining the best known
experimental techniques from prior work in word similarity. In the process a number of
beliefs concerning word semantic similarity were examined. This chapter identifies those
which were relevant for use in creating an STSS dataset.

Second, the procedure was used to create STSS-65, a robust dataset which has since been
used in validating and benchmarking STSS algorithms. Since its publication (Li et al.,
2000), it has been adopted as Gold Standard benchmark for STSS by a number of
researchers (Kennedy and Szpakowitz, 2008, Islam and Inkpen, 2008 , Inkpen, 2007).
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Third, the influence of varying the state of two important factors namely Order and Anchor
(explained in section 2.8) on the collection of human ratings was investigated.
The data from these additional experiments was combined with data from STSS-65 in an
Analysis of Variance (ANOVA). The outcome of the investigation was twofold. STSS-65
was validated, as it was found to produce good results which were very close to the best
permutation of factors in the ANOVA analysis. However, the ANOVA analysis did
discover one combination of factors which produced the highest precision amongst the
human raters and this was statistically significant.
The final and possibly most important contribution of this chapter is to lay down a
procedure by which other researchers can contribute to the extension of the set of STSS
benchmarks. This is important for the exploration of additional features of the English
language, such as the influence of Dialogue Acts on perceived similarity. Creation of
additional STSS datasets is a highly labour intensive process and it is important to ensure
that the new STSS datasets are compatible, for example so that they can be combined with
integrity to produce larger training and testing partitions. The work in this chapter provides
a clear definition of an objective, repeatable process to support this.
The intention is that the disappointing history of word pair similarity, where the only
dataset which is widely accepted as credible is that of Rubenstein & Goodenough
(Rubenstein and Goodenough, 1965), will not be repeated.

2.2 Obstacles to the creation of an STSS dataset

In the absence of an established benchmark STSS dataset, initial testing of STASIS was
difficult and the need to produce such datasets was recognised. However, there are two
fundamental obstacles to the creation of an STSS dataset. The first is selecting a sample
that accurately represents the enormous range of Short Texts (STs) that can be composed
from the English language. The second is to obtain numerical ratings that accurately
represent human perception of similarity. Initially two primitive datasets were used, the
Natural Language Processing (NLP) literature set and the Paired Dictionary (PD) set. The
NLP literature set was developed by other members of the STASIS team, the PD set is an
early stage of the work in this chapter. These will be discussed in the next two sections to

illustrate the difficulties involved in creating a suitable STSS dataset.
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2.2.1 The NLP Literature set
The NLP Literature set used a set of sentence pairs gleaned from NLP literature which
were published as exemplars of varying degrees of similarity (Li et al., 2006). A table

showing the sentence pairs with STASIS similarity ratings is reproduced in table 2.1.

Sentence Pair Similarity | Sentence Pair Similarity

1. Tlike that bachelor. 0.561 2. Thave a pen. 0
I like that unmarried man. Where do you live?

3. Johnis very nice. 0.977 4. Red alcoholic drink. 0.585
Is John very nice? A bottle of wine.

5. Itisa dog. 0.739 6. Red alcoholic drink. 0.611
That must be your dog. Fresh orange juice.

7. Itisadog. 0.623 8. Red alcoholic drink. 0
Itis a log. An English dictionary.

9. Itisa dog. 0.790 10. Dogs are animals. 0.738
Itis a pig. They are common pets.

11. I have a hammer. 0.508 12. Canis familiaris are animals. |0.362
Take some nails. Dogs are common pets.

13. Thave a pen. 0.129 14, Red alcoholic drink. 0.420
Where is ink? Fresh apple juice.

15. A glass of cider. 0.678 16. I have a hammer. 0.121
A full cup of apple juice. Take some apples.

Table 2.1 STASIS similarity measurements for the selected NLP sentence pairs

The fundamental problem of the NLP examples is that there was no set of human similarity
measurements to compare the algorithm with. It relied on a qualitative judgment by the
reader (Li et al., 2006) that “the similarities in the table are fairly consistent with human
intuition.”

A second problem 1s that NLP sentence pairs can be examples of difficult cases, chosen to
stress test assumptions about the language. On inspection, the pairs in table 2.1 do not
appear to be a representative test of the kind of short texts that algorithms may actually be

called upon to compare in real dialogue.

2.2.2 The Paired Dictionary Set

The Paired Dictionary (PD) approach to producing an STSS dataset produced a more
varied set of ST pairs by using a partly randomised sampling technique. However, if pairs
of STs are sampled purely at random from the whole potential population then the likely

outcome will be a Zipf-like power law distribution (Li, 1992) of similarity vs. frequency.
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That is, there will be an extremely low proportion of high similarity pairs and a very high
proportion of low similarity pairs. Unless a very large sample is taken, purely random
sampling is unlikely to lead to any high similarity pairs at all.
To increase the likelihood of obtaining medium and high similarity pairs in the PD dataset,
an ST pair was composed from dictionary definitions of the same word from two different
dictionaries, the Concise Oxford English Dictionary (Pearsall, 2001) and the Collins
English Dictionary (Hanks et al., 1986). One hundred target words for the dictionary
lookup were selected using the book ‘Alice's Adventures in Wonderland’, by taking the
first five occurring words beginning with ‘a’, ‘b’, ‘¢’ and ‘d” and the first four occurring
words beginning with the other letters of the alphabet. This was with the exception of ‘x’
and ‘z’, which do not occur with a high enough frequency.
Words were only selected where a definition was of four or more words and adequately
defined in a single phrase or sentence. Where multiple forms of the word were present, the
first form encountered in the Oxford Dictionary was taken and the corresponding form
found in the Collins.
The PD dataset attempted to overcome the fundamental problem of obtaining human
ratings by using those from LSA, an established IR technique described in chapter 1. The
assumption was that LSA would provide a ground truth similarity rating.
A sample of 10 of the definition pairs produced is shown in table 2.2. Two columns are
used for the LSA ratings in the table. The Raw LSA column contains the ratings exactly as
returned by the algorithm (-1 to +1), using the recommended topic space General Reading
up to 1" year college and the maximum of 300 factors.
LSA is described a cosine measure which falls in the range -1 - +1 on the web interface for

the LSA portal hosted by the University of Colorado at Boulder (the creators of LSA):

“The system will compute a similarity score between -1 and 1 for each submitted
sentence compared to next submitted sentence.”
Because similarity ratings are usually reported on a range of 0 to +1, the Scaled LSA

column reports the values scaled using equation 2.1:

Scaledl.SA =

[RawLSA"‘l) @2.1)

This scaling is applied to the LSA ratings in succeeding chapters.
The ratings obtained showed large inconsistencies between STASIS and LSA. This meant

that either STASIS, LSA or both were removed from the ground truth (human perception).
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In fact, both of the techniques need to be tested for consistency with ground truth which
can only be obtained from human ratings.
An additional problem of the PD set was the terseness of the definitions which was quite
unnatural compared with real dialogue.
The NLP dataset was used to validate STASIS (Li et al., 2004). The PD set was not used in
publications, but provided valuable experience. It focused attention on the need to produce
a more realistic benchmark dataset using the best currently known experimental techniques

to validate STSS measures.
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Word

Definition

LSA
Raw

LSA
Scaled

STASIS

actually

as the truth of a situation
as an actual fact

0.31

0.66

0.50

bank

An institution offering certain financial
services such as the safekeeping of
money.

A financial establishment that uses money
deposited by customers for investment.

0.62

0.81

0.43

conversation

An informal spoken exchange of news and
ideas between two or more people.

The interchange through speech of
information.

0.21

0.61

0.61

day

A twenty-four hour period as a unit of
time reckoned from one midnight to the
next and corresponding to a rotation of the
earth on its axis.

The period of time the calendar day of
twenty-four hours duration reckoned from
one midnight to the next.

0.64

0.82

0.68

either

One or the other of two.
Used before the first two alternatives
specified the other being introduced by or.

0.43

0.72

632

feel

Perceive examine or search by touch.
To perceive something by touching.

0.33

0.67

0.42

get

To come into possession of.
Come to have or hold.

0.58

0.79

0.65

hot

Having a relatively high temperature.
Having a high temperature.

0.99

0.80

into

To the interior or inner parts of.

Expressing motion or direction to a point
on or within.

0.5

0.41

just

Fair or impartial in action of judgment.
Morally right and fair.

0.31

0.66

0.49

Average

0.44

0.72

0.53

Table 2.2 A sample of STASIS and LSA similarity measurements for the PD dataset
2.3 Cutting the Gordian knot — the STSS-65 dataset

The difficulties in finding a method of validating an STSS measure were genuine and arose

from the tangle of apparently intractable factors that emerge when attempting objective

scientific measurement of attributes derived from human subjective experience. When

measuring semantic similarity there is no known ground truth, consequently the only
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option is to use the best experimental method (in terms of precision and accuracy) to obtain
an overall human rating for pairs of items using a sample of the population. Secondly, the
English language is capable of generating vast numbers and a great variety of short texts.
Again it is necessary to obtain a representative sample, not only in terms of the distribution
of semantic similarities but also in terms of the semantic and syntactic properties of the
overall population of STs, if the results of a benchmark test are to generalise well.
Therefore there are two major research questions which must be addressed in order to

create an STSS dataset:

* How does one define a process of assigning a human rating to ST pairs (as a basis
for comparison with an algorithm)?
* How does one select a representative sample of ST pairs from all the possibilities

that can be generated by the English language?

The first question 1s addressed in this chapter and the second in following chapters.

2.4 Requirements of a Gold Standard dataset

The term "Gold Standard" originally applied to establishing the value of a currency and 1s
associated with stability, transparency and reliability. It is also used to describe a testing
method as being either the best possible or the best currently available. Datasets described
as Gold Standard have been produced for related applications including question
reformulation (Shaw et al., 2008), ontology mapping (Hu et al., 2008) and spoken dialogue
summarisation (Gurevych and Strube, 2004). Strategies to achieve a genuine Gold
Standard include training the raters (Hu et al., 2008), providing a coding manual (Wiebe et
al., 1999) and allowing users to rate their level of confidence in their judgements (Su and
Gulla, 2006). Emphasis is placed on agreement between multiple raters (Kilgarriff, 1998)
and some studies may allow the human raters to negotiate a consensus rating (Su and
Gulla, 2006). Alternatively, a bias correction mechanism has been applied to raters who
disagree (Wiebe et al., 1999). Another strategy uses an iterative process in which an initial
set of human ratings are scored against an existing Gold Standard with feedback before
evaluations proceed (Kilgarriff, 1998). Finally, to reduce the labour intensive nature of
creating materials for datasets, it is possible to use a combination of classifiers and find
data items over which the classifiers disagree, then manually classify these before adding

them to the Gold Standard dataset (Ngai and Yarowsky, 2000). Unfortunately, strategies
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such as training, providing manuals and review by human experts are only applicable in
domains where there is a known ground truth, which is not the case with semantic
similarity. Also, high inter-rater agreement is difficult to achieve with more taxing
combinations of data items. The requirements for a Gold Standard STSS dataset, drawing

on prior work from word similarity, are discussed in the following sections.

2.4.1 Representative sampling

Any non-trivial benchmark dataset will be a sample of a larger overall population of data.
As well as obtaining Short Texts (STs) that represent the overall semantic space of the
English Language, it is important to obtain a sample of participants that represents the
human population. Good representation of the general population is particularly pertinent
for practical applications which could be used by anyone with web access. Neither of these
issues has been given much consideration in earlier word studies.

The approach in this thesis is to take these two issues one step at a time. Regarding the first
issue, because STSS-65 was highly novel, it was decided to use a simplified approach to
collecting STs and accept known limitations to the data. The STs were taken from the
dictionary definitions of the word pairs used by Rubenstein & Goodenough, to benefit
from the large body of prior knowledge accumulated in the literature about the words.
Regarding the second, STSS-65 uses a more representative sample (in terms of subject
knowledge, age and gender) of the human population than previous word similarity

studies.

2.4.2 Precision and Accuracy

STSS-65 consists of judgments by human participants. Precision requires the judgments to
be in close agreement with each other. Accuracy requires the derived measures to be in
close agreement with the “true” similarity. Precision is affected by both the participant’s
internal state (mental and physical) and the measurement instrument (for example
ambiguity of instructions). Accuracy depends on a common human model of similarity and
also on the possibility of blunders by the participant. These problems influence the design

of the measurement instrument.

2.4.3 Measurement scale
The scale on which the similarity measures are made determines the statistical techniques
that can be applied to them later (Blalock, 1979); the question is how sophisticated a

measurement scale can be used?
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It is a reasonable assumption that human intuitions of similarity are at least ordinal — that
one pair of items can be more similar to each other than another pair. Interval scales
improve on ordinal by having consistent units of measurement and ratio scales improve
over interval by having an absolute zero point on the scale. STSS-65 is intended for
algorithms that run from an absolute zero point (unrelated in meaning) to a maximum
(identical in meaning) and thus is a form of ratio scale. Word semantic similarity has
always been treated as a ratio scale attribute for both machine measures and human
datasets. Setting the upper bound of the scale is common in word similarity measures and
transformation of the range of the scale for comparisons is permissible.
The strength of measuring similarity on a ratio scale is the power of the statistical analyses
that can be performed on ratio scale data such as correlation, Analysis of Variance
(ANOVA) etc (Fenton and Pfleeger, 1998). The weakness is that the attribute of similarity
1s human and subjective; consequently it is difficult to measure experimentally as a ratio

scale attribute.

2.5 The Rubenstein & Goodenough Legacy

The prior work which i1s most relevant to this thesis is the word semantic similarity study
conducted in the mid-1960s by Rubenstein & Goodenough (Rubenstein and Goodenough,
1965). This experiment has been replicated on several occasions (Miller and Charles, 1991,
Charles, 2000 , Resnik, 1999). These studies, coupled with that by Li et al (Li et al., 2006)
provide evidence to support the view that human similarity measures are at least ordinal,
showing reasonably consistent ranking between individuals, different groups of
participants and over time. Collectively however, these replicated experiments have a
number of uncontrolled factors which prevent them from being truly comparable. An
analysis of these factors and their potential confounding effects forms the basis of the

experimental programme conducted in this study.

2.5.1 Method of presentation of materials

Rubenstein & Goodenough printed each of the word pairs on a separate slip of paper and
the subjects were asked to sort them in order of similarity before rating them. Miller &
Charles (1991) presented all of their word pairs on two sheets of paper. Charles (2000)
used a questionnaire with each word pair on a separate page. Resnik used an electronic

version of the Miller & Charles (1991) questionnaire.
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The different methods of presentation provide varying degrees of exposure to the dataset as
a whole during the ratings of earlier items, It is possible that participants are uncertain
about the process at the start and become “grounded” as they acquire a context from
performing the ratings. If this is the case, the earlier items seen by each rater may be noisy
until the rater has settled down. The advantage of seeing lots of pairs on a sheet (or screen)
at the start is that grounding will be almost immediate reducing noise. However, if there
are regular patterns in the presentation of blocks of data seen simultaneously, there is a
greater risk of the earlier item pairs biasing later judgements. This can be mitigated by
randomising the order of presentation.
The potential variation in the results between the early word similarity studies due to
varied presentation of materials means that it is not possible to assume that results are

comparable across the word similarity studies.

2.5.2 Method of randomisation of materials

Rubenstein & Goodenough shuffled the slips containing the word pairs into random order
before presentation. Miller & Charles (1991) randomised the order of word pairs on the 2
sheets for each participant. Charles (2000) randomised the order of pages within his
questionnaire for each participant. Resnik used two variants, a randomly selected ordering
and a reversed version of that ordering.

None of the procedures describe randomisation of the order of words within a pair (e.g.
coast-forest vs. forest-coast) despite prior work on asymmetry in similarity judgment
(Tversky, 1977).

The advantage of thorough randomisation is that the likelihood of regular patterns in the
order of presentation biasing the data will be lower. The disadvantage is that the process is
more difficult to manage and vulnerable to operational error, particularly if paper

questionnaires are used.
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2.5.3 Instructions, guidance and measurement scale definition
Rubenstein & Goodenough instructed the participants to assign a value from 4.0 — 0.0 to
each pair — the greater the similarity of meaning the higher the number. These instructions
focus attention on the relative similarities of items in the dataset and may encourage
expanding the range of similarity judgments to fill the range 4.0 to 0.0 even if other pairs
with higher or lower similarity could exist outside of the dataset.
Miller & Charles (1991) and Resnik (1999) instructed the participants to examine each pair
closely and then to rate it on a 5-point scale from 0 to 4, where 0 represents no similarity of
meaning and 4 perfect synonymy. Charles (2000) advised participants to study each pair
and to rate it for semantic similarity on a 5-point scale which ranged from similarity to
dissimilarity. He also used semantic anchors for the 5 points ranging from 4: “identical in
meaning” to 0: “opposite in meaning.”
Charles was the only researcher to illustrate decreasing semantic similarity, using the
following list of pairs: snake-serpent, snake—eel, snake-alligator, snake-frog, snake-book
and snake-bulb. Resnik used the same instructions as Miller & Charles (1991).
Potential variation arises from encouraging the use of the first decimal place. Rubenstein &
Goodenough clearly intended the use of the first decimal place, Miller & Charles (and
Resnik) encourage the use of whole numbers (the first decimal place quoted in results may
be a by-product of averaging).
Rubenstein & Goodenough used a general instruction about how to use the measurement
scale whereas the others gave absolute descriptions of the end-points, allowing more
variation in interpretation.
Rubenstein & Goodenough and Charles presented the word pairs for judgement one item at
a time, whereas Miller & Charles and Resnik allowed the participants to see half of the
word pairs as a complete block. This could encourage absolute assessment of similarity for
the first two studies and relative assessment in the second two.
Finally, the use of semantic anchors in Charles (2000) could provide better interval
measurement and lower noise than other methods.
Because the instructions varied, there could be corresponding variations in the results.
In fact there is no information published on the reactions of participants to these varying
instructions. Consequently these variations may have introduced confounding factors
making studies difficult to compare and begging the questions: “Which set of instructions
is best in getting at the ground truth?” and “How much difference does the variation in

instructions contribute to similarity ratings?”
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2.5.4 Sampling the population for participants
In the work on word similarity that followed Rubenstein & Goodenough, no rationale or
justification was given for choice of sample size; however all of them claimed statistical
significance for at least one test in their results.
Rubenstein & Goodenough used two groups of college undergraduates for a total of 51
participants. Miller & Charles (1991) used 38 students; all specified as Native English
speakers. Charles (2000) used two groups of undergraduates (50 participants on the 65 pair
dataset and 58 on a 30 word pair subset). All were Native English Speakers and all
received credit for courses taken in psychology. Resnik used 10 participants who were all
computer scientists at graduate student or postdoctoral level. The lack of specificity in the

published protocols prevents us from knowing;

* if Rubenstein & Goodenough and Resnik used only Native English speakers
* the academic background of students used by Miller & Charles and Resnik
* the academic level of the students used by Miller & Charles (1991)

* the gender or age composition of the groups.

These could be confounding factors in comparing experiments along with group size,
although the review of word similarity literature suggests that only Resnik’s sample size of
10 1s likely to be a problem.

The most important potential issue is the high homogeneity of participants within the
groups of particular experiments and their distinct differences from the general population

which could reduce their value as representative samples.

2.5.5 Summary of work after Rubenstein & Goodenough

In every case, from the method of presenting the materials to the sampling of the
population, the later researchers have introduced variations or interpretations of Rubenstein
& Goodenough’s methods. In some cases this is understandable as Rubenstein &
Goodenough themselves did not publish a full account of what they did. Neither did they
justify the choice of particular approaches. However, as section 2.5.3 and 2.5.4 illustrates,
the later researchers are equally guilty. There are two consequences. The first is that none
of the variations used emerges as the way which gets closest to ground truth. The second is
that there is no strong justification for expecting results to be comparable across these

experiments.
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Part of the contribution of the work in this chapter is an investigation of the influence of

these varying factors to determine how they should be fixed as experimental controls.

2.6 Creation of the STSS-65 dataset

Conducting an effective experiment to create a useful STSS dataset requires four
fundamental steps. Materials must be collected, human ratings acquired, overall ratings
calculated and the quality of the dataset validated. To achieve this, a number of choices
must be made, including which materials (ST pairs) to acquire, how to construct a
measurement instrument to administer to the participants and what statistical methods to
use for measurement and evaluation. Constructing the measurement instrument requires
selection of the measurement scale, composing the instructions to participants and
procedural choices such as whether (and how) to randomise presentation of materials. All
these important questions, which were addressed as part of a design process, are described

in this section.

2.6.1 Selection of materials

The Rubenstein & Goodenough dataset (Rubenstein and Goodenough, 1965) contains 48
nouns arranged in various combinations to make up the 65 word pairs, for example cord
appears twice, paired with both smile and string. The word pairs cover a range of word
semantic similarity values from high (e.g. cord-string) to low (e.g. cord-smile). Although
the Rubenstein & Goodenough dataset has an inherent bias to low word similarity, a subset
of 30 word pairs (leaving out some low similarity pairs) was later selected which provided
a representative coverage of the range of word similarities (Miller and Charles, 1991).
Although no rationale has been published for the particular choices of words and pairings,
the dataset is well known and is treated as a Gold Standard for comparing measures of
word similarity.

The STSS-65 dataset builds on the knowledge gained by researchers from the Rubenstein
& Goodenough word dataset, by adopting the dictionary definitions of the 65 word pairs as
the materials and conducting the necessary experiments to obtain the similarity ratings.
The Collins Cobuild Dictionary (Sinclair, 2001) was chosen over other dictionaries to
provide the definitions for the new STSS-65 dataset because it is derived from the British
National Corpus (400 million words at the time of compilation). Consequently the

definitions take the form of natural sentences illustrating frequent usage. Other dictionaries
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tend to make use of terse definitions. For example taking the word string, the Cobuild

Dictionary’s first definition is:

“String is thin rope made of twisted threads, used for tying things together or tying up
parcels.”

Whereas the Oxford English Dictionary’s (Little et al., 1983) first definition is:
“A line, cord, thread.”

Some Cobuild definitions span multiple sentences and for those cases the sentences were
merged into a single one with subordinate clauses. For example, the definition of bird

spans 3 sentences:

A bird is a creature with feathers and wings.
Female birds lay eggs.
Most birds can fly.

The merged version was:

A bird is a creature with feathers and wings, females lay eggs and most birds can fly.
The definition of smile was changed because it is circular:

A smile is the expression that vou have on your face when you smile.

The alternative substitutes a fragment from the Cobuild definition of the verb smile into

the original:

A smile is the expression that you have on your face when you are pleased or amused, or
when you are being friendly.

The definition of automobile:
An automobile is a car.

could not be modified because the definition of car was also a member of the dataset.
Rooster-cock and Midday/Noon had genuinely identical definitions and were left
unmodified.

The original Rubenstein & Goodenough word pairs, the derived sentence pairs, the word
similarity scores for the word pairs and the sentence similarity scores are shown in table
2.4 which follows the description of the experimental procedure. There will also be a

discussion of selected word pairs including those compiled from multiple sentences.
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2.6.2 Similarity measurement scales
All of the word similarity experiments described previously used a Likert-like
questionnaire-based process, asking the participants to write down a numerical similarity
value for the pair of words on a scale from 0 to 4 (with procedural variations discussed in
2.5). Two alternative approaches were considered for this work before settling on the

process.

* A questionnaire-based procedure using Thurstone scales

* A discriminability-based approach influenced by Signal Detection Theory

Likert-like and Thurstone approaches are well known in the Social Sciences as approaches
for attitude measurement (Oppenheim, 1992). Signal Detection Theory is concerned with
the classification of a signal being present or absent in the presence of noise (Egan, 1975)
and has its origins in the training of radar operators during World War 2.

Thurstone Scales (Thurstone, 1927) and Signal Detection Theory (Egan, 1975) are
measurement techniques arising from psychophysics which have gained general
acceptance. The field of psychophysics involves investigation of methods to scale the
judgements of individuals concerning a variety of physical properties, for example, weight
(Oppenheim 1992),

Both are techniques founded on discriminable dispersion models, assuming that a group of
humans will produce results following a normal distribution when asked to perform a
rating or classification process, however, they have differing aims. Thurstone was
concerned with generating scales which have equal-appearing intervals, whereas Signal
Detection Theory (SDT) is concerned with finding the discriminability of a signal in the
presence of noise, regardless of the criteria which might be used to make a classification
by a human observer. Both have their merits in measuring STSS and both are labour-

intensive for experimental participants.

2.6.2.1 Likert-like scales

Likert scales were developed to combine multiple responses from a participant to measure
a single dimension, more specifically an attitude. An example of Likert scale construction
illustrates the measurement of attitude towards children (Oppenheim, 1992). This requires
the creation of an item pool, a set of statements indicating a particular feeling or position
concerning children and asking the participants to score their own attitude towards the

statements on a scale containing 5 points strongly agree, agree, uncertain, disagree and
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strongly disagree. The attitudes are mapped onto a numeric scale typically from 5
(strongly agree) to 1 (strongly disagree) although the scoring may be reversed.
Scoring must be consistent with an overall positive or negative attitude towards children
because the overall score is taken by summing the numerical responses to the questions.
The items may mix statements with positive and negative positions on children. In this
case a process known as “scoring reversal” must be used to ensure that (in this case)
positive answers to negative items contribute negative components to the overall attitude.

Scoring reversal is illustrated with two example items below (Oppenheim, 1992):

al

Children bring a husband and wife closer together
and
Children need some of their natural meanness taken out of them

These indicate (respectively) a positive and a negative attitude. If a high overall score
indicates a positive attitude, a score of 5 assigned to the second item indicates a strong
negative attitude which will need to be re-mapped to 1. Conversely a score of 1 will need
to be re-mapped to 5, indicating a strong positive attitude to children.

Construction of the questionnaire requires collection and validation of the items. Some
items may appear valid in the first instance, with difficulties becoming apparent during

piloting. For example the item:

If we could afford to do so, we would prefer to send our children to boarding
school
may initially be seen as negative because the parents are avoiding the company of their
children. However, it could also be explained by a parent’s desire to give the child a good
start in life (at some emotional sacrifice).
It may also be a poor item because it could confound the process by drawing in attitudes
towards snobbery, social mobility and the social justice of private and exclusive education.
Consequently Likert-scale items are purified and this can be achieved using a process
similar to leave-one-out cross validation. Correlations are obtained between the scores for
each individual item and those for the rest of the items. Those items which correlate poorly
are discarded. The result is an attitude measurement instrument which is described as

reliable and approaching unidimensionality in many cases (Oppenheim, 1992).
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2.6.2.2 Thurstone scales
The purpose of constructing a measurement instrument using Thurstone scales is to
achieve equal-appearing intervals between the points on the measurement scale. It is
acknowledged (Oppenheim, 1992) that equal-appearing intervals may not be the same as a
mathematically rigorous interval scale (such as the Celsius temperature scale). The
technique, as described in (Oppenheim, 1992), is based on the ability to discriminate
between items. An initial trial is conducted to discover “just noticeable differences”
between the respondents, where a just noticeable difference corresponds to 50% of the
participants being able to distinguish between two compared items. Consequently a
difference of one unit on the scale, say between 3.0 and 4.0 means they lie one just
noticeable difference apart in the psychological continuum being measured. Measuring
pairwise differences between members of a large number of items results in a
combinatorial explosion rendering experiments with human participants impractical.
Thurstone’s technique overcomes this problem using a less laborious sorting technique.
The scale is produced by printing all of the items onto card and supplying a complete,
randomised set to each judge (judges are expected to be a representative sample of the
population the scale will be used with). The judges are presented with a hypothetical scale
running between two extremes (e.g. most favourable to least favourable). The scale has a
number of points (typically 11) and each point has a corresponding pile. The judges are
then asked to sort cards into suitable piles (e.g. most favourable in pile 1 to least
favourable in pile 11). The judges next number the items by pile and then, for each item,
the complete set of judgements is analysed. Ideally, all the cards for a particular item
would have the same rating, in practice there is a distribution of the ratings to be analysed.
Items which have a broad distribution are decreed to be ambiguous and are discarded.
Finally the medians are calculated for the (reasonably) pure items and from them a set is
selected having medians which are nearest to the relevant scale points. This may be
followed by a validation in which the statements are printed on a questionnaire in a
randomised order and participants are asked to either agree or disagree with each
statement. Again, ideally, a participant would agree with the single statement which most
closely described the attitude being measured. In practice participants may agree with
several. As long as these are few and consistent with a particular attitude the items can be
accepted as valid (e.g. all agreed items mildly positive, disagreement with strongly
positive, neutral and negative). However if participants agree with a particular item with
one rating and a set of items with very different ratings it suggests that the particular item

should be discarded.
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It must be emphasised that all of the above work has to be performed before the scale can
be used 1n a real experiment.
In use a participant selects the single attitude statement for each attribute being measured
that most closely describes the participant’s attitude to the attribute, to generate a
numerical score. This is in contrast to the Likert scale, where degrees of agreement with

members of a group of statements are combined to form the numerical score.

2.6.2.3 Selection of a scale technique

Each technique has its strengths and weaknesses; choosing one over the other entails a
trade-off.

Likert scale experiments are more efficient than Thurstone scale experiments. Likert scales
have been used to administer up to 350 items in one sitting whereas Thurstone scales have
been used for up to 150 items (Oppenheim, 1992). Likert-like scales have been used in
word similarity tasks with 10 - 38 judges (Resnik, 1999, Miller and Charles, 1991) in
semantic similarity experiments, whereas Thurstone scales have used 40 -60 judges in
sociological experiments (Oppenheim, 1992).

In terms of precision and accuracy, Thurstone scales are based on the approach of at least
establishing equal-appearing scale points, an issue which is not addressed using Likert
scales (Oppenheim, 1992). However, the difficulty of recruiting experimental participants
and the number of experiments required counts heavily against the use of Thurstone scales
in this work.

Blocked designs are easier with Likert-like scales, because each item is independent,
whereas selection of the appropriate item on a Thurstone scale requires the participant to
relate it to the rest of the items.

Both the traditional Likert and Thurstone approaches view the problem of rating semantic
similarity from “the wrong end of the telescope.” Effectively they use items to discover
attitudes about the world, whereas similarity rating uses the attitudes of the participants,
expressed in ratings, to discover information about the items.

A suitable modified Likert scale would consist of a single item of the form:

The two sentences are identical in meaning
And the responses would be:

strongly agree, agree, uncertain, disagree and strongly disagree
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however, the strength of the attitude agreement/disagreement is not necessarily an
indicator of the degree of similarity. Therefore, as a minimum, a modified description of
the scale extremities would be required, with the new scale being described as a “Likert-
like” scale.

In terms of statistical analysis the superficial judgement would be that Thurstone scales are
superior. Likert scales per se only offer ordinal measurement whereas Thurstone scales
appear to offer interval measurement. However, Thurstone scales may indeed offer better
interval properties, but there is no guarantee that they will provide better mathematical
rigour than Likert-like scales for which steps have been taken to improve the interval
properties (discussed in section 2.5.3 and later in section 2.6.5).

The conclusion of this section is that the best approach to collecting ratings in the
experiments in this section will be to begin with a Likert-like scale rating and investigate
potential enhancements to improve the quality of the ratings to be collected. The Likert-
like scale is modified so that instead of indicating strength of agreement with an attitude
statement, the participant indicates judgement of the degree of an attribute (i.e. similarity).

This is described fully in section 2.6.5.

2.6.3 Population and Sampling

The effort involved in conducting experiments with human participants is high, therefore a
group size was required that would balance the need to provide statistically significant
results with that of not using more participants than was necessary (this is also a
requirement of the University ethics process).

The sample size chosen was based on the review of previous studies in section 2.5.4, with
the proviso that it could be expanded if necessary.

A sample of 32 graduates was chosen to create the initial benchmark dataset in Experiment
1. This sample proved sufficient for statistically significant results (Li et al., 2004, O'Shea
etal., 2008).

The aspiration was to represent the general population. However, because participants
would be completing a 65-page (plus instructions) questionnaire in their own homes
without supervision, it was decided to restrict the sample to people with graduate-level
education. The sample was also restricted to Native English speakers, in common with
many other verbal experiments in linguistics, psychology and neuroscience (Miller and

Charles, 1991, Kemmerer, 2006, Bushell and Martin, 1997).
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* Representation of the age range was good, considering the criterion that all must be
educated to at least graduate level. The average age was 43.6 years and the standard
deviation was 12.1 years (n=31, one participant withheld age).

* Interms of educational level, 14 held bachelor’s degrees and 2 had equivalent
professional qualifications. Five held master’s degrees and 10 held PhDs. One
participant withheld educational information (this does not cast doubt on meeting
the requirement as all participants were recruited through contacts who knew their
educational level).

* Portions of post-graduates vs. graduates were not important in this study.
“Intelligence” was not a factor and the sole reason for using graduates was the
belief that they would have the skills necessary to follow the instructions without
supervision.

* Representation of both genders was achieved, the sample consisted of 21 males, 9
females and 2 withheld information.

* Representation of “the two cultures” (Snow, 1963) was achieved. This is important
because the tradition of using students recruited from the researcher’s department
could lead to bias if the sample is skewed towards verbal (arts / humanities) or non-
verbal (science / engineering) students. The graduates in this sample were
composed of 18 from sciences, 9 from arts, 4 from disciplines straddling the

boundary (e.g. Business Information technology) and 1 withheld information.

2.6.4 Randomisation

Each participant received the 65 sentence pairs in an individually randomised order. Also,
sets of materials were produced in pairs (A and B), one of which had each pair of
sentences in a particular order and the other of which had the reverse order (so A would
have the sentence containing coast before the sentence containing forest and B would have
Jforest before coast). Individual sentence pairs were then transferred between A and B at

random to produce two new sets of materials containing mixtures of the A and B orders.

2.6.5 Procedures and Instructions

The participants were supplied with a package containing a questionnaire, instructions and
an ethics statement. The package also contained materials for returning the questionnaire
by post if personal contact was not convenient. Each package was arranged so that

potential participants would read the ethics statement and decide whether or not to proceed
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before accessing the questionnaire and instructions. Appendix 2 contains the following

examples of experimental materials:

* Appendix 2.1 the ethics statement / covering letter
* Appendix 2.2 the instruction sheet
* Appendix 2.3 an individual question sheet (one of 65)

* Appendix 2.4 the personal data collection sheet.

The participants were presented with each sentence pair and asked to rate “how similar
they are in meaning.” The Likert-like scale for performing the rating was specified by
defining the extreme ends of the measurement scale as “...between 0.0 (minimum
similarity) and 4.0 (maximum similarity) on the form, please do not use values greater than
4.0.” Tt was made explicitly clear on the front sheet that the first decimal place is
meaningful with the statement “You can use the first decimal place (e.g. 2.2) to show finer
degrees of similarity.”

To improve the interval properties of the scale a technique similar to the Thurstone scale
approach, developed by Charles (Charles, 2000 ), was used. Charles assigned a phrase
described as a “semantic anchor”, which was very similar to a Thurstone attitude
statement. This allows the human rater to map an exact number to each of the 5 specific
scale point descriptors or make an informed interpolation between two descriptors.
Semantic Anchors for this work were chosen from Charles’ set of 16 (Charles, 2000 ). This
set expressed degrees of similarity and dissimilarity, running from identical in meaning to
opposite in meaning. Charles’ experiments scored the set of descriptors on a scale running
from O (opposite) to 100 (identical).

The descriptors used in the experiments in this thesis were taken from the upper half of
Charles’ set; first by selecting the two anchors which best expressed the extremes of a
scale measuring similarity only. Then 3 additional descriptors were selected to express the
meanings of the intervening scale points. The best descriptors of the extremes were
unrelated in meaning (scored at 44.3) and identical in meaning (scored at 100.0). The
difference, 55.7, was divided by 4 to determine the desired intervals between the
descriptors for a 5-point similarity scale yielding an interval of approximately 13.92.
Following Thurstone’s principle, the 5 semantic anchors which fell most closely to the
major scale intervals were allocated. These are listed in table 2.3 along with the desired
scores and the actual scores (from Charles’ experiments) for the descriptors which became

the semantic anchors used in this work.
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Scale | Desired | Actual | Semantic Anchor
Point | Score | Score
0.0 443 443 The sentences are unrelated in meaning.
1.0 5822 58.0 The sentences are vaguely similar in meaning.
2.0 72.14 71.25 | The sentences are very much alike in meaning.
3.0 86.08 88.1 The sentences are strongly related in meaning.
4.0 98.98 100 The sentences are identical in meaning.

(100)

Table 2.3 Semantic Anchors with desired and actual scale intervals

2.6.6 Results

Table 2.4 shows the results of experiment 1. The first two columns contain the original
word pairs and similarity ratings from the Rubenstein & Goodenough experiment. The
second pair of columns contains the sentence pairs created for this study with the similarity

ratings obtained. In both cases the similarity ratings are on a scale from 0 — 4.0.



Word pair R&G | Sentence pair STSS-65
Word Sentence
Sim Sim
1. cord 0.02 Cord is strong, thick string. 0.04
smile A smile is the expression that you have on your face when you are pleased or amused, or when you
are being friendly.
2, rooster 0.04 A rooster is an adult male chicken, 0.02
voyage A voyage is a long journey on a ship or in a spacecraft.
3. noon 0.04 Noon is 12 o'clock in the middle of the day. 0.05
string String is thin rope made of twisted threads, used for tying things together or tying up parcels.
4. fruit 0.05 Fruit or a fruit is something which grows on a tree or bush and which contains seeds or a stone 0.19
furnace covered by a substance that you can eat.
A furnace is a container or enclosed space in which a very hot fire is made, for example to melt
metal, burn rubbish or produce steam.
5, autograph: 0.06 An autograph 1s the signature of someone famous which is specially written for a fan to keep. 0.02
shore The shores or shore of a sea, lake or wide river is the land along the edge of it.
6. automobile 0.11 An automobile is a car. 0.08
wizard In legends and fairy stories, a wizard is a man who has magic powers.
7. mound 0.14 | A mound of something is a large rounded pile of it. 0.02
stove A stove is a piece of equipment which provides heat, either for cooking or for heating a room.
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8. grin 0.18 | A grinis a broad smile. 0.02
implement An implement is a tool or other piece of equipment
9. asylum 0.19 | An Asylum is a psychiatric hospital. 0.02
fruit Fruit or a fruit is something which grows on a tree or bush and which contains seeds or a stone
covered by a substance that you can eat.

10. asylum 039 | An Asylum is a psychiatric hospital. 0.15
monk A monk 1s a member of a male religious community that is usually separated from the outside world

11. graveyard 0.42 A graveyard is an area of land, sometimes near a church, where dead people are buried. 0.09
madhouse If you describe a place or situation as a madhouse you mean that it is full of confusion and noise.

12. glass 0.44 Glass is a hard transparent substance that is used to make things such as windows and bottles. 0.03
magician A magician is a person who entertains people by doing magic tricks

13. boy 0.44 A boy is a child who will grow up to be a man. 0.43
rooster A rooster 1s an adult male chicken.

14. cushion 0.45 A cushion is a fabric case filled with soft material, which you put on a seat to make it more 0.21
jewel comfortable.

A jewel is a precious stone used to decorate valuable things that you wear, such as rings or necklaces.

15. monk 0.57 A monk is a member of a male religious community that is usually separated from the outside world. 0.18
slave A slave is someone who is the property of another person and has to work for that person.

16. asylum 0.79 | An Asylum is a psychiatric hospital. 0.15
cemetery A cemetery is a place where dead people's bodies or their ashes are buried.

17. coast 0.85 | The coast is an area of land that is next to the sea. 0.19
forest A forest is a large area where trees grow close together.
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18. grin 0.88 A grin is a broad smile. 0.05
lad A lad is a young man or boy.

19. shore 0.9 The shores or shore of a sea, lake or wide river is the land along the edge of it. 033
woodland Woodland is land with a lot of trees.

20. monk 091 A monk is a member of a male religious community that is usually separated from the outside world. 0.45
oracle In ancient times, an oracle was a priest or priestess who made statements about future events or about

the truth.

21. boy 0.96 | A boy is a child who will grow up to be a man. 0.17
sage A sage is a person who is regarded as being very wise.

22. automobile 0.97 An automobile is a car. 0.08
cushion A cushion is a fabric case filled with soft material, which you put on a seat to make it more

comfortable

23. mound 0.97 | A mound of something is a large rounded pile of it. 0.14
shore The shores or shore of a sea, lake or wide river is the land along the edge of'it.

24 lad 0.99 A lad is a young man or boy. 0.13
wizard In legends and fairy stories, a wizard is a man who has magic powers.

25. forest 1.0 A forest is a large area where trees grow close together. 0.26
graveyard A graveyard is an area of land, sometimes near a church, where dead people are buried.

26. food 1.09 Food is what people and animals eat. 0.22
rooster A rooster is an adult male chicken,

27. cemetery 1.18 A cemetery is a place where dead people's bodies or their ashes are buried. 0.15

woodland

Woodland is land with a lot of trees.
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28. shore 1.22 The shores or shore of a sea, lake or wide river is the land along the edge of it. 0.08
voyage A voyage is a long journey on a ship or in a spacecraft.

29. bird 124 A bird is a creature with feathers and wings, females lay eggs and most birds can fly. 0.05
woodland Woodland is land with a lot of trees.

30. coast 1.26 The coast is an area of land that is next to the sea. 0.40
hill A hill is an area of land that is higher than the land that surrounds it.

31. furnace 137 A furnace is a container or enclosed space in which a very hot fire is made, for example to melt metal, 0.20
implement burn rubbish or produce steam.

An implement is a tool or other piece of equipment.

32. crane 1.41 A crane is a large machine that moves heavy things by lifting them in the air. 0.08
rooster A rooster is an adult male chicken,

33. hill 1.48 A hill is an area of land that is higher than the land that surrounds it. 0.58
woodland Woodland 1s land with a lot of trees.

34. car 1.55 A car is a motor vehicle with room for a small number of passengers. 0.29
journey When you make a journey, you travel from one place to another.

35. cemetery 1.69 A cemetery is a place where dead people's bodies or their ashes are buried. 0.23
mound A mound of something is a large rounded pile of it.

36. glass 1.78 Glass is a hard transparent substance that is used to make things such as windows and bottles. 0.43
jewel A jewel is a precious stone used to decorate valuable things that you wear, such as rings or necklaces.

37. magician 1.82 A magician is a person who entertains people by doing magic tricks. 0.52

oracle

In ancient times, an oracle was a priest or priestess who made statements about future events or about
the truth.
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38. crane 237 A crane is a large machine that moves heavy things by lifting them in the air. 0.74
implement An implement is a tool or other piece of equipment.
39. brother 2.41 Your brother is a boy or a man who has the same parents as you. 0.51
lad A lad is a young man or boy.
40, sage 246 | A sageis aperson who is regarded as being very wise. 0.61
wizard In legends and fairy stories, a wizard is a man who has magic powers.
41. oracle 261 In ancient times, an oracle was a priest or priestess who made statements about future events or about 113
sage the truth.
A sage 1s a person who 1s regarded as being very wise.
42, bird 263 A bird is a creature with feathers and wings, females lay eggs and most birds can fly. 0.14
crane A crane is a large machine that moves heavy things by lifting them in the air.
43, bird 2,63 A bird is a creature with feathers and wings, females lay eggs and most birds can fly. 0.65
cock A cock is an adult male chicken.
44. food 2.69 Food is what people and animals eat. 0.97
fruit Fruit or a fruit is something which grows on a tree or bush and which contains seeds or a stone
covered by a substance that you can eat.
45. brother 2.74 Your brother is a boy or a man who has the same parents as you. 0.18
monk A monk is a member of a male religious community that is usually separated from the outside world.
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46. asylum 3.04 | An Asylum is a psychiatric hospital. 0.86
madhouse If you describe a place or situation as a madhouse you mean that it is full of confusion and noise.
47. furnace 3.11 A furnace is a container or enclosed space in which a very hot fire is made, for example to melt metal, 1.39
stove burn rubbish or produce steam.
A stove is a piece of equipment which provides heat, either for cooking or for heating a room.
48. magician 321 A magician is a person who entertains people by doing magic tricks. 1.42
wizard In legends and fairy stories, a wizard 1s a man who has magic powers.
49, hill 3.29 A hill is an area of land that is higher than the land that surrounds it. 1.17
mound A mound of something is a large rounded pile of it.
50. cord 341 Cord is strong, thick string. 1.88
string String is thin rope made of twisted threads, used for tying things together or tying up parcels.
51. glass 3.45 Glass is a hard transparent substance that is used to make things such as windows and bottles. 0.55
tumbler A tumbler is a drinking glass with straight sides.
52. grin 3.46 | A grinis a broad smile. 1.94
smile A smile is the expression that you have on your face when you are pleased or amused, or when you
are being friendly.
53. serf 3.46 In former times, serfs were a class of people who had to work on a particular person's land and could 1.93
slave not leave without that person's permission.

A slave is someone who is the property of another person and has to work for that person.

99



54. journey 3.58 When you make a journey, you travel from one place to another. 1.44
voyage A voyage is a long journey on a ship or in a spacecraft.
55. autograph 3.59 An autograph is the signature of someone famous which is specially written for a fan to keep. 1.62
signature Your signature is your name, written in your own characteristic way, often at the end of a document to
indicate that you wrote the document or that you agree with what it says.
56. coast 3.60 The coast is an area of land that is next to the sea. 235
shore The shores or shore of a sea, lake or wide river is the land along the edge of it.
57. forest 3.65 A forest is a large area where trees grow close together. 251
woodland Woodland 1s land with a lot of trees.
58. implement 3.66 | Animplement is a tool or other piece of equipment. 236
tool A tool is any instrument or simple piece of equipment that you hold in your hands and use to do a
particular kind of work.
59. cock 3.68 | A cock is an adult male chicken. 3.45
rooster A rooster is an adult male chicken,
60. boy 382 A boy is a child who will grow up to be a man. 232
lad A lad is a young man or boy.
61. cushion 3.84 A cushion is a fabric case filled with soft material, which you put on a seat to make it more 2.09
pillow comfortable.

A pillow is a rectangular cushion which you rest your head on when you are in bed.
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62. cemetery 3.88 A cemetery is a place where dead people's bodies or their ashes are buried. 3.09
graveyard A graveyard is an area of land, sometimes near a church, where dead people are buried.

63. automobile 3.92 An automobile is a car. 223
car A car is a motor vehicle with room for a small number of passengers.

64. midday 3.94 Midday is 12 o'clock in the middle of the day. 3.82
noon Noon is 12 o'clock in the middle of the day.

65. gem 394 | A gemis ajewel or stone that is used in jewellery. 2.61
jewel A jewel is a precious stone used to decorate valuable things that you wear, such as rings or necklaces.

Table 2.4 The STSS-65 dataset with corresponding word pair ratings from Rubenstein & Goodenough
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2.7 Discussion of the STSS-65 dataset

2.7.1 Overall consistency between STSS-65 and Rubenstein & Goodenough

The motivation for using the Rubenstein & Goodenough word similarity dataset was to
benefit from the decades of experience with that dataset. The underlying conjecture was
that if two words have a particular degree of word similarity, their definitions should have
a consistent degree of sentence similarity. So the question that arises is “How consistent
are the word and sentence pair similarities over the two datasets?”

An appropriate measure of consistency is the correlation coefficient. Previous
consideration of measurement scale properties showed that similarity measurements are
usually treated as being on a ratio scale (Rubenstein and Goodenough, 1965, Miller and
Charles, 1991, Charles, 2000 , Resnik, 1999) and for this the Pearson Product-Moment
correlation coefficient is suitable(Blalock, 1979). However, it was also clear that similarity
measurements can not achieve the purity of concrete physical measures such as
temperature and electrical current. Therefore it is also worth taking a second opinion, in the
form of Spearman’s p (Fenton and Pfleeger, 1998), the Rank correlation coefficient for
ordinal data.

Calculating these for the 65 pairs of similarity ratings (words vs. sentences) the results are:

* Pearson’sr= 0.847 (P-Value = 0.000)
* Spearman’s p = 0.887

For both r and p, a value of +1 indicates perfect correlation, O indicates no relationship and
-1 indicates a perfect negative correlation. P-values indicate the likelihood of obtaining the
result by chance.

The sentence dataset created for this work was observed to have a similar bias towards low
frequency item pairs to Rubenstein & Goodenough’s original word set (Miller and Charles,
1991). Moreover, examination of the low similarity portion of the data shows a lot of small
variations between items, without any discernible pattern. Inspection showed that, for all
practical purposes, these small variations are simply noise.

A similar approach to that of Miller & Charles (Miller and Charles, 1991) (for word pairs)
was taken when applying it to evaluate sentence similarity measures. A 30 sentence-pair
subset was extracted to span the range of similarities more evenly. The approach taken was
to sample at equal intervals (one in every 4 sentence pairs) across the low end of the

th

similarity range and take all of the ratings from the 47" to the 65™. This does not result in a
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perfectly even distribution but corrects the bias to a reasonable degree. The sampled pairs

are shown in bold type in table 2.4. The results for the subset of 30 pairs are:

* Pearson’sr = 0.855 (P-Value = 0.000)

* Spearman’s p = 0.944

So when the effect of noise in the low similarity pairs has been reduced, there is a
significant correlation between the similarities for the word pairs and the sentence pairs.
Also there is strong agreement on the ordering of the similarity ratings.

It could be asked why the two sets of ratings are not in perfect agreement. Before seeking
explanations, it should be considered that it is unreasonable to expect perfect agreement
(correlation = 1.0). Even when the Rubenstein & Goodenough word experiments were
replicated (using the Miller & Charles 30-word subset) correlations of 0.97 (Miller and
Charles, 1991) and 0.96 (Resnik, 1999) were obtained.

For some ratings there is a large difference between the word pair similarity and the
sentence similarity, and these may be explained by polysemy. Examples of this include
glass-tumbler, hill-mound, journey-voyage, autograph-signature, magician-wizard,
cushion-pillow and furnace-stove. It has been suggested (Tversky, 1977) that when asked
to compare two words for similarity, the participants access the various word senses in
their lexical memory and select those that are closest in meaning. Glass-tumbler and
magician-wizard are good examples of this. The definitions selected for polysemous words
are those of the most frequent senses, which are given first in the list of definitions in the

Cobuild dictionary. So the definition of tumbler is:

A tumbler is a drinking glass with straight sides.

But the definition of glass is the definition of the substance glass and it explicitly defines

two uses which do not include the use as a drinking vessel:

Glass is a hard transparent substance that is used to make things such as windows and
bottles.

However, according to Tversky’s proposal (Tversky, 1977), it is possible that the human

raters in the Rubenstein and Goodenough experiment are accessing the polysemous sense:

A glass is a container made from glass, which you can drink from and which does not have
a handle.

It is also likely that they have blocked the even less similar polysemous sense of tumbler:
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A tumbler is an acrobat, who performs on the ground often with other members of a group.
The definition of wizard is:

In legends and fairy stories, a wizard is a man who has magic powers.

But the definition of magician is much more mundane:

A magician is a person who entertains people by doing magic tricks.

However, it 1s again possible that the human raters in the Rubenstein and Goodenough

experiment are accessing the polysemous sense:

In fairy stories, a magician is a person, usually a man, who has magic powers.

Additionally, both wizard and magician share a lower frequency sense in which the word
is used to describe admiration for someone’s skill or ability. So again it is possible that the
human raters in the Rubenstein & Goodenough word experiment have selected the sense
for each word that returns the highest similarity.

All of the remaining ratings with the high discrepancy between the word pairs and sentence
pairs appear to have scope for this disambiguation factor, to a lesser degree (for example
the Oxford dictionary contains a minor definition of mound which includes the word
“hillock™). Another interesting observation is that like automobile-car, three of them
include one of the words in the definition of the other and have relatively high standard
deviations. These are journey-voyage (SD 1.09), autograph-signature (SD 1.29) and
cushion-pillow (SD 1.06).

2.7.2 The challenge of medium similarity

If all humans had the same, perfect, concept of semantic similarity one might expect all the
human participants to give exactly the same numerical rating to each sentence pair. Given
human nature, a more reasonable expectation is for a distribution approximating to a
normal distribution with the proviso that placing bounds on the range of similarities will
lead to skewed or truncated distributions.

Figure 2.1 shows a histogram for sentence pair 36, which has a majority agreement on a
very low similarity, tailing off very rapidly. Figure 2.2 shows a histogram for sentence pair
59, which has a majority agreement on a very high similarity, with a slightly less regular

tail reaching into the medium similarity zone.



Figure 2.1 Histogram of similarity ratings for sentence pair 36

Frequency

w
5

N
it

~N
i

._.
i

=
i

Expt 1 SP36
5_
T T T T T | T T T
025 075 125 175 225 275 325 375
Similarity 36

Figure 2.2 Histogram of similarity ratings for sentence pair 59
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Both of the above cases are consistent with the idea of ratings following a normal

distribution. With increased numbers of ratings, each could tend to half of a normal
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distribution cut off at either the low similarity or high similarity ends of the measurement

range.

Therefore, one would reasonably expect medium similarity sentence pairs to have graphs

approximating a normal distribution with the mean close to a peak occurring in the

medium similarity zone. However, medium similarity sentence pairs seem to be generally

characterized by an inconclusive set of judgments spread across the similarity range, the

almost flat distribution of sentence pair 52 (figure 2.3) being an extreme example of this.
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Figure 2.3 Histogram of similarity ratings for sentence pair 52
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Medium similarity is used as a concept and referred to in a number of studies in various
fields. However, there seems to have been no investigation of the meaning of medium
similarity, its implications and applications to date. Empirically, Rubenstein &
Goodenough commented briefly that participants appeared to react differently to the
medium similarity part of their measurement scale (compared to high similarity) but they
also noted the reaction was consistent between two different experimental groups
(Rubenstein and Goodenough, 1965). This is a very interesting area for future
investigation; however it does not form part of the essential focus of the present work.

The evidence from this section supports the position that the sentence similarity ratings are
credible when background knowledge about word similarities is taken into account and
there are plausible explanations for any discrepancies which do not undermine the sentence

similarity ratings.

2.8 Validation of the STSS-65 dataset

The primary aim of this section 1s the investigation of the influence of two factors, Order
and Anchor, which were subject to variation across previous word similarity studies, on the
outcomes of experiments measuring STSS. The contribution of this section is twofold.
First, the outcome of the experiments that were conducted provides good evidence to
validate STSS-65 and justify its adoption as a Gold Standard. Second, it provides evidence
for modifications to optimise the experimental procedure leading to improvements in

precision and accuracy.
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Order is concerned with (the randomisation of) the order of presentation of sentence pairs
and Anchor is concerned with the information supplied to improve the interval properties
of the ratings obtained.
The two different states of Order investigate the difference between the sorting approach of
the Rubenstein & Goodenough experiment and the questionnaire form used in the
replications. The two different states of Anchor investigate the difference between Charles
(2000) in using semantic anchors to describe the major similarity scale intervals and the
other experiments which did not.
Given the possibility of an interaction between Order and Anchor, it was decided to
conduct a 2-level, 2-factor ANOVA analysis. Four experiments (experiments 2.1-2.4) were
required to collect data for each permutation of the factors. Experiment 2.1 simply
involved extracting the data for the first 18 participants from experiment 1 (reported in Li
et al.) (Liet al., 20006); experiments 2.2, 2.3 and 2.4 involved the collection of new data.
Because the participants for a given level of a factor are split across two groups, there are
actually 36 participants for each level, so the technique is more powerful than the group
size of 18 suggests.
In order to study these factors correctly, a number of potentially confounding factors were
treated as control variables. In particular these were randomisation, instructions and
participants.
Conducting an ANOVA analysis requires certain conditions to be satisfied for the test to be
valid. As the conditions can only be tested after the data has been collected, these are
covered in section 2.9.3.
Appendix 2 contains copies of the variants of the experimental materials required for

experiments 2.2, 2.3 and 2.4. These are:

* Appendix 2.5 modified instructions for card sorting experiments 2.2 and 2.3

* Appendix 2.6 a sample card

* Appendix 2.7 sample rating recording sheet for experiment 2.3 (2.2 omits the
semantic anchors)

* Appendix 2.8 a modified instruction sheet for experiment 2.4 (semantic anchors

removed).

2.8.1 Common Instructions and variations
Some variation in instructions was required as two experiments involved sorting cards and
two involved questionnaires. In all experiments the task was described as “rate the

similarity of meaning.” Participants were asked to do this by “writing a number between
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0.0 (minimum similarity) and 4.0 (maximum similarity) on the form, please do not use
values greater than 4.0. You can use the first decimal place (e.g. 2.2) to show finer degrees
of similarity.”
For the questionnaire forms participants were instructed to work through from start to end
without going back to revise earlier judgments. For the card sort participants were asked to

“_..start by reading through the cards in the order you got them in, thinking about the
similarity of the meanings of the two sentences on each card. Now please sort the cards in
a rough order of the similarity of meaning of the sentence pairs”

before making a second pass through the cards to record their judgments.

The method of randomisation, of the order of the pairs of sentences and the order of the
sentences within a pair, was the same as that described in section 2.6.4. Whenever a pack
of cards was re-used, it was checked to ensure that no marks had been made by

participants, and then shuffled to randomise it again, before issuing it to a new participant.

2.8.2 Population and Sampling

The aspiration was to represent the general population. However the participants would be
performing the task without supervision and as in experiment 1, it was decided to restrict
the sample to people who were Native English speakers with graduate-level education.
Overall gender balance was achieved across the study with 51% males, 41% females and
8% withholding information. The balance between males and females was generally

achieved within the experimental group samples.

2.8.3 Age
The overall average age was 41.9 (SD = 10.1) years (5 participants withheld their age). The
range of average ages for the experimental groups was 39.7 (SD =8.7) —43.6 (SD = 12.8)

years. Thus the age distribution was more diverse than in prior word studies.

2.8.4 Education

All but one participant (who had an equivalent professional qualification) had a bachelor’s
degree. The overall breakdown by academic background was 50% Science & Engineering,
39% Arts & Humanities, 8% mixed Arts/Sciences (e.g. Architecture) and 3% withheld
information. The overall breakdown of qualifications was of 56% bachelor’s degrees, 21%
PhDs, 15% Masters, 4% PGCE with the remainder being either professional (graduate

equivalent) qualifications or withheld.
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In 3 groups the balance was approximately two-thirds bachelor level and one-third
postgraduate degree. In the remaining group the balance was approximately reversed. The
distribution between graduates and postgraduates is not considered important as discussed
in section 2.6.3. In 3 groups there was an almost perfect balance between arts and sciences

backgrounds, the remaining group was moderately biased towards sciences.

2.9 Experimental factors

2.9.1 Order

The Order factor had two levels, guest and card. The card variant used a deck of 65 stiff
cards, with one sentence pair printed on each. The guest variant presented the sentence
pairs on a questionnaire, with one pair on each sheet. Judgments were recorded on the
sheet before moving on. In all experiments the question pairs were identified by code
strings for ease of transcription; their values were allocated so as not to imply any pre-

conceived similarity values.

2.9.2 Anchor

The Anchor factor had two levels, with and without semantic anchors. The with variant
describes the scale points with 5 semantic anchors listed in section 2.6.5, table 2.3.

The structure of the four experiments making up this factor-based study is shown in table

2.

Experiments With Anchors Without Anchors
Questionnaire Expt. 2.1 Expt. 2.2
Questionnaires with Questionnaires without
Semantic Anchors Semantic Anchors
Card Sort Expt 2.4 Card Sort Expt 2.3 Card Sort
with Semantic Anchors | without Semantic
Anchors

Table 2.5 The experiments comprising the study

2.9.3 Requirements for valid ANOVA analysis

The two requirements for the results of an ANOVA analysis to be meaningful are:

* The data should follow a normal distribution
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* The datasets collected for the different combinations of factors should have equal

variances.

2.9.3.1 Test for normal distribution

Testing for a normal distribution can be performed visually, using a histogram and a
probability plot. A problem with producing meaningful graphs was that, potentially, each
sentence pair in the data has a different mean and that for each sentence pair there are

relatively few ratings. Therefore it was decided to:

* Use the subsample of 30 sentence pairs to avoid bias to low similarity responses

* Use 39 ratings for each sentence pair (by including questionnaires that were
returned after the deadline for the key publication date for STSS-65)

* Normalise the ratings for the sentence pairs so that each sentence pair had a mean

of 0

* Combine the normalised ratings for all of the sentence pairs.

Consequently it was possible to produce graphs using a set of 1,170 ratings. However,
there is a further consideration.

This data 1s constrained to the range 0.0 to 4.0. Assuming the original responses are drawn
from a normal distribution, it is reasonable to expect a symmetrical response about the
mean for sentence pairs in the middle of the range (similarity =~ 2.0). However, ratings
close to the extremes of the range (> 3.0, <1.0) will have one side of the distribution
truncated because it simply can not go above 4.0 or below 0.0. Therefore, even if the
samples are coming from a population which is naturally normally distributed, a degree of
Kurtosis (peakiness) is to be expected. This is exactly what happened in the histogram plot
shown in figure 2 4.

The second test is to produce a probability plot. This was conducted with Minitab and the
plot is shown in figure 2.5. The p-value for the probability plot is not consistent with a
normal distribution, but the plot does pass the well-known “fat pencil” rule of thumb used
by engineers to assess normality (the “fat pencil” test is so called because if all the points
in the probability plot fall around a straight line which could be covered by a fat pencil the
distribution is taken as normal).

Two more factors concerning normality should be considered. First, the ANOVA
technique is considered to be robust by statisticians, that is it can tolerate moderate

departures from normality and homogeneity of variance (Blalock, 1979). Second, the
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therefore the overall set of ratings is likely to tend to a normal distribution in accordance

with the central limit theorem (Rice, 1994).

Figure 2.4 Histogram of normalised sentence pair ratings
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Figure 2.5 Probability Plot of normalised sentence pair ratings
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2.9.3.2 Test for equal variances

Two tests were applied for homogeneity of variances, Levene’s (Levene, 1960) and

Bartlett’s (Snedecor and Cochran, 1989). Results for the tests are displayed along with a

confidence interval plot by Minitab, as shown in figure 2.6.
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Figure 2.6 Results for Bartlett’s test and Levene’s test for equal variances
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Order  Anchor

Bartlett's Test
| | Test Statistic 2.90
1 11 i | P-Value 0.408
Levene's Test
| 1 Test Statistic 181
2 ®
| | P-Value 0.150
2 1- | s {
| |
2 l - |

T T T T T T T
1.00 125 150 1.75 2.00 2.25 2.50
959%p Bonferroni Confidence Intervals for StDevs

Examining homogeneity of variances, the p-values are Bartlett’s = 0.408 and Levene’s =
0.150. In both cases Hy is an assumption of homogeneous variances and there is
insufficient evidence to reject this. As a final note on sensitivity, the Minitab online
documentation states that “The ANOVA F-test 1s only slightly affected by inequality of
variance if the model contains fixed factors only and has equal or nearly equal sample
sizes.” This model has fixed factors and exactly equal sample sizes, so it is reasonable to

assume equal variances and perform the ANOVA analysis.

2.9.4 ANOVA Analysis of Order and Anchor

The 2-level, 2-factor design was implemented as a 1-factor, 4-level General Linear Model
in Minitab, combining all 65 sentence pairs in a blocked design to analyse the results. A
total of 72 participants was distributed into 4 groups of 18, one for each combination of
factors. The results were Order F =7.49, P =0.007 and Anchor F = 63.67, P=0.000
indicating both Order and Anchor factors were significant. However, Order. Anchor was
reported as F=3.22, P = 0.074 indicating that the interaction between Order and Anchor

was not significant.
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2.10 Analysis of results

The ANOVA analysis indicates whether the Order and Anchor factors have any effect on
the measurement of the independent variable, semantic similarity. Having determined that
an effect exists, it is then possible to focus on what exactly the effect is. This allows an
assessment of the robustness or sensitivity of the experimental technique in revealing the
underlying model of STSS — providing evidence of how well the measurement process is
getting at the ground truth similarity. Finally it supports the selection of the best
combination of levels of the factors for control variables in future studies. Thus the
contribution is not only to the experiments in this work, but also the continuing body of

work by all researchers in the field.

2.10.1 Effect of varying Order and Anchor

The effect of varying Order and Anchor is best illustrated by line graphs of the medium to
high similarity items concentrated in sentence pairs 47-65. Each graph keeps one of the
factors constant and plots the trend for both versions of the other factor. The graphs also
illustrate the 95% confidence intervals, described in the legend as + or — CL. Figure 2.7
shows the effect of the presence or absence of semantic anchors on the questionnaire form

and figure 2.8 shows their effect on the card sort form.

Figure 2.7 The effect of Semantic Anchors on ratings collected using Questionnaires

Questionnaires with / without Semantic Anchors

= - L V _\/ \‘ —— QW

- QO
- o /\/ - QWCl
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For the questionnaire form, the two plots are almost identical, except that without semantic
anchors is displaced upwards to give higher semantic similarity ratings. There is a minor

disagreement at sentence pair 49.

Figure 2.8 The effect of Semantic Anchors on ratings collected using Card Sorting

Card Sort with / without Semantic Anchors

a5 9
31 ——CW
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£ 25
5 - CW+CI
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1
05

47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65
Sentence pair

For card sorting, a number of items have identical ratings. There is more disagreement than
the questionnaire form, but there are still regions where the general trends are in
agreement. The main disagreements are at sentence pairs 54 and 61.

Figure 2.9 shows the effect of using questionnaire or card sorting on the with semantic
anchors form and figure 2.10 using questionnaire or card sorting on the without semantic

anchors form.
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Figure 2.9 The effect of Questionnaires vs. Card Sorting on ratings collected using
Semantic Anchors

Semantic Anchors Questionnaire vs Card Sort
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For the with semantic anchors versions, the overall trends are similar, with the card sorting
version displaced upwards to give higher semantic similarity ratings. The noticeable

disagreements are at sentence pairs 48 and 57.

Figure 2.10 The effect of Questionnaires vs. Card Sorting on ratings collected without
Semantic Anchors

Without Semantic Anchors Questionnaire vs Card Sort

Similarity

47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65
Sentence pair

For the without semantic anchors versions there are a number of points which are
effectively identical and areas with similar trends. The main disagreements are at sentence
pairs 54 and 57.
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2.10.2 Correlation between experiments
In the following tables, Q means Questionnaires, C means Card Sort, W means With
Semantic Anchors and O means withOut Semantic Anchors, e.g. QW means a combination
of Questionnaires with Semantic Anchors. As might be expected from the graphs, there is a
strong Pearson product-moment correlation between the ratings obtained in each of the
experiments. The correlations are shown in table 2.6; the higher the value of r, the better

the performance of the measure, with 1.0 indicating perfect agreement.

Experiment 2.1QW 22Q0 2300 24 CW
2.1 QW X
2.2Q0 0.959 X
23CO 0.944 0981 X
24 CW 0.927 0.981 0.958 X

Table 2.6 Correlations between the ratings obtained from the different experiments

Using 4 groups of 18 participants, all p-values were less than 0.01. In experiment 1 with n
=32, measures of inter-rater agreement (r) were calculated using the leave-one-out method
of cross-validation. The average human achieved a correlation of 0.825 and the best human
achieved a correlation of 0.921 (with the average ratings for the rest of the group). So the
different combinations agree with each other better than the best agreement within the

original human group.

2.10.3 Consistency of judgment within experiments
Consistency, which is related to accuracy of judgment, can be investigated by calculating
inter-rater agreement using product-moment correlation coefficients (r) as in (Resnik,

1999). The results are shown in table 2.7.

Experiment | Mean r Best Worst participant r
participant r
2.1 QW 0.855 0.926 0.633
2.2 Q0 0.899 0.96 075
23CO 0.885 0.919 0.799
24CW 0.938 0.976 0.83

Table 2.7 Inter-rater agreement within experiments
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The combination of Card Sorting with Semantic Anchors scores best on all three criteria,
the correlations of the best and worst humans with the rest of the participants and the
average of all of the human participants. The individual correlation coefficients are

significant at the 0.01 level.

2.10.4 The effect of the factors on noise
Noise, which is an influence on precision, can be obtained by calculating the standard
deviations of the human ratings for each sentence pair within each experiment, then taking

their mean, as shown in table 2.8.

Experiment Mean of SDs
2.1 QW 0.589
22Q0 0.723

23 CO 0.615
24CW 0.36

Table 2.8 Noise within experiments

The lowest noise value was obtained from the combination of Card Sorting with Semantic
Anchors. Conducting 2-sample t-tests indicated that there was a strongly significant
difference between the noise levels for 2.2 vs. 2.4 and that the difference for 2.3 vs. 2.4
was just on the boundary of significance (p = 0.05); the other combinations did not achieve

significance.

2.10.5 Effect of order of presentation of sentences within a pair

The data also provides an opportunity to investigate the influence of asymmetry on
similarity judgements (Tversky, 1977, Gleitman et al., 1996).

This was investigated using the ratings from the full set of 32 participants originally
collected for experiment 1. A sample of 10 sentence pairs (2, 5, 44, 49, 52, 53, 57, 59, 64,
65) spanning the similarity range was selected and the A and B versions were separated
out. 2-sample t-tests were conducted to determine whether the means for the two orders of
presentation differed significantly. Due to some non-returns of questionnaires there was a
small variation in the numbers of A and B versions of questionnaires, therefore the Mann-
Whitney test was also conducted for a robust second opinion. The results are shown in
table 2.9.

The tests could not be conducted for sentence pairs 2 and 5 because in each case one of the
two columns contained only zeros. As virtually all of the data was zeros for these pairs we

can assume no effect of ordering.
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In all of the other cases, the p-values are substantially greater than the commonly accepted

upper limit of 0.05.

Sentence Human 2-sample t- | Mann-

Pair Ratings (0.0- | test p Whitney test
4.0) p

2 0.02 * 4

5 0.02 * *

44 0.97 0.191 0.1925

49 1.17 0.144 0.2748

o2 1.94 0.626 0.6318

53 1.93 0.694 0.7312

=¥ 2,51 0.898 0.9388

59 3.45 0.126 0.2017

64 3.82 0.929 0.1084

65 2.61 0.366 0.5154

Table 2.9 The effect of order of presentation of sentences within a pair

For both the tests this is considered as providing no evidence for a difference in similarity

rating based on order of presentation of sentences within a pair.

2.11 Applications and conclusions

2.11.1 Application to recently developed measures

As an illustration of the value of the dataset, this section draws together self-reported
results from 6 studies which have used STSS-65 as a Gold Standard dataset. Most of the
approaches follow Li et al in using a corpus distance measure in combination with some
other approach. Kennedy and Szpakowitz (Kennedy and Szpakowitz, 2008) use Roget’s
Thesaurus with a cosine measure, Islam and Inkpen (Islam and Inkpen, 2008 ) combine a
variant of Pointwise Mutual Information (using the British National Corpus) with LCS
string matching and Feng et al (Feng et al., 2008) use Wordnet with the Needleman-
Wunsch algorithm to measure indirect relevance. O’Shea et al performed an independent
test of LSA using the web portal (Laham, 1998). A comparison of the performance of these
algorithms, in terms of the Spearman Product-Moment correlation coefficient (r) with
STSS-65, is shown in table 2.10.

These results identify a clear improvement in the performance of STSS measures published
in 2008.



Authors

Year

Measure

Li et al.

2006

STASIS
Wordnet plus
word position
information in
short vectors

0.816

Kennedy &
Szpakowitz

2008

Roget’s
Thesaurus
(weighted) plus
cosine measure

0.873

Kennedy &
Szpakowicz

2008

Wordnet
(weighted) plus
cosine measure

0.851

Feng et al.

2008

Wordnet and
Brown Corpus-
based measure
incorporating
direct and
indirect
relevance
information

0.756

Islam &
Inkpen

2008

String
matching (LCS)
plus SOC-PMI

0.853

O’Shea et al.

2008

LSA

0.838

Table 2.10 The performance of STSS measures

2.11.2 Conclusions
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This chapter established that there were no existing STSS datasets and also that there was

no quick and easy way to obtain such data. A set of numerical results could be obtained for

a set of ST pairs, but it would not be possible to infer that the best process had been used to

get to the ground truth or that a valid sample of English STs had been used. Consequently

the work appeared to be mired in confounding factors.

The problem was solved by taking a two-stage approach, first (in this chapter) to establish

the best procedure, using sentence pairs derived from word-pairs whose semantic

similarities were well-known. This established the first benchmark dataset STSS-65.

Analysis of the similarities of the sentence pairs and the corresponding word pairs revealed

a high correlation between the ST ratings in STSS-65 and the corresponding Rubenstein &

Goodenough word pair ratings. Also, explanations could be found for differences in a

number of pairs of outliers.
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Designing the experimental procedure required a thorough investigation of prior work,
particularly in the closely-related field of word semantic similarity. The review of prior
work on word similarity revealed a number of strengths and weaknesses, particularly in
treatment of experimental controls such as the definition of the measurement scale and
sampling the population.
The outcome was that these factors were given careful consideration in designing a process
that produced a Gold Standard STSS dataset. The term “Gold Standard” is used somewhat

freely but in this case the accolade is deserved on three counts:

* The dataset is the outcome of genuine human ratings rather than some simulation or
synthetic procedure

* The dataset was collected using the best available techniques known at the time

* The dataset has been adopted by researchers in the field to validate their algorithms

and measure improved performance.

Following the collection of STSS-65 a further set of experiments was conducted to
investigate the effect of controlling two additional factors, Order and Anchor. The outcome
of these experiments was to validate STSS-65 because the results obtained were very close
to the best results obtained in the follow-up experiments.

However, investigation did reveal that one of the combinations of controls, Card Sorting
with Semantic Anchors was superior to the others; it had significantly lower noise than two
of the other combinations and a higher inter-rater agreement than any of the others.

The direction for future work is clear. STSS-65 has proved to be a valuable benchmark
dataset, but it has restricted coverage of the language. In particular, all of the STs it
contains are statements providing a definition of a word. Also these words are, by and
large, concrete nouns,

The requirement is to take the optimal procedure of collecting human ratings, Card Sorting
with Semantic Anchors, and use it to collect ratings for a more diverse and representative
set of ST pairs. These should include instructions, questions etc. which occur in normal
dialogue.

The experimental programme in this work is still subject to the constraints of the labour-
intensive nature of producing similarity measurements (by participants) and therefore the
first challenge of the next chapter will be to determine the best way to represent features of
the English language in a restricted set of ST pairs.

This will be followed by experiments to collect and further validate the ratings.
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3. Chapter 3 STSS-131 - the new benchmark dataset for STSS

3.1 Introduction

In chapter 2 the need was established for a more demanding dataset to effectively evaluate
sentence similarity measures. The new proposed dataset, STSS-131, will overcome the

weaknesses identified by being:

* derived from more diverse stimuli than just concrete nouns
* generated by a set of human participants

* more diverse in covering dialogue acts than just assertions

The contributions in this chapter fall into three divisions:

¢ creation of a new benchmark dataset (STSS-131)

* conducting a discriminablity-based study (semantic distance) on a subset of the
items as a validation of the new benchmark dataset and to provide greater insight
on the acquisition of human similarity ratings

¢ evaluating two STSS measures with the new dataset and analysing the degree of

challenge compared with the STSS-65

3.2 Creation of new benchmark dataset, STSS-131

A substantial and sound experimental methodology was required to create STSS-131. This

broke down into three major phases:
1. Generating a pool of sentences
2. Compilation and selection of a set of 64 sentence pairs from the pool
3. Collecting similarity ratings for pairs of sentences

The design of the process required a number of decisions outlined as follows:

* how to get human participants to generate suitable sentences

* how to represent the language with a limited number of sentence pairs
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* how to select a representative sample of sentence pairs

* how to collect the similarity ratings

The method of generating sentences and ratings was adapted from chapter 2.

Instead of using dictionary definitions, human participants were asked to write a sentence
they might use in natural dialogue containing a particular stimulus word.

The similarity ratings then used the card sort with semantic anchors method which had
been identified in chapter 2 as most suitable.

Representation of the language was achieved by careful choice of stimulus words,
described in this chapter. This also contributed to controlling the range of similarities
covered by combinations of the generated sentences. Additionally, themes were included
for some sentences to promote higher similarity sentence pairings.

Selection of a representative sample of sentence pairs required human judgement. To
prevent a biased set of sentences from being used, pooled judgements were used and a
short pilot study of similarity ratings was performed before the full study. The following

sections will describe the experimental methodology.

3.2.1 Selecting stimulus words

Selecting the stimulus words involved 5 steps:

* choosing the size of the stimulus word set

* decomposing the words of the English language into a hierarchy of classes

* mapping the classes from the decomposition onto a sampling frame

* imposing additional linguistic constraints on certain slots in the frame

* populating the slots in the frame with words with due regard for factors such as

word frequency

3.2.1.1 Choosing the size of the stimulus word set

The stimulus word set must be representative of the English language for STSS-131 to test
STSS algorithms effectively.

Sentences can be thought of as objects in a semantic space. There are approximately
171,476 words in current use (Coney). Suppose we consider each word position as a point
in a multi-dimensional space and each dimension as having 171,476 discrete levels, this is
a very large space even after we have eliminated the points in the space which are

infeasible sentences (for example where every word in the sentence is the same).
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So there is a problem. A large randomly selected sample can represent a population
accurately, but this would be prohibitively large. A small randomly-selected sample may
be biased by sampling errors and this is known as the representation problem.
Prior word similarity studies have used small samples to represent a large population,
without justification of the choices. These range from 6 (Miller and Charles, 1991) to 350
(Finkelstein et al., 2001) word pairings. Most emphasis has been placed on the 48 nouns
Rubenstein and Goodenough used to produce their 65 sentence pairs (Rubenstein and
Goodenough, 1965).
For this study, the representation problem was solved by adopting a technique, the
sampling frame, used by psephologists (Oppenheim, 1992). A sampling frame was
constructed, specifying the attributes of each word sampled. Careful control of the
attributes meant that even though the sample was small, it was still representative.
Based on the principles (Oppenheim, 1992) and prior work (Rubenstein and Goodenough,
1965) discussed, it was decided to use 64 stimulus words and produce 64 sentence pairs
(supporting up to 2016 different combinations if a word can stimulate a sentence for more

than one pairing).

3.2.1.2 Decomposing the words of the English language into a hierarchy of classes
Based on general concepts of similarity reviewed in chapter 1 and the consideration of
semantic space in section 3.2.1.1, this thesis introduces two properties that can be used in

constructing a sampling frame for STSS-131.

* Semantic dispersion - sentence pairs can be considered to be in some way spread

throughout the semantic space.

¢ Semantic proximity — the sentences in a pair can be close (high similarity) or

distant (low similarity) in the semantic space.

Consequently, the words making up the English language were decomposed into a tree-
structured taxonomy according to particular grammatical, syntactical and semantic
properties. Each level is described in the following sections.

Descending through the levels results in increasing numbers of classes, with fewer words,
but the words have more semantic commonality. A word in any given class was

representative (to some degree) of the class as a whole.
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The taxonomy was tree structured, but derived in quite a different way from taxonomies
such as WordNet which is based on a small set of operators such as ISA and Part Of
(Miller et al., 1990) to perform the decomposition. This prevented biasing the dataset in
favour of algorithms that make use of these ontologies.
It was also desirable to represent certain features of the language not related to a particular
semantic category (e.g. polysemy, homophony etc.). These features have been incorporated

into the frame and are listed as “miscellaneous” at the end of the containing class.

Top level decomposition of the English words

The first decision was to split the whole set of words into the two classes of function and
content words (Rubenstein and Goodenough, 1965). Nouns, adjectives, verbs and adverbs
are referred to as content words. Other word classes (such as articles, pronouns and

prepositions) are referred to as function words. This division is shown in figure 3.1.

English
words

Content
words

Figure 3.1 Top-level decomposition: Content words vs. Function words

Using content words as stimuli will lead to a natural representation of function words in
the generated sentences. For example suppose the stimulus noun cat receives the response
The cat sat on the mai. As a consequence of writing the sentence, the function words the
(article) and on (preposition) have been included as well as the additional content word

mat. Therefore it was decided to include only content words in the sampling frame.

Decomposition of Content words
The natural consequence of decomposing into content and function words was to further
decompose the content words into nouns, verbs adjectives and adverbs. This is shown in

figure 3.2
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Content
words

Qo D Qe Qe D Caven)

Figure 3.2 Decomposition of the Content words

Word frequency is important in representing the language i.e. words used frequently
should have a higher probability of appearing in the sample frame. It was necessary to
determine the relative proportions of the occurrences of nouns, adjectives, verbs and
adverbs which would occur in the sampling frame. Corpus statistics provide the best source
of frequency information. There are a number of corpora in existence - the Brown Corpus,
Penn Treebank, Collins Cobuild and the British National Corpus (BNC) are all familiar in
the literature. The Penn Treebank was eliminated because of its specialised nature
(materials drawn from the Wall St. Journal). The Collins Cobuild was eliminated because
there were significant charges for use. This left the Brown Corpus and the BNC, both
derived from a range of printed materials, both freely available to researchers and both
widely used and understood by researchers. Brown has been established longer but the
BNC is larger (at least 100 million words (Webmaster)) and more up-to-date.

The problem of representing the frequencies was solved by distributing the words in the
frame to word classes based on their frequency of occurrence in the two corpora. This was
achieved by summing the total number of occurrences of all of the words (lemmata in the
case of the BNC) in each class and finding the average for the two corpora. These were
then used to weight the proportions in the frame. Figure 3.3 shows the results of

distributing the 64 words in these proportions.
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Adverbs (8)

Verbs (14) Waoms 124)

Adjectives
(14)

Figure 3.3 The distribution of 64 word slots between the Content word classes

Representation of frequency within the Content word classes

Within each class the words will also follow a frequency distribution. For valid
representation of the English language, words selected for the class should be in proportion
to their frequency of occurrence.

There are a number of approaches to selecting words on frequency, for example the biased
roulette wheel as used in Genetic Algorithm cost functions (Goldberg, 1989) was
considered.

However, there are known problems with word frequency lists below the frequencies
required to make it into the first five or six thousand words (Francis and Kucera, 1982,
Juola, 1996), so a simpler and more robust approach was chosen.

This was to split the English language into two divisions — high frequency and low
frequency words. A number of researchers have compiled lists of high frequency words
over the years (Ogden, 1930, West, 1953, Coxhead, 2000).

The motivation has been to identify a “most useful” set of English words to use in
language teaching. Most attention focuses on the idea of a core vocabulary, which contains
the most useful and frequently-used 2,000 words of English. It has also been reported that
over 80% of the words in Undergraduate textbooks are members of a basic high frequency
word set (Valcourt and Wells, 1999).

The problem of frequency representation within the classes was solved by deciding to split
the words in the classes into 80% coming from a high frequency word list and 20% coming

from a low frequency word list. The high frequency word list was produced by combining
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the most frequent 2,000 words from each of the Brown and BNC corpora. The low
frequency list would come from the remainder of the BNC after the words on the high
frequency list were removed.

Consequently, it was decided to set a target of 22 high frequency and 6 low frequency
nouns, 12 high frequency and 2 low frequency adjectives, 11 high frequency and 3 low
frequency verbs and 6 high frequency and 2 low frequency adverbs. The decomposition by
frequency is shown in table 3.1.

The final column of table 3.1 shows the breakdown when each class is split in the

proportions 80:20.

Brown BNC Lemmatised List Words | Frequency
Corpus in Class | Breakdown
22 High
Nouns 3| 25 28
6 Low
o 12 High
Adjectives 20 7 14
2 Low
11 High
Verbs 8 22 14
3 Low
6 High
Adverbs 6 10 8
2 Low
51 High
Totals 65* 64 64
13 Low

Table 3.1 Frequency breakdown for English Content Words

* The Brown corpus figures add up to 65 instead of 64 because of variations introduced by

rounding.

Each of the classes was then subject to further decomposition separately, starting with the

nouns.

Decomposition of the nouns - methodology

A number of possibilities were considered for decomposing the nouns further. These
included ontological approaches such as WordNet (Miller, 1995, Miller et al., 1990) and
Thesauri (Davidson, 2004), grammatical approaches and Category Specific Deficits
(CSDs) introduced in chapter 1.
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The decision was made not to proceed with Ontological approaches because some existing
STSS measures already use Wordnet or Roget’s Thesaurus in calculating semantic
similarity (Li et al., 2006, Kennedy and Szpakowitz, 2008, Feng et al., 2008). It was
important to avoid biasing the dataset in favour of these algorithms.
Consequently, it was decided to proceed with a combination of higher-level decomposition

using conventional grammar followed by lower level decomposition using CSDs.

The Concrete / Abstract division

English grammar offers provides a way of decomposing the nouns into further intermediate
categories. The first of these is between Concrete and Abstract.

A concrete noun (e.g. brick, screwdriver) labels an object which can be interacted with
directly through the senses, whereas an abstract noun refers to some sort of intangible
quality (e.g. truth, beauty). Nouns are sometimes described as having a “degree” of
concreteness dependent on the extent to which they can be experienced directly by the
senses (Bushell and Martin, 1997).

A surprising number of abstract nouns appear in the most frequent 2,000 words. Searle
(Searle, 1999) suggests that the ability to form abstract concepts (such as money and

government) and manipulate them is fundamental to our success as a species. For example:

“Money earned as an employee of the State of California in his bank account which he
uses to pay state and federal taxes as well as bills owing to the gas and electric
companies and to the contractor of his credit cards.”

Abstract nouns also pervade science. Things that we can measure quantitatively
nevertheless use scales with abstract properties, e.g. femperature.

The concrete / abstract division is also supported by evidence from CSDs (Damasio et al .,
2004, Breedin et al., 1994, Newton and Barry, 1997). The division is illustrated in figure
3.4,

Consequently, it was decided to reserve 8 slots in the sampling frame for abstract nouns.
Of the remainder, 19 were allocated to concrete nouns and one reserved for special

language properties, discussed later.
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Figure 3.4 Decomposition of the Nouns

Decomposition of the Abstract Nouns

The final stage for abstract nouns was to decompose them into individual bottom-level
classes, each of which contained a word in the sampling frame. Some useful classes of
abstract nouns are available in definitions from dictionaries and language teaching

resources, for example:

* Qualities or ideas(Sinclair, 2001)

* Feeling, ideas and qualities (Lisa, 2009)

¢ States, events, concepts, feelings and qualities (Flynn, 2002a)

* Emotions/Feelings, States/Attributes, Ideas/Concepts/Ideals and
Movements/Events (Yourdictionary, 2009)

Given the importance of science in society, it was also decided to specify a specific “idea
from science” as well as a general idea. Also the attribute “affect” is generally important in
the psychological study of the subjective aspect of feeling or emotions. Therefore the
emotion slot was spilt into two, one for positive, the other for negative, affect.

Finally, it was felt that where there were sufficient slots for a particular class, some
completely random allocation would be beneficial. In the case of Abstract nouns one slot
was available for this purpose.

Consequently, it was decided to include the following abstract noun slots in the frame:

*  Quality

¢ Idea (from Science)

* Institutional Fact

* Idea (randomly selected)

* State
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* Emotion positive
* Emotion negative

* Randomly selected

Decomposition of the concrete nouns

Concrete nouns can be Proper, Common or Collective (Thomson and Martinet, 1969).

A Proper noun is a name (for example Tom, Paris) and a Collective noun refers to a mass
of items as a whole (crowd, pile). A Common noun is a concrete noun which is neither
proper nor collective (e.g. desk, tree).

The semantic properties of names are likely to be experiential arising from the judge’s life
history.

There is little information available about the relative frequencies of collective vs common
nouns. However, examination of web lists suggests somewhere between 50 -100 collective
nouns in genuine use throughout the language.

Consequently it was decided to omit proper nouns from the sampling frame and split the
19 dedicated concrete noun slots into 17 common and 2 collective slots (one for living, the

other for nonliving), as shown in figure 3.5.

Common @

Figure 3.5 Decomposition of the Concrete Nouns

CSD-based decomposition of the Common and Collective nouns
CSDs offer the opportunity to decompose to the final semantic categories. Concrete nouns
undergo a two stage process, whilst collective nouns undergo a single stage decomposition,

The processes are described in the following sections.
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Intermediate decomposition of the nouns using CSDs
After careful consideration, the decision was taken to use CSD information for the later
stages of decomposition. There is substantial evidence from CSD studies to support a
division of nouns into two classes, which is applicable to both common and collective
nouns, in different ways, after they have been split.
There are three different terminologies for division into two classes: Living / Nonliving
(Pouratian et al., 2003), Biological / Nonbiological (Vinson et al., 2003) and Animate /
Inanimate (Caramazza and Shelton, 1998). This poses the question: are these simply
terminological differences describing exactly the same division into two classes or are
divisions subtly different from each other?

The living/nonliving dichotomy was used in Vinson (Vinson et al., 2003). Examples of
living things were animals (tiger, lion), faces, fruits and vegetables. Examples of nonliving
things were furniture, kitchen utensils, clothes and vehicles. This study found that body
parts had more in common with nonliving things than living things and treated them as
such. Other studies on the living/nonliving dichotomy include (Moss and Tyler, 2000,
Devlin et al., 2002, Cross et al., 2008, Lu et al., 2002). The living/nonliving dichotomy
also appeared in a study of semantic priming in an ERP study using healthy participants
(Sartori et al., 2006).

A study which used 3 different datasets to investigate the statistical methodologies
involved in CSD research (Laws et al., 2004) made a distinction between living things
(words from fruits & vegetables and animals categories, e.g. mushrooms, vulture) and
objects (e.g. darts, passport).

The “inanimate” term appears in a review of prior art in (Caramazza and Shelton, 1998)
where some work is described as using living/nonliving catgeories and other work as using
living/inanimate categories. Animals are commonly considered as living things, but the
fruits and vegetables are treated differently in the reviewed studies. Thus fruits and
vegetables are considered living in one study and inanimate in another. This distinction is
in fact consistent with dictionary definitions (Little et al., 1983, Sinclair, 2001) of animate
which generally focus on an entity having animal life and also with connotations of
motion. Throughout, the nonliving or inanimate i1tems are described as “artefacts”
(Caramazza and Shelton, 1998) without specific examples. In the experimental section of
the study, the two major categories used are animals and nonanimals, with nonanimals
including body parts, clothing, fruit, furniture, kitchenware, musical instrument, tool,

vegetable, vehicle and other.
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In an exchange of letters in Trends in Cognitive Sciences (Mahon and Caramazza, 2003),
Mahon and Caramazza describe the domains living animate, living inanimate and
nonliving as specific categories that can each be disproportionately impaired. A
contemporaneous paper including some of the same authors uses the terms animate
objects, inanimate biological objects and artefacts (Capitani et al., 2003); this study also
describes biological objects as dividing into the two categories animal and fruit &
vegetables.

Biological and living are sometimes treated as the same thing. This is the case in (Kay
and Hanley, 1999), which gives example subcategories of animals, birds, fruits, vegetables.
It also specifies the alternative category as inanimate and provides example subcategories
of furniture, kitchen utensils and clothes. The terms artefact and nonliving are used in other
parts of the paper for the inanimate items.

Both biological and living are used as category descriptors in a review of impairments
from Alzheimer’s disease reviewed by Whatmough (Whatmough and Cherkow, 2002).
The problems of allocating the categories of food and body parts to the higher level
domains of living and nonliving 1s noted by Gainotti and Silveri (Gainotti and Silveri,
1996), who observed food is usually impaired along with living things, whereas body parts
are usually spared, despite the fact that much food is manufactured (processed) and
unrecognisable in terms of the features of its living origins, whereas body parts are usually
components of a living being. Finally, Chao (Chao et al., 1999) used the terms biological
and nonbiological consistently in an fMRI study of categories in healthy volunteers. The
biological categories were animals and faces, the nonbiological categories were tools and
houses.

Consideration of the above and other prior work led to the decision that for the work in
this thesis classes would be formed using both living/nonliving and
biological/nonbiological distinctions.

Therefore, the four possible classes that emerged were living/biological, nonliving
biological, living/nonbiological and nonliving/nonbiological. These would provide a good
medium-grained partitioning for concrete nouns and would contain examples of the
domains of animate/inanimate within their subcategories. Body parts would be included
under /iving/biological, as would fruits and vegetables, but processed materials such as
Spam (canned pork and ham) and cotton would be included under nonliving /biological.

It is debatable whether the /iving/nonbiological category has any genuine members (e.g.
robot, android and virus could also appear in the nonliving biological category (Rice,

2006)). Consequently it was decided to omit /iving/nonbiological and split the common
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nouns into the classes /iving/biological, nonliving/biological and nonliving/nonbiological.

This decomposition is shown in figure 3.6.

NonLiving /
Biological

Living /
Biological

NonLiving /
NonBiological

Figure 3.6 Decomposition of the Common Nouns

At this stage the numbers of noun slots were dominated by the availability of established
classes from CSD studies. The 17 common noun slots were divided into 8
living/biological, 8 nonliving/nonbiological and 1 nonliving/biological (which has a

relatively minor role).

Final selection of classes of common nouns

The final stage of decomposition of the common nouns used established classes from CSD
studies. Table 3.2 shows the classes chosen. The criterion for selecting the classes was one
of credibility - following peer review or repeating of experiments. Bold type indicates
multiple sources confirming a particular neuroanatomical site linked to the class and the
capital R indicates evidence from a large scale review of other work.

Column 4 identifies some of the neuroanatomical structures associated with particular
categories. Some researchers use a naming system in which major temporal structures are
identified with their initial capital letter. For example O-T refers to Occipital-Temporal.

These are illustrated in figure 3.7 (Serendip, 2003). Capital I refers to Inferior.



Gross Specific Sources Identified
Category category Neuroanatomical
structures
Living / Body Parts (Rogers and PLaut, Lateral fusiform gyrus
Biological 2002) R (Vigliocco et al.,
(Vigliocco et al., 2002a)R
2002a) Bilateral inferior T, O-T,
(Capitani et al., 2003) | fusiform, lingual
R
(Vigliocco et al,
2002b)
(Gainotti and Silveri,
1996)
(Forde et al., 1997)
Living / Fruits and (Vigliocco et al., (Damasio et al., 2004)
Biological Vegetables 2002a) Bilateral inferior T
(Capitani et al., 2003) | (Capitani et al., 2003)
R
(Damasio et al., 2004)
(Santos and
Caramazza, 2002) R
(Forde et al., 1997)
Living / Animals (Rogers and PLaut, Posterior ventral
Biological 2002) R temporal cortex,
(Caramazza and prefrontal motor areas
Shelton, 1998) (Rogers and PLaut,
(Vigliocco et al ., 2002)
2002a) Occipital-Temporal
(Damasio et al., 2004) | areas (Vigliocco et al.,
(Forde et al., 1997) 2002a) R
Medial areas(Vigliocco
etal., 2002a) R
(Damasio et al., 2004)
Living / Birds (Capitani et al ., Left F-P (intermediate
Biological 2003)R impairment for birds)
(Forde et al., 1997) (Capitani et al., 2003)
(Forde and
Humphreys, 2002)
Living / Insects (Capitani et al., Bilateral T-P atrophy
Biological 2003)R Inferior T-O
(Forde et al., 1997) (Capitani et al., 2003)
(McRae and Cree,
2002)
Living / Plants and (Rogers and PLaut, Left F-T and insula,
Biological Flowers 2002) R right T insula (with
(Caramazza and other biologicals)
Shelton, 1998) (Capitani et al., 2003)
(Capitani et al
2003)R
Nonliving / Foodstuffs (Rogers and PLaut, Bilateral T
Biological 2002) R (Capitani et al., 2003)
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(Capitani et al., 2003)
R (both naturally
occurring and
manufactured)
(Gainotti and Silveri,
1996)

(Santos and
Caramazza, 2002)

Nonliving / Clothing (Rogers and PLaut, Left t and basal ganglia
Nonbiological 2002) R (Cloth types) | (with other non-animal
(Vigliocco et al items)
2002a) Left T-P (fabrics)
(Capitani et al ., (Capitani et al., 2003)
2003)R
(Vigliocco et al
2002b)
(Forde et al., 1997)
Nonliving / Tools and (Vigliocco et al., Left Posterior Middle

Nonbiological | Manipulables | 2002a) Temporal Gyrus
(Capitani et al., 2003) | (Devlin et al., 2002)
R (Damasio et al., 2004)
(Damasio et al., 2004) | Middle temporal gyrus
(Forde et al., 1997) (Rogers and PLaut,
2002)
Lateral Temporo-
Parietal-Occipital
(Vigliocco et al., 2002a)
R
Lateral Temporal Cortex
(tool motion) (Vigliocco
et al., 2002a) R
Nonliving / Vehicles (Vigliocco et al., Left T and Basal
Nonbiological 2002a) Ganglia (with other non-
(Capitani et al., 2003) | animal categories)
R Mild cerebral atrophy
(Vigliocco et al., (Capitani et al., 2003)
2002b)
(Santos and
Caramazza, 2002) R
(Forde et al., 1997)
Nonliving / Furniture (Vigliocco et al., (Chairs) Inferior
Nonbiological 2002a) R Temporal Gyrus
(Capitani et al ., (Vigliocco et al., 2002a)
2003)R Left anterior T
(Santos and Left T-P
Caramazza, 2002) R (Capitani et al., 2003)
(Forde et al., 1997)
Nonliving / Musical (Rogers and PLaut, Left Temporal pole and
Nonbiological | Instruments 2002) R Anterior Ventral I-T

(Capitani et al., 2003)
R
(Damasio et al., 2004)

(Damasio et al., 2004)
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(Gainotti and Silvert,
1996)

(Miller and Charles,
1991)

Nonliving / Miscellaneous | (Rogers and PLaut, (artefacts) Left Middle
Nonbiological | Artefacts 2002) R Temporal Gyrus
(Capitani et al., 2003) | Dorsolateral Frontal

R Cortex (Vigliocco et al.,
2002a) R

Nonliving / Gemstones (Rogers and PLaut,
Nonbiological 2002) R
(Warrington and
Shallice, 1984)
(McRae and Cree,
2002)

Table 3.2 Semantic categories for nouns selected from the field of neuropsychology

Figure 3.7 Lobes of the Cerebral Cortex

Decomposition of the collective nouns

A pure collective noun is a term for a collection of entities such as “flock™ of sheep.
Collective nouns are sometimes confused with mass nouns which denote a quantity of
some substance such as “water”. Semenza defines collective nouns as being "like flock or
furniture that denote groups of elements that cannot be enumerated in each single
component but may or may not share the feature of countability (Semenza et al., 1997). i.e.
it is possible for a farmer to own 3 flocks (of sheep) but a householder is never described
as owning 3 furnitures. As stated earlier, collective nouns may be decomposed into the

same intermediate categories as common nouns, but for practical purposes it was decided
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to restrict the classes to Living/Biological and Nonliving/Nonbiological. Consideration of
the nonliving biological class suggested that their collective terms (such as “bunch”) were

ambiguous. This is shown in figure 3.8.

Collective
Nouns

Living /

NonLiving /
Biological

NonBiological

Figure 3.8 Decomposition of the Collective Nouns

Miscellaneous noun slots

It was decided to reserve two slots in the sampling frame, one for a Living / Biological and
the other for a Nonliving / Nonbiological collective noun.

Two slots were reserved to promote diversity of coverage (valid semantic classes may exist
which are not recorded in CSD literature). These were:

Any word that fitted the Living / Biological class, regardless of its sub-class

Any word that fitted the Nonliving / Nonbiological class and was not in the man-made
class (ass this already had good representation).

Certain properties of words such as polysemy and homophony have long been of interest to
etymologists and may have a role to play in STSS. Although it was possible that some of
these properties would be represented naturally as part of the selection process, it was
decided to build-in at least some representation at this stage. The properties considered

WCEIC!

* Polysemy: a polysemous word has a number of distinct meanings, but the meanings
are related

* Homonymy: a homonym has the same pronunciation and possibly the same
spelling as another word with a different meaning

*  Homophony: a homophone has the same pronunciation as, but a different spelling

and meaning from another word with a different meaning
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* Heteronymy: a heteronym has a different pronunciation, but the same spelling as
another word with a different meaning
* Homography: a homograph sometimes has the same pronunciation and always has
the same spelling, as a word with a different meaning (and etymological origin)

* Antonymy: an antonym has the opposite meaning to another word.

In English virtually all high-frequency words are polysemous to some extent, so some will
be included in the sampling frame automatically. Therefore polysemy was eliminated from
needing representation.

Clearly there is scope for overlap between the definitions as the pair knight and night
qualifies as both homonym and homophone. Also, the pair row (a boat) and row (argue)
qualifies as both heteronym and homograph.

Given the space constraints it was decided not to try and represent the fine distinctions
between these properties.

Consequently, it was decided to reserve one slot in the nouns for a homonym or
homograph of one of the other nouns (which of these would be determined by a technique
for populating the frame described later).

As discussed earlier, in the cases of both the homonym/homograph and the antonym if the
requirement had already been satisfied by the sampling process, then the slot could be
released for random allocation of a noun or adjective, respectively.

A relationship described as a homonymous noun-verb pair (Viggliocco et al., 2005) was
accommodated by adding a constraint that one of the nouns must be part of a homonymous

pair with one of the verbs (e.g. fight can be both a verb and a noun).

Final structure of the noun slots

The final structure of the noun section of the sampling frame is presented in table 3.3.

Slot | Grammatical Class Sub-class

1 Abstract Quality

2 Abstract Idea from Science

3 Abstract Institutional Fact

4 Abstract Idea

3 Abstract State

6 Abstract Emotion positive

) Abstract Emotion negative

8 Abstract Randomly selected

9 Concrete:Common Living:Biological:Body Parts (CSD)
10 | Concrete:Common Living:Biological Fuits and vegetables (CSD)
11 | Concrete:Common Living:Biological: Animals (CSD)




12 | Concrete:Common Living:Biological: Birds (CSD)

13 | Concrete:Common Living:Biological: Insects (CSD)

14 | Concrete:Common Living:Biological: Plants and Flowers (CSD)

15 | Concrete:Common Nonliving:Biological: Foodstuffs (CSD)

16 | Concrete:Common Nonliving:Nonbiological :Clothing (CSD)

17 | Concrete:Common Nonliving:Nonbiological: Tools and Manipulables
(CSD)

18 | Concrete:Common Nonliving:Nonbiological:Vehicles (CSD)

19 | Concrete:Common Nonliving:Nonbiological :Furniture (CSD)

20 | Concrete:Common Nonliving:Nonbiological:Musical Instruments
(CSD)

21 Concrete:Common Nonliving:Nonbiological:Miscellaneous Artefacts
(CSD)

22 | Concrete:Common Nonliving:Nonbiological: Gemstones (CSD)

23 | Concrete:Common Nonliving:Nonbiological :Other — Any non man-
made (CSD)

24 | Concrete:Collective Living:Biological (CSD)

25 | Concrete:Collective Nonliving:Nonbiological (CSD)

26 | Concrete:Common Living:Biological: Any sub-category (CSD)

27 | Concrete:Common Nonliving:Nonbiological: Other - any sub-category
(CSD)

28 | *Homonyn/Homophone | Of any previously selected word or Randomly

selected

Table 3.3 Noun Classification sub-Frame
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The process of selecting words to fill the slots in the frame will be described later in this

chapter.

Decomposition of the adjectives

As shown in table 3.1, 14 slots in the sampling frame were reserved for adjectives. This

section explains how they were allocated.

Adjectives have not been used in CSD studies and no other alternatives to grammatical

methods of decomposing them were found. Also because fewer adjectives were allocated

as stimulus words than nouns, a smaller number of coarser categories was required.

At the top level, a formal grammar text may divide adjectives into 6 categories (Thomson

and Martinet, 1969):

L ]

L ]

Quality (e.g. heavy)

Demonstrative (e.g. this)
Distributive (e.g. each)
Quantitative (e.g. some)
Interrogative (e.g. which)

Possessive (e.g. my)
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Intuitively most people associate adjectives with adjectives of quality. Indeed all of the

examples of non-qualitative adjectives (this, each, some, which and my) are also members

of the class of function words. Therefore the top-level breakdown of the adjectives is as

shown in figure 3.9.

Qualitative

Figure 3.9 Breakdown of the Adjectives

As discussed earlier in this section, those adjective classes which consist solely of function
words need no further consideration. One of the best-established methods of decomposing
adjectives, Dixon’s, is derived from English(Dixon, 1991). Dixon’s principles have also
been proven across a range of languages (Dixon and Aikhenvald, 2004). Although there
has been substantial work in decomposing German adjectives (Naumann, 2000) }(Lee,
1994, Hundsnurscher and Splett, 1982. | Rachidi, 1989), the classes were not directly
applicable.

Consequently it was decided to adopt Dixon’s typology for decomposing the qualitative
adjectives.

Dixon’s typology contains 10 classes, from which an eleventh was derived in order to

represent affect (Rossell et al., 1988):

* Dimension

* Physical property

* Colour

* Age

* Value (positive affect)
* Value (negative affect)
*  Speed

* Human Propensity

*  Similarity
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* Difficulty

*  Qualification

It was also decided to place a restriction on the human propensity slot. Human propensity
is a disposition to behave in a certain way. Because of the importance placed on

personality and emotion in psychology (McCrae and Costa, 1987, Saucier and Goldberg,
1996, Benet-Martinez and Waller, 2002, Hassebrauck and Buhl, 1996), it was decided to

dedicate this slot to an “evaluative personality descriptor”.

Miscellaneous adjective slots and constraints
The remaining 3 slots from the 14 were allocated to specific areas of interest that arose

during the literature search:

¢  Smells
* Degree
* Antonymy

Smells have a unique relationship with memory, known as the “Proust Phenomenon”
(Zucco, 2003, Herz et al., 2004), (Lawless and Cain, 1975) and brain physiology (Puppala
et al., 2009) (Bédard and Parent, 2004 ). Consequently a slot was reserved for an adjective
representing a smell.

Adjectives have a comparison property, i.e. they can express a degree of the attribute.
Consequently a slot was reserved for an adjective in the comparative form.

Some classes of adjectives support the properties of antonymy (oppositeness), for example
the physical properties #of and cold and the dimensional properties long and short may be
considered opposite. Antonymy is of interest in semantic similarity because co-occurrence
measures of word pair similarity tend to give high scores to antonymous pairs (Rubenstein
and Goodenough, 1965, French, 2001). Consequently a slot was reserved for an antonym
of one of the other adjectives in the frame.

It is also possible for adjectives to be part of a homonymous verb-adjective pair (e.g.
smooth) so a constraint was added that these should also be represented.

The final format of the section of the adjective sampling frame is presented in table 3 .4.
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Slot | Class

1 Dimension

2 Physical property

3 Colour

4 Age

5 Value Positive Affect

6 Value Negative Affect

7 Speed

8 Human Propensity Evaluative personality descriptor
9 Similarity

10 | Difficulty

11 Qualification

12 | Smell

13 | Any class except 5/6/ Comparative (-er form)
14 | Any class except 5/6/ Antonym

Table 3.4 Adjective Classification sub-Frame

Decomposition of the verbs

As shown in table 3.1, 14 slots in the sampling frame were reserved for verbs. To meet the

requirement of breaking them down into intermediate and finer-grained classes, the

following approaches were considered:

CSDs

Traditional grammar

Lexical construction approaches

o]

o}

O

O

Lexical Conceptual Structure

Role and Reference Grammar

Case Grammar

Levin Classes

Category Specific Deficits

For verbs, CSDs do not provide fine-grained semantic classes; although they provide

independent objective evidence for some of the higher-level distinctions made by the

grammatical approaches (Silveri et al., 2003 , Miller, 1972, Bushell and Martin, 1997, Lu
et al., 2002, Vigliocco et al., 2004).

Consequently it was decided not to make use of CSDs in this section.
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Traditional Grammar
Traditional grammar provides 4 classes that are useful in a high-level decomposition:

Primary Auxiliaries, Modal Auxiliaries, Catenatives and Full Verbs (Palmer, 1988).

* Primary Auxiliaries

The primary auxiliaries are a small set containing the verbs be, have and do. They are
fundamental to the construction of tenses and questions.

* Modal Auxiliaries

Modal auxiliaries contain verbs such as would, may, ought etc. They are frequently
used in constructions to express possibility, desire or obligation.

¢ Catenatives

Catenatives are verbs (other than the auxiliaries), which may be chained together to
form extensive verb phrases, for example: I don’t want to have to be forced to begin to
try to make more money (Palmer, 1988).

* Full Verbs

Full verbs are all the remaining verbs after the auxiliary and catenative classes have

been removed.

All of the verbs in the primary and modal auxiliary classes are function words, therefore
they are not required in the sampling frame.

There are many catenatives in ordinary use and because they share the properties of full
verbs it was decided not to treat them as a separate class.

Consequently it was decided to select from a list of verbs with the auxiliaries removed and
assume that catenatives would be included naturally. This is shown in figure 3.10. From

this point on the term “full verbs” will be taken to include catenatives.

@ Full Verbs

Figure 3.10 Top-level decomposition of the Verbs
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Further properties of traditional grammar include properties such as the transitive /
intransitive distinction. For example “cut” is used transitively in “The butcher cuts the
meat.” And intransitively in “The meat cuts easily.” Any single distinction does not help to
separate verbs into semantic classes. Therefore an alternative approach was required at this

stage and this was found in a set of NLP techniques known as “Lexical Construction.”

Lexical Construction

Lexical construction emerges from more sophisticated grammatical approaches developed
for NLP. This umbrella term covers the motion-based approach of Lexical Conceptual
Structure (LCS), grammar-based approaches of Role and Reference Grammar (RRG) and
Case Grammar (CGQG), and Levin’s Alternation system (Levin, 1993).

Lexical Conceptual Structure

The LCS classification system was formulated by Jackendoff (Jackendoff, 1983,
Jackendoft, 1990), building upon earlier template-based approaches and observational
studies. LCS uses patterns e.g.[cvenr GO vioc ([shing ], [parn ]) and verbs are classified based on
their subsumption by generic LCS patterns (Drakos, 1998).

Problems with LCS are the complexity of applying the template-based approach and the
fact that it produces a flat structure with no intermediate decompositional levels (Drakos,
1998). Also, according to Traum (Traum and Habash, 2000) the semantic structure of the
verb classes duplicates Levin’s typology.

Consequently it was decided not to use LCS for verb class decomposition.

Role and Reference Grammar

The grammar-based approaches usually specify a split into State and Non-State verbs at
the top level. RRG differentiates between a state class and 3 non-state categories
(achievements, accomplishments and activities), however the non-state categories are
derived from the state class(Jackendoff, 1983). Thus learn is derived from the state know as
BECOME know’ and feach 1s also derived from know as CAUSE [BECOME know’].
Although the state verbs offer 6 interesting categories (locational, perception etc.) (Van
Valin, 2008) there does not seem to be the same development of the remaining (activity)
verbs. In RRG one of the prime motivations is the investigation of languages differing

from English (Van Valin, 2008).
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Case Grammar
After the initial split between state and non-state, CG variants further divide the non-state
verbs into process, action and action-process (Chafe 1970). Variations split into a two
dimensional matrix by adding a second parameter giving
4x4 (Cook, 1979), and 4x16 (Longacre, 1976) classes. For example, Cooke’s class B.1
State Experiential Verbs contains doubt, know, like and want.
The CG classes offered an intermediate decomposition that would be easy to apply
accurately and provided the capacity for further fine-grained decomposition. Also the non-
state classes offer a clearer decomposition than those of RRG.

Consequently, the CG classes were used for the next stage of decomposition as shown in

Full Verbs
State Verbs Process Action
Verbs Verbs

Figure 3.11 Decomposition of the Full Verbs

figure 3.11.

Action-Process
Verbs

Levin Classes

Levin’s approach (Levin, 1993) classifies verbs by alternations, methods by which verbs
relate to their arguments. For example, the class of spray/load verbs participates in the
Locative Alternation by taking two forms - “Sharon sprayed water on the plants.” and
“Sharon sprayed the plants with water.” Other verbs, such as fill or pour can each take only
one of the forms. Although the constraints are based on syntax, the emergent classes are
believed to be semantic “... the behaviour of a verb, particularly with respect to the
expression and interpretation of its arguments, is to a large extent determined by its
meaning.” (Levin, 1993).

Levin’s techniques use alternations to generate a tree in which there are 49 classes at the
first level. 31 of these decompose to give 154 sub-classes at second level and 13 of these
decompose to give 32 sub-classes at the third level. Levin’s approach does not provide a
good hierarchical decomposition but it does produce good classes, some of which are fine-

grained. Consequently, the following decisions were made:
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Three slots would be allocated to each of the CG slots, using 12 of the 14. Each of those 12

slots would also be allocated to a different Levin Class to promote semantic dispersion.

Miscellaneous verb slots and constraints

Two of the 12 slots were allocated to lower-level Levin Classes, slots 13 and 14 were each
allocated to a different one of those two lower-level classes. The intention was to promote
semantic proximity resulting in some higher similarity sentence pairs being generated.

It was also decided to promote polysemy by ensuring that at least one of the verbs selected
appeared in several Levin categories and at least one verb appeared in only one Levin
class.

As discussed under nouns, a constraint was added that one of the verbs must be part of a
homonymous noun-verb pair.

As discussed under adjectives, a constraint was added that one of the verbs must be part of

a homonymous verb-adjective pair. The full allocation is shown in table 3.5.

Verb classification sub-frame

Slot | CG Class Levin Class

1 State Verb Levin Class a

2 State Verb Levin Class b

3 State Verb Levin Class ¢

4 Process Verb Levin Class 1

5 Process Verb Levin Class j

6 Process Verb Levin Class k

7 Action Verb Levin Class p

8 Action Verb Levin Class q

9 Action Verb Levin Class r

10 Action-Process Levin Class x

11 | Action-Process Levin Class y

12 Action-Process Levin Class z

13 Levin Class 2" level Levin Class a,b,c,i,j.k, p,q.r.x,y OR z
14 | Levin Class 3 level Levin Class a,b,c,i,j.k, p,q,r.x,y OR z

Table 3.5 Verb classification sub-Frame

Decomposition of the adverbs
As shown in table 3.1, 8 slots in the sampling frame were reserved for adverbs. This

section explains how they were allocated.

In terms of natural language processing, adverbs are probably the least studied of the four
major categories of word under consideration. In the words of Jackendoff (Jackendoff,
1972)
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"Most studies in generative grammar do not even concede to them the right to be a part
of speech."

Jackendoff's work in generative grammar separated adverbs into categories based on the
positions they can legitimately be attached to in a sentence parse tree. This approach was

rejected for this work as classification could be laborious and error prone.

Modern grammar tends to classify adverbs in terms of their origin (Quirk et al., 1985) or
behaviour (Carter and McCarthy, 2006) without providing much insight into their
semantics. There are also some classes included in modern grammar which are adverbial
forms of function words such as interrogative (e.g. when) and relative (e.g. where) and
these have also been ruled out.

Consequently it was decided to use classes derived from traditional grammar. Four major
categories are generally accepted: time (e.g. soon), place (e.g. here), manner (e.g. bravely)
and degree (e.g. entirely). An additional class was included, frequency (e.g. often). These

requirements are met by the allocation of slots 1 — 5 in table 3.6.

Miscellaneous adverb slots

Slot 6 was allocated to an adverb selected purely at random, to promote diversity of
coverage.

Slots 7 and 8 were reserved in the frame for the comparison property of adverbs
(comparative, superlative), discussed earlier. The final outcome of these decisions is shown

in table 3.6.

Adverb classification sub-frame

Class

B
Q
g

Time

Place

Manner

Degree

Frequency

Randomly selected

Any of 1-6 Comparative form

NN W | —

Any of 1-6 Superlative form

Table 3.6 Adverb classification sub-Frame
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3.2.1.3 Mapping the classes from the decomposition onto a sampling frame
An empty frame was constructed setting out a required combination of properties for each
of the 64 word slots, which at this stage were unpopulated. So for, example, the first slot

was required to be

Noun : Abstract : Quality

The first concrete noun was required to be

Concrete : Living : Biological : Body Parts

Etc.

The other constraints in the “miscellaneous” subsections of 3.2.1.2 were set out to be

checked for satisfaction as the frame was filled.

3.2.1.4 Populating the slots in the frame with words using an Opportunistic Random
Search

A process had to be devised to fill the slots in the frame and this was dubbed the
Opportunistic Random Search. The name arises from the fact that the BNC word frequency
list was searched to select words to fill the frame, that randomisation of selection was
required to prevent bias, and yet a simple (opportunistic) method was used to allocate the

words efficiently. The process operated as follows:

1. Divide the BNC word frequency list into two sections, the most frequent 2000
words and all the remaining lower frequency words

2. Separate the most frequent 2000 words into 4 sections: nouns, verbs, adjectives and
adverbs

3. Separate the lower frequency words into 4 sections: nouns, verbs, adjectives and
adverbs

4. Randomise the order of the words in each of the 8 files that were generated

5. FOR each word class (nouns, verbs, adjectives, adverbs)

a. For the high frequency word list file, select the first word
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b. IF the word meets the criteria for any high frequency slot allocate it to the

slot
c. ELSE Discard the word
d. REPEAT

1. Take the next word from the high frequency list
ii. IF the word meets the criteria for any high frequency slot allocate it
to the slot
iii. Note any additional constraints satisfied by the word
iv. ELSE Discard the word
e. UNTIL all the high frequency slots are filled
f.  For the low frequency word list file, select the first word

g IF the word meets the criteria for any low frequency slot allocate it to the

slot
h. ELSE Discard the word
1. REPEAT

1. Take the next word from the low frequency list
ii. IF the word meets the criteria for any low frequency slot allocate it
to the slot
111, Note any additional constraints satisfied by the word
1v. ELSE Discard the word
j. UNTIL all the low frequency slots are filled

6. NEXT word class (noun, verb, adjective, adverb)

For an example, consider the allocation of high frequency verbs. Suppose the first verb
selected was know. This 1s a state verb and as no verb slots would have been filled at this
point, know would be allocated to the first verb slot and its Levin class recorded as 29.5
(conjecture verbs), replacing “Levin class a” in table 3.5 so that the additional criteria
regarding Levin categories could be fulfilled.

Some minor modifications were required to the process to accommodate additional criteria,
for example slot 6 of the adverb frame was initially allocated to any adverb occurring
during the filling of the first 5 adverb frames which did not fall naturally into one of the
specified categories, otherwise to be filled by purely random selection.

Slots 7 and 8 of the adverb frame were allocated to the two adverbs which most sensibly
participated in the comparative/superlative variants. The interplay between the requirement

to fill the slots and the satisfaction of the additional constraints made populating the table a
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somewhat stochastic process, with some stages having to be re-worked. The balance
between the low and higher frequency words was slightly off-target but considered
acceptable. The outcome of populating the frame is shown in table 3.7 (where LF means a

word is from the low frequency list).
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No. | Class Word Additional Criteria / comments
1 Noun abstract quality Variety
2 Noun abstract idea from science Temperature
3 Noun abstract idea institutional fact Nation
4 Noun abstract idca Dclay Homonymous noun-verb pair LF
5 Noun abstract state Conflict
6 Noun abstract emotion positive Pleasure
7 Noun abstract cmotion ncgative Doubt
8 Noun abstract Prejudice Randomly selected LF
9 Noun concrete living biological body parts Ear
10 | Noun concrete living biological fruits and vegetables Lemon LF
11 | Noun concrete living biological animals Cat
12 | Noun concrete living biological birds Hen LF
13 | Noun concrete living biological insects Fly
14 | Noun concrete living biological plants and flowers Rose LF
15 | Noun concrete nonliving biological foodstuffs Coftee
16 | Noun concrete nonliving nonbiological clothing Shoc
17 | Noun concrete nonliving nonbiological tools and Manipulables | Key Source for homophone
18 | Noun concrete nonliving nonbiological vchicles Boat Normally found outdoors
19 | Noun concrete nonliving nonbiological furniture Chair Normally found indoors
20 | Noun congrete nonliving nonbiological mugical instruments Guitar LF
21 | Noun concrete nonliving nonbiological miscellancous artefacts | Weapon
22 | Noun concrete nonliving nonbiological gemstones Diamond LF
3 | Noun concrete nonliving nonbiological other non man-made Hill
24 | Noun collective living biological Crowd
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25 | Noun collective nonliving nonbiological Heap LF
26 | Noun concrete living biological Parent Randomly selected
27 | Noun concrete nonliving nonbiological Fire Randomly selected
28 | Noun Homonyn/homophone Quay Homophone of Key
29 | Adjective dimension Large Source for comparative
30 | Adjective physical property Dry Source for antonym, wet : Homonymous verb-adjective pair
31 | Adjective colour Grey
32 | Adjective age Young
33 | Adjective Value positive Great NOT an antonym of terrible
34 | Adjective Value negative Terrible NOT an antonym of great
35 | Adjective speed Slow
36 | Adjcctive human propensity Responsible
37 | Adjective similarity Familiar
38 | Adjective difficulty Difficult
39 | Adjective qualification Global LF
40 | Adjective smell Rotten LF
41 | Adjective comparative Larger Comparative of large
42 | Adjective antonvm Wet Antonym of drv
3 | Verb State (state experiential) Hope Levin class 32.2 long (for)
44 | Verb Statc (state locative, continuous locative) Cover Levin classes 47.8 contiguous location (also 9.8 fill)
45 | Verb State Relax Levin class 31.1 amuse LF
46 | Verb Process Change Lcevin classes 41.1.1 dress (also 45.4 CoS, 26.6 turn,13.6 cxchange)
47 | Verb Process Appcar Lcvin class 48.1 (48.1.1 appcar)
48 | Verb Process Dry Levin class 45.4 other change of state LF : Homonymous verb-adjective pair
49 | Verb Action Run Levin classes 51.3.2 run (also 26.3 preparing, 47.5.1 swarm, 47.7 meandcr)

. d :
Source for Levin 3™ level class pair
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50 | Verb Action Laugh Levin class 40.2 nonverbal expression

51 | Verb Action Bargain Levin class 36.1 correspond

52 | Verb Action-Process Drink Levin class 39.1 ingesting  Source for Levin 2™ level class pair
3 | Verb Action-Process Punish Levin class 33 judgement (negative)

54 | Verb Action-Process Dclay Lcvin class 53.1 lingering  Homonymous noun-verb pair LF

55 | Verb Action-Process Eat Levin class 39.1 ingesting  Paired with drink

56 | Verb Action Climb Levin class 51.3.2 run Paired with run

57 | Adverb Time Eventually

58 | Adverb Place Far

59 | Adverb Manner Seriously

60 | Adverb Degree Partially LF

61 | Adverb Frequency Mostly LF

62 | Adverb Safely Randomly selected

63 | Adverb Comparative Farther

64 | Adverb Superlative

Most seriously

Table 3.7 Populated word sampling frame.
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3.2.2 Experiment 3.1 Collection of the sentence pairs
Having decided upon the stimulus words, the next phase of the work was to generate 64
sentence pairs with similarity ratings. These were selected from a a database of 1,121
sentences (virtually all valid sentences), indexed by 10 different keys to support queries
extracting different combinations of sentences for STSS-131 to form the 64 pairs. The
difficulty in finding existing sentence datasets suggests that this database will be a useful
resource in its own right for future researchers both in STSS and other fields such as

Psychology and Neuroscience. The methodology for experiment 3.1 consisted of:

1. Creating a blocked design
Sampling the population
Design of the questionnaire instrument and instructions

Conducting a pilot study

R B

Conducting the remaining trials

3.2.2.1 Creating a blocked design

A blocked design is commonly used in scientific experiments and has its origins in
medicine. A typical example is where two blocks of participants suffering form an illness
are selected. One block 1s prescribed a treatment for the illness and the other a placebo.
These blocks must be balanced to control for factors which could confound experimental
results such as age or gender. Comparing the results for the two blocks it is possible to
determine whether the treatment is performing better than the psychological effect of
receiving the placebo. The block design technique can also be used for other experimental
purposes; in the following example it distributes the workload and eliminates a potential
confounding factor, spurious semantic overlap. Where the experiments involve humans,
the participants allocated to a particular block are often described as a group.

The original objective of the data collection experiment was to collect 1024 sentences. To
achieve this, a blocked design was used in which the 64 stimulus words were divided into
4 blocks of 16. In experiment 3.1 a trial consisted of a participant writing 2 sentences for
each stimulus word in a particular block. A session was an organised event at which a
number of trials took place at the same time and place. The choice of number of
participants is described in 3.2.2.2.

The blocked design was intended not only to provide a reasonable workload, but also to

prevent spurious semantic overlap. Blocks A and B (of 32 words each) were separated so
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that no pair selected from the two different blocks could have been written by the same
person (or different people experiencing the same semantic context).

Blocks A and B were further subdivided (blocks A1, A2, B1, B2) to prevent internal
spurious semantic overlap. For example the adjective dry appeared in block A and the
adjective wet appeared in block B. However, the verb dry also appeared in block B. By
splitting into blocks A1, A2, B1 and B2 it was possible to ensure that no participant
experienced more than one request to produce a pair of sentences for either wet or dry.
The number of sentences collected was affected by factors such as completion failures
which reduced the number of returns, but questionnaire supplements (added after piloting)
acquired extra sentences.

The full block structure for experiment 3.1 is shown in appendices 3.1 and 3.2.

3.2.2.2 Sampling the population

The target sample size was set at 32 from a combination of factors such as manageable size
of a trial, quantity of data expected and cost (as participants were compensated).

It was considered that the principal difficulty would be generating enough sentences so that
high similarity pairs could be selected from the pool. This group size would produce (1024
x 1023)/2 = 523,776 potential sentence pairs offering scope for finding suitable similarity
combinations.

The experimental task was relatively complex and demanding. It required the participants

to:

* Produce valid sentences (barring errors)
* Understand the difference between nouns, adjectives, verbs and adverbs
* Demonstrate creativity in inventing sentences

* Demonstrate additional creativity in representing natural dialogue

Therefore it was decided that this experiment did not require a sample of the general
population, but one which was selective in terms of creative writing ability. Therefore the
target population was undergraduates on Arts and Humanities courses, who were native-
English speakers and in later stages of their courses.

Recruitment of the specialised pool of graduates was achieved through a number of
processes: a mailshot to lecturers, briefings at the start of classes, posters and leafleting in

suitable social spaces.
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All publicity materials directed the participants to a website which had details of
experimental sessions to attend and also a short self-test to establish that they knew the
difference between nouns, verbs, adjectives and adverbs.
Recruitment was difficult, but was helped by paying compensation for time to the
participants. It was estimated that the task could be completed within one hour. The
compensation was set at £5 which was a little above the minimum hourly wage in the UK
at the time of the experiments.
All participants received an ethics statement / covering letter (similar to those for chapter

2) before agreeing to participate.

3.2.2.3 Design of a questionnaire instrument and instructions
There were three aspects to designing the questionnaire to capture the sentences:
* production of the basic questionnaire to capture the sentences
* incorporation of additional safeguards to prevent confusion between nouns, verbs,
adjectives and adverbs
* additional features to promote accuracy of responses and the generation of high

similarity pairs

Production of the basic questionnaire

Sample extracts from the questionnaire can be found in the appendices for this chapter
(appendices 3.3, 3.4 and 3.5).

The basic instructions informed the participants they would be asked to produce two

sentences for each stimulus word with the example:

Please print (in BLOCK CAPITALS) two sentences, between 10 and 20 words
long in the boxes below, using the Noun FIGHT

Participants were asked to write two sentences because it was anticipated that participants
might quickly write the first thing that came into their heads as their initial response. For
example, one participant provided the first response:

There is something rotten in the kingdom of Denmark.

whereas the second response from the participant was

The egg had a rotten smell that hung in the room for days.
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This use of the adjective to describe a smell was exactly the kind that was desired. whereas
the quote from Hamlet has very limited value as a representation of general human

utterances.

Additional instructions

The participants were also given instructions on how to treat polysemous words and
potential homonymous verb-noun pairs, the desirability of natural responses and the re-
assurance that it was not an intelligence test. All of these instructions were intended to
promote the generation of usable, natural sentences.

Each stimulus word instruction was presented on a separate page with two boxes for the
responses. The pages were grouped by word type (e.g. all nouns together etc.) and an
additional instruction page was presented at the start of each group.

To prevent effects of ordering, two versions of each group were produced, one with the
order of the words in the group randomised, the other with that order reversed. Experience
from the previously conducted experiments in this study and the nature of the task
suggested that this would give sufficient protection from effects of ordering. Therefore two
different questionnaires were produced for each block of words, one with all of the groups
in their original random order and the other with all of the groups in their reversed order.
This instruction page contained a definition of the word type and examples of the word
with preceding pronouns appropriate for the type. Adjectives and adverbs had short
example phrases for their usage.

The final sheet requested minimal participant details: name, age band (to identify mature
students), degree title (to confirm verbally-oriented) and a check box to confirm the

participant was a native-English speaker.

Promoting high similarity - Themes

There was a concern that despite using words from related classes and even from the same,
narrow class (in a few instances), there could still be a very large number of low-similarity
pairs at the expense of medium and high similarity (Zipf’s law, discussed in chapter 2).

A solution to this problem was found by adding an additional constraint to some of the
pairs of sentences to be generated. This used an alternative approach to semantic similarity
and relatedness, Thematic similarity (Klein and Murphy, 2002). Thematic similarity is
relatively straightforward. Participants were asked to write a sentence on a supplied theme

using the stimulus word. The assumption was that two sentences generated using the same
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stimulus word and same theme were likely to have a higher similarity. Sentences using
either the same word or the same theme were likely to have intermediate levels of
similarity. Sentences using both different stimulus words and different themes were likely
to have low similarity.

Using thematic similarity required a suitable source of themes, which were found in
modern language teaching syllabuses. These focus on conversation about useful everyday
activities. A set of potential themes was compiled from various examining board sources
(AQA, 2010, Hawkin, 1995 ) and texts (Hunt, 2001, Farmer, 1996, O'Donaill and Ni
Churraighin, 1995). Themes for the work in this chapter were selected on the basis of
general occurrence and likelihood of being useful with the stimulus words. A full list of

themes is given in appendix 3.6. Themes selected for use were:

* Going out (socially), giving invitations

*  Future Events, speaking about the future

Each of the questionnaires had a theme applied to the final noun presented to the
participants. An extra sheet explaining the task was inserted before the final noun, and an

example of the instructions on the noun page is:

Please print (in BLOCK CAPITALS) two sentences, between 10 and 20 words
long in the boxes below, on the general Topic of

Going out (socially), giving invitations

and using the Noun VARIETY

3.2.2.4 Conducting the pilot study

There were a number of unknown factors that could affect the operation of the trials to
collect the sentences. How demanding was the task? It was planned to use one hour time
slots to perform the trials. Would the task prove too demanding (the trials might overrun)
or too simple (the trials might finish early)? How attractive was the compensation? Would
the trials be over-subscribed or would it be impossible to attract enough participants? What
would the quality of the participant responses be under the specific controlled
circumstances of the trials?

It was considered that procedural issues could be checked by reviewing the result of the

first 8 participants recruited. If there were no obvious problems, these would be included in
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the full study. The participants were recruited from undergraduates in the languages

department. The following observations were made:

The participants were able to complete the tasks without difficulty.

The participants were able to complete the tasks with time to spare.

The participants found the compensation acceptable, but were not motivated purely
by the financial element.

The participants had tended to rush through the task, the environment seemed to
engender a feeling of trying to finish an exam quickly.

The participants had a strong tendency to respond with assertions but not other
dialogue acts (questions, instructions, expressions etc.).

Concerns about the capability of generating higher similarity sentence pairs

appeared to have some grounds.

3.2.2.5 Conducting the experimental trials

In the light of the pilot study the following decisions were made:

to include the 8 trials from the pilot in the final study

to modify the instructions to promote a wider range of dialogue acts

to modify the instructions to inform participants at the start that they would be able
to do more if they finished early

to produce questionnaire supplements providing additional work for participants
who finished early

to include additional themes to promote the likelihood of high and medium-high
similarity combinations in the supplements

where circumstances permitted, to play ambient background music at a low level to
reduce the feeling of being in an exam

to canvas more extensively and with more effort to recruit students to further trials

It should be emphasised that the materials produced by the pilot study were perfectly good

examples of the kinds of sentences required, apart from the facts that they appeared to be

less likely to produce higher similarity combinations at this stage and that they did not

cover the diverse range of dialogue acts desired. However, it was felt that they would be

useful when combined with those produced by the remaining trials.
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To promote a wider range of dialogue acts, the first page of the questionnaires was

modified to contain the instruction:

Your sentences should be in the form of statements, instructions, commitments,
expressions or declarations.

An additional sheet was also provided to the participants, clarifying the difference between
statements, instructions, commitments, expressions or declarations. This is shown in
appendix 3.7.

The themes extracted from the language teaching sources described earlier were used in

two ways:

* to encourage the formation of high-similarity pairs when using the same stimulus
word

* to encourage the formation of medium-high similarity pairs by applying a theme
to a stimulus word and its synonym (derived from a thesaurus for a small subset of

the stimulus words)

The additional themes are shown in appendix 3.8.

There were continuing difficulties in recruiting students due to the approaching exam
period, but 29 from the target of 32 participants were recruited and the use of the
supplements meant that 1,121 sentences were collected — in excess of the original target of
1024. Also good coverage of the blocks in the design was achieved, with 7 questionnaires
returned for each block and one extra questionnaire for block Al.

The outcome of providing the examples of word classes in the instructions was that word
class errors were limited to approximately 1.6% of the sentences.

The students in general took the task seriously and expressed an interest in the work.
However, two of them either did not take the process seriously or had an unusual world

view dominated by fantasy gaming, one extreme case being:

"It was so large!" exclaimed Hrothgar the barbarian, "that large sword, it was truly
epic!"

These sentences were not used. A sample of the sentences obtained from the process may

be found in appendix 3.9.

3.2.3 Selection of the 64 sentence pairs
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It is clear from the work in chapters 1 and 2 that (barring the algorithms we wish to test
with STSS-131) the only way to determine the similarity of a pair of sentences is through
human judgement. Therefore the only way to select pairs of sentences from the pool was
through human judgement (guided by the language representation requirements discussed
when creating the sampling frame in section 3.2.1.2).
Selecting the 64 sentence pairs for the dataset from the pool of 1,125 candidate sentences

required four stages of work to be completed:

* creation of a database with report generation facilities for a subset of the collected
sentences

* convening a committee of 3 judges to select 64 pairs of sentences for the dataset

¢ conducting a short pilot study

* revising the set of 64 sentences and the procedures in the light of the pilot study

3.2.3.1 Creation of the database

A database was created to act as a repository for the data. Individual tables were created
for participants, sentences, and each of the 4 word classes — nouns, verbs, adjectives and
adverbs. The participants table contained the basic identification information, age band,
course, questionnaire and supplement (so the variant of the questionnaire and supplement
identified by each participant could be traced).

The sentence table contained the participant number, stimulus word, stimulus word class,
stimulus theme, speech act, and comment information. Each of the different stimulus word
tables contained a set of fields appropriate to its type. For example, the nouns table
contained the noun itself, type (abstract, concrete etc.), Booleans for living and for
biological, class (e.g. CSD category) and a number of fields for its relationship to other
stimulus words in the set (e.g. the noun delay has a homonymous verb-noun pair relationship
with the verb delay).

Over 170 queries were written to extract groups of sentences from the database. A priori
knowledge was used to set criteria to produce collections that were likely to provide
various degrees of similarity. These included queries that would return all sentences
generated for a particular stimulus word, all sentences for each of a pair of stimulus words
(e.g. cat and hen which have the common features Noun:concrete:living:biological) and all
sentences generated by a particular theme or combination of themes (e.g. family and

friends combined with qualities of a good friend).
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Queries were also written to select sentences for a set of pairings between the words in
blocks A and B, partly selected to promote various degrees of similarity and partly to
ensure that every stimulus word had the opportunity to appear at least once in the final

dataset.

3.2.3.2 Materials selection by committee

Each member of the committee was supplied with the printed queries and asked to search
for combinations of sentences that were, in the view of the judge, likely to be rated as of
high, medium or low similarity by human raters. Two of the judges were highly
experienced in scripting dialogue for conversational agents and the third was highly
experienced in interviewing users of conversational agents as part of the knowledge
engineering process.

There were many areas of disagreement where the views of the judges had to be examined
thoroughly before consensus was reached. Because of the difficulty involved in reaching
consensus, it was decided to pilot the 64 sentence pairs before conducting the full
experimental program to collect the ratings.

At this stage it was also planned to dedicate 4 of the sentence pairs to an investigation of
dialogue acts, as it was felt that factor analysis could provide some insight into their
influence on perceived semantic similarity. This decision 1s discussed further in section
3.24.1,

Two more sentence pairs were added to bring the set up to 66. These were calibration
pairs. One was the sentence pair with the lowest consistent similarity ratings and the other
with the highest set of similarity ratings from STSS-65. There were two benefits from this.
First it validated STSS-65 by determining whether or not the users had expanded the
similarity range (which could have happened because all of the dialogue acts were
assertions). If this were the case one would expect that they would be closer in value when
mixed in with STSS-131 sentences. Second they ensured that the range of similarities

spanned by STSS-131 was at least as large as the range covered by STSS-65.

3.2.4 Experiment 3.2 Collecting similarity ratings for the sentence pairs

Due to the difficulties the committee experienced about reaching consensus on the
selection of sentence pairs, a pilot study was conducted to investigate whether the set of 64
new sentence pairs was likely to have a good representation of the range of similarities

when rated by human participants. In experiment 3.2 a trial consisted of a participant rating
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the semantic similarity of 64 sentence pairs. A session was an organised event at which a

number of trials took place at the same time and place.

3.2.4.1 Pilot study and modifications to materials

The target population was 16 undergraduate students. This study was intended to validate
the sentence pairs and it was considered unlikely that the results would be incorporated
into a dataset. As a result, it was not sensitive to population sampling. For convenience and
speed, computing students were used who volunteered without compensation. Benefits for
the participants included furthering their knowledge of Al concepts that could support
education modules taken; also gaining firsthand experience of questionnaire-based
evaluation techniques that could be applied to their own final year projects.

Fourteen students were recruited within the available time for the pilot study, 9 males, 2
females and 1 withheld personal data. Eight of the participants were aged 18-22 and three
were older than 22. The students were drawn from 7 different courses ranging from soft
(verbally-oriented) to hard (numerically/symbolically-oriented) computing.

The sentence pairs were numbered to simplify processing, but the allocation of the
sentence pairs to the numbers was randomised to prevent any inference being made about
degree of similarity from the card number.

Participants were allowed to complete the process in their own time, subject to the usual
instructions about completing in a single sitting without distraction etc.

The first outcome of the pilot study was the discovery that the 4 sentence pairs for dialogue
acts were not producing enough data for an ANOVA analysis so it was decided to drop this
aspect from STSS-131.

Once the 2 calibration pairs and the 4 pairs intended for dialogue acts were removed, the

distribution of the remaining pairs was as shown in table 3.8.

Similarity Range Number of Sentence Pairs
0.00 - 0.99 27

1.00-1.99 13

2.00-299 13

3.00 —4.00 7

Table 3.8 The distribution of similarity ratings in new dataset pilot study

The results of the experiment showed that the judges had been optimistic in their selection
of candidate pairs for high similarity. Consequently some of the sentence pairs were

replaced with others more likely to achieve high similarity.
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Modifying the materials was not as simple as, say, replacing 7 of the pairs from the low
similarity band. By this stage there was a great deal of interdependency between the pairs
in satisfying the various combinations of representation criteria.
The 4 sentence pairs originally intended to investigate dialogue acts were released for use
in meeting the high similarity requirement. A further 7 slots were identified, 5 of which
had been predicted to achieve high or medium similarity and failed to do so, and two of
which contained low frequency pairs whose contribution to the low-frequency sample
could be fulfilled by other sentence pairs.
The replacement materials were generated by taking 11 sentences from the dataset and
asking a group of 16 graduate participants to paraphrase them. Each participant
paraphrased 3 sentences, providing between 3 and 6 options to combine with each original
sentence. The graduate participants (who had English teaching experience) were recruited
using the same process as for STSS-65.
The technique was chosen because it was likely to produce some usable high similarity
pairs (which did not necessarily use the same words or word orders). This was the final
option to obtain a suitable balance of materials before expending significant effort and
expense in obtaining the ratings, so a high degree of confidence was needed. The sentences
selected for paraphrase generation are listed in appendix 3.10, an example paraphrase
sentence capture sheet is given in appendix 3.11 and a sample of paraphrased sentences is
listed in appendix 3.12
The final set of sentence pairs used is given in appendix 3.13. The cards were produced to
the same specification as the card sort with semantic anchors experiment described in

chapter 2.

3.2.4.2 Specification, selection and recruitment of a suitable population sample
As experiment 3.2 was the single most important data collection experiment in the whole
of the work in this thesis considerable effort went into acquiring a good population sample.
A blocked design was used with 2 groups, each with target sizes of 32 participants. The
first group consisted of volunteers from the general population who volunteered without
compensation; the second consisted of undergraduate students who were compensated at a
rate of £5. In all cases the task was timed to last about an hour.
There were three reasons for the choice of sample groups and their sizes.

1. Tt would allow a comparison of the ratings returned by the two groups to search for

evidence as to whether a student sample is representative of the population as a

whole.
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2. The block size of 32 would allow each sample to be considered statistically
significant if they were considered to come from different populations (based on
experience in chapter 2).
3. If statistical tests provided evidence that the blocks come from the same population,
they could be combined to produce an even more persuasive set of results.
Whether or not a sample of students represents the general population is an issue which has
not been investigated throughout nearly half a century of research on word similarity.

Collecting evidence about this should be very useful to future researchers in the field.

Demographic principles

The purpose of controlling the demographics was to ensure that there were no confounding
factors. Those considered to be important were age, gender and academic background.
Within the groups (students, non-students) gender should be evenly balanced between male
and female and academic background should be balanced between science/engineering vs
arts’humanities. Within each demographic group the age distribution of that element of the
population should be represented, with most of the students being in the 18-22 band and
most of the non-students being in the over 21 bands.

Between the groups, the age factor should be different, as explained above, whereas gender

and academic background should have similar distributions.

3.2.4.3 Experimental trials

The undergraduates completed the task at one of a number of supervised sessions
organised in their faculties. General population volunteers completed in their own time
following the usual instructions to set aside an hour when they would be undisturbed to
focus exclusively on the work.

Previous experience with the experiments in chapter 2 provided evidence that the card
sorting task was sufficiently clear to be performed by members of the general population
without supervision and no problems were reported by the participants. Running
supervised sessions for the students was however, more administratively convenient and it
eliminated problems of non-returns or late returns from that sample group. Once again, the
compensation was adequate but not excessively attractive, so significant effort (canvassing,
leafleting, posters etc.) was required to recruit student participants and a number of
sessions had to be run over a period of two months.

The outcome of these sessions was that the targets were met and slightly exceeded, so the

first 32 returns were used for each group to avoid bias.
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3.2.4.4 Results of discriminability experiment

The results of the data trials are shown in table 3.9, with the actual sentence pairs. The first
column, SP, is the identification number of the sentence pair, continuing the numbering
sequence from the sentences pairs in Chapter 2.

Column 2 lists the two sentences comprising the pair. Column 3 is the mean of the student
ratings for each sentence pair (n=32) and column 4 is the mean of the general population
ratings for each sentence pair (n=32). Column 5 is the mean of participants in the

combined student and general population groups (n=64).



SP Sentences Student | Non- Combined
Rating student | Rating
66 Would you like to go out to drink with me tonight? 097 105 101
I really don't know what to eat tonight so I might go out somewhere. ) B )
67 | Tadvise you to treat this matter very seriously as it is vital.
: : i , 3.12 363 3.38
You must take this most seriously, it will affect you.
68 When I was going out to meet my friends there was a delay at the train station. 317 300 113
The train operator announced to the passengers that the train would be delayed. ) ' )
69 Does music help you to relax, or does it distract you too much?
. 0.08 0.11 0.1
Does this sponge look wet or dry to you?
70 You must realise that you will definitely be punished if you play with the alarm. 305 63 284
He will be harshly punished for setting the fire alarm off. ) )
71 I will make you laugh so much that your sides ache. 166 1385 375
When T tell you this you will split your sides laughing. ) ) )
72 You shouldn't be covering what you really feel.
: e A : 2.09 2.33 221
There is no point in covering up what you said, we all know.
73 Do you want to come with us to the pub behind the hill? 197 167 182
We are going out for drinks tonight in Salford Quays if you would like to come. ) ) )
74 This key doesn't seem to be working, could you give me another? 088 057 072
1 dislike the word quay, it confuses me, I always think of things for locks, there's another one. ’ ) )
75 The ghost appeared from nowhere and frightened the old man. 137 153 145
The ghost of Queen Victoria appears to me every night, [ don't know why, I don't even like the royals. - ] o
76 You're not a good friend if you're not prepared to be present when I need you.
) 294 333 3.14
A good friend always seems to be present when you need them.
77 The children crossed the road very safely thanks to the help of the lollipop lady. 019 007 013

It was feared that the child might not recover, because he was seriously ill.
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Rating student Rating
Rating
78 T have invited a variety of people to my party so it should be interesting. 243 193 518
A number of invitations were given out to a variety of people inviting them down the pub. ) ) )
79 1 offer my condolences to the parents of John Smith, who was unfortunately murdered.
LA H ; 3.87 395 391
I express my sympathy to John Smith’s parents following his murder.
80 Boats come in all shapes and sizes but they all do the same thing. 0.59 0.41 05
Chairs can be comfy and not comfy, depending on the chair. ) ) )
81 If you continuously use these products, I guarantee you will look very young,
1 assure you that, by using these products consistently over a long period of time, you will appear 362 3.54 3.58
really young,.
82 We ran farther than the other children that day. .
You ran farther than anyone today. e 24 At
83 T always like to have a slice of lemon in my drink especially if' it's Coke.
. . . . . 3.74 3.88 3.81
T like to put a wedge of lemon in my drinks, especially cola.
84 It seems like I've got eczema on my ear doctor, can you recommend something for me?
: : 221 1.89 2.05
I had to go to a chemist for a special rash cream for my ear.
85 Tam proud of our nation, well, most of it.
: - 5 : 17 1.73 1.71
I think of myself as being part of a nation.
86 | There was a heap of rubble left by the builders outside my house this morning,
: : : : £ 0.12 0.06 0.09
Sometimes in a large crowd accidents may happen, which can cause deadly injuries.
87 Water freezes at a certain temperature, which is zero degrees Celsius. 59 325 308
The temperature of boiling water is 100 C and the temperature of ice is 0 C. ) o )
88 We got home safely in the end, although it was a long journey. 3 48 265 306
Though it took many hours travel, we finally reached our house safely. ) ‘ '
89 A man called Dave gave his fiancée a large diamond ring for their engagement, 395 319 192

The man presented a diamond to the woman and asked her to marry him.
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20 T used to run quite a lot, in fact once I ran for North Tyneside. 0.87 061 0.74
I used to climb lots at school as we had a new climbing wall put in the gym. ) ) )
91 T love to laugh as it makes me happy as well as those around me. 0.07 0.09 0.08
T thought we bargained that it would only cost me a pound. ) ) '
92 Because I am the eldest one I should be more responsible. 215 231 593
Just because of my age, people shouldn't think I'm a responsible adult, but they do? ) ) '
93 I need to dash into the kitchen because I think my chip pan is on fire. 162 179 17
In the event of a chip pan fire follow the instructions on the safety note. ) ) )
94 Peter was a very large youth, whose size intimidated most people, much to his delight. 291 172 19
Now I wouldn't say he was fat, but I'd certainly say he was one of the larger boys. ) ) )
95 I'm going to buy a grey jumper today, in half an hour. 15 I 125
That's a nice grey top, where did you get it from? ) '
96 | We got soaked in the rain today, but now we are nice and dry. 172 164 168
1 was absolutely soaking wet last night, I drove my bike through the worst weather. ) ) '
97 Global warming is what everyone is worrying about today. 331 596 314
The problem of global warming is a concern to every country in the world at the moment. ) ) '
98 He was harshly punished for setting the fire alarms off.
. . 036 0.09 022
He delayed his response, in order to create a tense atmosphere.
99 Midday is 12 o'clock in the middle of the day. 300 4 396
Noon is 12 o'clock in the middle of the day. ) ]
100 | That's not a very good car, on the other hand mine is great.
L 4 . 1.41 0.69 1.05
This is a terrible noise level for a new car.
101 | There was a terrible accident, a pileup, on the M16 today. 22 247 213

It was a terrible accident, no one believed it was possible.
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102 After hours of getting lost we eventually arrived at the hotel. 14 078 100
After walking against the strong wind for hours he finally returned home safely. ) ) i
103 The first thing I do in a morning is make myself a cup of coffee. 378 302 385
The first thing I do in the morning is have a cup of coffee. ) ) '
104 Someone spilt a drink accidentally on my shirt, so I changed it. 0.6 036 048
It appears to have shrunk, it wasn't that size before I washed it. ) ) )
105 I'm worried most seriously about the presentation, not the essay. 104 05 077
Tt is mostly very difficult to gain full marks in today's exam. ) - ]
106 It is mostly very difficult to gain full marks in today's exam. 229 a3 254
The exam was really difficult, I've got no idea if I'm going to pass. ) ) )
107 Meet me on the hill behind the church in half an hour. 302 304 303
Join me on the hill at the back of the church in thirty minutes time. ) ) o
108 If you don't console with a friend, there is a chance you may hurt their feelings. 28 393 301
One of the qualities of a good friend is the ability to console. ) ) )
109 We tried to bargain with him but it made no difference, he still didn't change his mind. 342 343 343
I tried bargaining with him, but he just wouldn't listen, ] ) )
110 It gives me great pleasure to announce the winner of this year's beauty pageant.
384 391 388
It’s a real pleasure to tell you who has won our annual beauty parade.
111 They said they were hoping to go to America on holiday. 025 006 016
Ilike to cover myself up in lots of layers, I don't like the cold. ) ) '
112 Will I have to drive far to get to the nearest petrol station? 173 395 384
Is it much farther for me to drive to the next gas station? ) T )
113 I think T know her from somewhere because she has a familiar face. 326 3 45 336

You have a very familiar face, where do I know you from?
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114 I am sorry but I can't go out as I have a heap of work to do. 371 348 16
I've a heap of things to finish so [ can’t go out I'm afraid. ) ) '
115 The responsible man felt very guilty when he crashed into the back of someone's car. 122 053 088
A slow driver can be annoying even though they are driving safely. | ) '
116 Get that wet dog off my brand new white sofa. 374 344 359
Make that wet hound get off my white couch — I only just bought it. ) ) '
117 He fought in the war in Iraq before being killed in a car crash. 0.45 0.65 0.55
The prejudice I suffered whilst on holiday in Iraq was quite alarming. ) T )
118 The cat was hungry so he went into the back garden to find lunch. 105 135 12
The hen walked about in the yard eating tasty grain. ’ ) )
119 My bedroom wall is lemon coloured but my mother says it is yellow. 0.54 0.83 0.68
Roses can be different colours, it has to be said red is the best though. ) ) '
120 Would you like to drink this wine with your meal? 161 151 356
Will you drink a glass of wine while you eat? ] ) ]
121 Roses can be different colours, it has to be said red is the best though.
; o . : 243 323 2.83
Roses come in many varieties and colours , but yellow is my favourite.
122 Flies can also carry a lot of disease and cause maggots. 013 011 012
I dry my hair after 1 wash it or I will get ill. ) ) '
123 Could you climb up the tree and save my cat from jumping please? 377 389 383
Can you get up that tree and rescue my cat otherwise it might jump? ) ) '
124 The pleasure that I get from studying, is that I learn new things. 068 0% 074
I have a doubt about this exam, we never got to study for it. ) ) ]
125 The perpetrators of war crimes are rotten to the core. 128 0.63 0.95
There are many global issues that everybody should be aware of| such as the threat of terrorism. ] ) '
126 The damp was mostly in the very corner of the room. 01 011 011

The young lady was somewhat partially burnt from the sun.
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127 We often ran to school because we were always late. 273 347 31
I knew I was late for my class so [ ran all the way to school. 7 i
128 T hope you're taking this seriously, if not you can get out of here. .
- : 0.76 0.23 0.05
The difficult course meant that only the strong would survive.
129 The shores or shore of a sea, lake or wide river is the land along the edge of it. 0.08 014 011
An autograph is the signature of someone famous which is specially written for a fan to keep. ‘ ) :
- ——
130 I bought a new guitar today, do you hke_ll. _ 023 0.09 016
The weapon choice reflects the personality of the carrier.
131 I am so hungry I could eat a whole horse plus dessert. 313 508 306

I could have eaten another meal, I'm still starving.

Table 3.9 Similarity ratings for STSS-131 for students and non-students
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Ratings in table 3.9 have been rounded to 2 decimal places as this is the greatest precision that can be obtained under the interpolated digit assumption used

in standard physical science experiments. In all cases rounding was applied after the means had been calculated from the raw ratings.

Calculating the Pearson product-moment correlation coefficient for the unrounded data gives 0.971672 and calculating it for the data rounded to 2 decimal

places gives 0.97. The correlation coefficients include the two calibration pairs (SP99 and SP129) carried over from the experiments in chapter 2. This is

appropriate in calculations to determine whether the two groups can be sensibly combined, but SP99 and SP129 should not be included when the dataset is

being used to evaluate STSS algorithms.
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3.2.4.5 Analysis of results
The demographic targets for the population sample were achieved.
In the case of age, although there were no non-students in the 51-60 band, there were

participants in the bands on either side. The desired distinctiveness in age distributions was

achieved. The results for the age distribution are shown in table 3.10

Students Non-students
Age band Number Age band Number
<18 <21 0
18-22 21-30 9
>22 31-40 7
Withheld 41-50 6
51-60 0
>60 3
Withheld 7

Table 3.10 Age distributions for Student and Non-Student population samples

As for gender, a good balance between male and female was obtained from both groups

(for those who supplied their gender) and a similar number withheld in each group. The

results for the gender distribution are shown in table 3.11.

Gender Number in Students Number in non-students
M 12 14

F 13 13

Withheld 7 5

Table 3.11 Gender distributions for Student and Non-Student population samples

For the students, current degree topic was recorded and classified into one of the two
categories. Some degrees straddle the arts/humanities divide (e.g. Psychology) and these
are recorded as Interdisciplinary. For non-students the highest educational qualification
was recorded. The graduates were almost perfectly balanced between arts and sciences. Of
the remainder, no qualification, GCSE and professional can probably be considered to
occupy the middle ground, whereas the HND and MSc are from the Science/Engineering
category. Therefore between groups there was an almost identical slight bias towards
science/engineering. The balance both within and between groups was obtained, as shown
in table 3.12.
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Students Non-students

Degree discipline Number Highest Number

Arts/Humanities 12 qualification

Science/Engineering | 15 None 4

Interdisciplinary 2 GCE/GCSE 3

Withheld 3 HND 1
(Engineering)
BSc s
BA 8
MSc 2
Professional 3
Qualification
Withheld 4

Table 3.12 Educational background distributions for Student and Non-student samples

It should be noted that 3 of 4 declaring no qualification in the non-students were also over
60. There was a high proportion of university graduates (53%) among the non-students.
This can be explained, at least in part, by the nature of the region which has a strong
tradition of engineering and technology industries, with more recently developed IT, media
and digital cultural industries.

The steps taken after the pilot data collection study to increase the number of high
similarity sentence pairs were effective, as shown in figure 3.12. This histogram represents
the 64 new sentence pairs in the dataset (calibration pairs 99 and 129 omitted). It also uses
the combined ratings from both student and non-student samples (n=64). It shows that the
increase in high similarity pairs was obtained somewhat at the expense of the medium
similarity bands (1.0 —2.99). If the low-medium and medium-high bands are considered as
a single, larger, medium similarity band however, the breakdown becomes 20 low, 20
medium and 24 high.

Clearly one area for future work is the collection of more medium-similarity sentence
pairs, nevertheless as the most common judgement required in Conversational Agents and
text mining is the distinction between high similarity and the other degrees of similarity,
the composition of this benchmark data set is appropriate.

The combination of the student and non-students samples begs the questions of whether
this pooling of data is permissible or useful. Rubenstein & Goodenough (Rubenstein and
Goodenough, 1965) set a precedent by combining population samples from word similarity

rating experiments on the basis of a high correlation between groups.
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Histogram of frequencies of rating bands
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Figure 3.12 Distribution of similarity ratings in new dataset

They combined two samples (n=15 and n=36) from the same candidate population of
students on the basis that the Pearson product-moment correlation between them was 0.99.
It therefore seems quite reasonable to combine the two groups (n=32, n=32) from the
experiment in this section given their correlation coefficient of 0.97 and the hypothesis that
they are different kinds of samples representing the same population.
The other aspect of combining the two samples is value gained by doing so.
A substantial investigation was undertaken, using Minitab to answer the questions:

* Can the student and non-student samples be legitimately combined into a single

(n=64) sample which better represents the general population?
* What additional information can be gained by combining the student and non-
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