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Accelerated Dynamic MRI using Kernel-Based Low Rank Constraint

Omar Arif, Hammad Afzal, Haider Abbas, Muhammad Faisal Amjad, Jiafu Wan and Raheel Nawaz

Abstract We present a novel reconstruction method for dynamic MR images from highly under-sampled k-space measurements. The reconstruction problem is posed as spectrally regularized matrix recovery problem, where kernel-based low rank constraint is employed to effectively utilize the non-linear correlations between the images in the dynamic sequence. Unlike other kernel-based methods, we use a single-step regularized reconstruction approach to simultaneously learn the kernel basis functions and the weights. The objective function is optimized using variable splitting and alternating direction method of multipliers. The framework can seamlessly handle additional sparsity constraints such as spatio-temporal total variation. The algorithm performance is evaluated on a numerical phantom and in vivo data sets and it shows significant improvement over the comparison methods.
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1 Introduction

In magnetic resonance imaging (MRI), parts of the body are excited by a radio frequency pulse, which excites the spins in the 2D slice or a 3D volume of the body. The excited spins act like radio frequency emitters. For localization of the excited spins, the frequency and phase of the spins is modified using a time varying magnetic gradient fields. The magnetization state of the spins is received by the receiving coil and digitized and saved in the k-space grid. The frequency and phase-encoding are stored in the x-axis and y-axis respectively. The order in which the frequency and the phase encoding is carried out defines the trajectory of the k-space. In Cartesian trajectory, for example, the k-space is sampled row by row. During the filling of the k-space lines, motion may take place resulting in various reconstruction artifacts such as blurring. Many clinical applications require imaging an organ with high temporal resolution. For example, in dynamic contrast enhanced MRI (DCE-MRI), fast imaging is required to measure the physiological tissue characteristics in the presence of a contrast agent [19, 21]. Similarly, respiratory motion during abdominal or cardiovascular imaging is also a major challenge in dynamic MRI [13]. However, MRI acquisition is a time consuming process because of various physical and physiological conditions [42]. The reconstructed images thus have a limited spatial and temporal resolution.

Researchers have looked at many approaches to accelerate the MRI acquisition time. Parallel imaging (PI) [17] is a hardware-based approach, which accelerates the acquisition time by combining the signals from several receiver coils to reconstruct the images. Compressed sensing (CS) [9, 25] is a software-based approach to accelerate MRI acquisition by incoherent k-space undersampling and using nonlinear reconstruction techniques. Cartesian trajectory achieves incoherence by under sampling the y-axis of the k-space and fully sampling the x-axis. To achieve incoherence in multiple dimensions, radial k-space trajectories [14] are used. In radial trajectory, the k-space is sampled via radial lines passing through the center of the k-space. The radial trajectories are also less sensitive to motion and therefore are standard choice for dynamic MRI [34]. By acquiring radial profile lines spaced at a constant increment of $111.25^{\circ}$, which is derived from the golden ratio, uniform coverage of the k-space is insured [48]. By using the aforementioned techniques together, further reduction in the acquisition times can be achieved [12, 13, 32]. However, motion may still take place during the time it takes to sample the k-space and therefore, different k-space lines may correspond to different motion states. To avoid this, k-space profile lines are acquired at times synchronized by a gating signal so that all profile lines correspond to the same motion state [16, 38]. However, such techniques further increase the scan time and hence the patient discomfort. Self gating techniques avoid timed acquisitions, by using the k-space data itself to derive a gating signal retrospectively [7, 23]. In radial trajectories, the magnitude of the center of the k-space can be used as a 1-D self gating signal [18]. However, the performance of this approach can degrade when imaging an organ with complex motion, since the assumption of global
rigid motion is violated. To capture complex organ motion, manifold learning techniques [4] have been used to generate the self gating signal [35, 44]. [35] assumes that the images in the dynamic data set come from a low dimensional manifold. The shape of the manifold is determined by sampling the same location of the k-space for each frame. It requires sufficient large number of highly correlated frames to reliably learn the manifold. In case, when only few frames are available or the frames vary significantly in the temporal direction (e.g. DCE-MRI), the performance can degrade. Similarly, Chen et. al. [8] employ locally linear embedding [37] to learn a multidimensional self gating signal directly from the k-space data, which is then used to group the k-space profiles. The reconstruction is then performed using non-linear FFT on the grouped profiles.

Since, the dynamic images are highly correlated, various techniques exploit the low rank structure of the dynamic image data to constraint the objective function [15, 20, 22, 26]. These techniques are based on Karhunen-Loupe transform (KLT), which is a linear transform and hence is incapable of capturing non-linear correlations between the temporal frames. Such non-linear correlations may be quite important when imaging an organ with complex motion or in case of dynamic contrast enhanced MRI. To exploit non-linearity, [27, 28] propose a non-linear dictionary-based algorithms. Similarly, in [29, 46], a kernel-based framework is proposed to incorporate non-linear manifold models in reconstruction. The algorithm uses a two step approach. The first step estimates kernel-based temporal basis functions using zero-filled reconstruction of some central k-space data. The second step enforces the low rank constraint by projecting the data onto the most significant temporal basis functions learned in the first step. The projected data is then mapped back to the original space using preimaging with data consistency constraint. The second step is repeated until convergence. A sufficient number of central k-space data is required to obtain a good estimate of the basis functions in the first step. However increasing the central k-space encodes will result in fewer high frequency encodes. So the performance is dependent on a fine balance between the amount of low frequency and high frequency encodes [22]. In this paper, we propose a single-step regularized reconstruction framework that simultaneously learns the temporal basis functions and the spatial weights of the kernel-induced feature space. This allows for high quality reconstruction at a range of acceleration rates. The proposed method uses a Gaussian kernel to map the data to a non-linear feature space, where low rank constraint is exploited. Our method also provides a systematic way of employing additional sparsity constraints in addition to the low rank constraint. Our k-space acquisition scheme is based on golden angle radial trajectories which are less sensitive to motion [12] than the non-uniform Cartesian trajectory employed in [29].

Contributions: This paper presents a novel single step kernel-based spectrally regularized framework to effectively utilize the higher order correlations between the dynamic image series for better reconstruction. The framework can seamlessly handle additional sparsity constraints such as total variation
and allows for parallel imaging and various k-space acquisition schemes. In this paper, we use radial golden angle trajectory since it is less sensitive to motion and is the standard choice for dynamic MRI. The optimization algorithm uses Alternating direction method of multipliers (ADMM) [6].

The remaining paper is arranged as follows: Section 2 provides a brief description of various approaches employed in dynamic MRI reconstruction. Section 2.1 provides some background of kernel methods. The proposed method is explained in Section 3 and the results are given in Section 4. Section 5 concludes the paper.

2 Background

The multi-coil dynamic MRI data $Y = [y_1, \ldots, y_n]$, is modeled as

$$Y = AX + \eta,$$  \hspace{1cm} (1)

where $A = FC$, $F$ and $C$ are the under-sampled Fourier transform and coil sensitivity maps, $X$ is the Casorati matrix formed by concatenating the vectorized images, $X = [x_1, \ldots, x_n]$, and $\eta$ is the noise. Reconstructing of the dynamic image matrix $X$, from the under-sampled MRI k-space data $Y$ is ill-posed and can only be solved by applying regularization. CS-based methods use the sparsity of the MR images for reconstruction [25]:

$$X^* = \arg\min_X \|AX - Y\|^2 + \beta \|SX\|_1,$$  \hspace{1cm} (2)

where $S$ is the sparsity inducing transform with regularization parameter $\beta$, which determines the tradeoff between data consistency and sparsity. This compressed sensing based formulation can reconstruct the signal even though the k-space data is acquired under-sampled by solving the $l_1$ minimization problem in Equation (2). Minimizing $l_1$ norm ensures sparsity. Sparsity can be applied in both the spatial and temporal domains. The well known sparsity transform is the finite-difference transform, which measures the sum of absolute variations in the image intensity. To enforce sparsity between images that are in the same motion state but are temporally far, researchers have looked at various approaches which either require self gating of repeated sampling of the k-space location [13, 35, 44].

Equation (2) is also called the analysis formulation of the sparse representation. Synthesis model is another sparse representation model, which attempts to reconstruct images using a linear combination of few basis functions ($X = W\alpha$): [11]:

$$\alpha^* = \arg\min_\alpha \|AW\alpha - Y\|^2 + \beta \|\alpha\|_0,$$  \hspace{1cm} (3)

Equation (3) is non-convex, which is made convex by replacing $l_0$ norm with the $l_1$ norm. k-t Blast [43] and k-t Sparse [24] employ the synthesis model to reconstruct images. K-t Blast uses training data to learn the temporal
basis functions, whereas k-t Sparse employs compressed sensing to improve the reconstruction. Similar to the synthesis model, low rank of the dynamic MR images can also be exploited to reconstruct the images:

$$X^* = \arg\min_X \|AX - Y\|^2 + \beta \text{rank}(X),$$

(4)

The above formulation is used with Karhunen-Loeve transform (KLT) [15, 20, 22, 26]. Next section will go over the basics of kernel method.

2.1 Kernel Method Basics

Kernel methods are a widely used class of algorithms for analyzing data. In kernel methods, data is implicitly mapped to a high dimension feature space which is more suitable for finding interesting correlations between data points [3, 30, 39]. Explicit computation of the feature space is avoided by employing the kernel trick: a kernel is a function $k : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$, which implicitly defines a mapping $\phi : \mathbb{R}^d \rightarrow \mathcal{H}$, where $\mathcal{H}$ is a high dimensional feature space and the following equation holds:

$$k(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle.$$  

(5)

Equation (5) allows the computation of the inner product between data points in the feature space through the kernel $k$. Let $K$ be the kernel matrix, with values $K_{ij} = k(x_i, x_j)$. The feature space that satisfies the inner product property of Equation (5) can be obtained by the eigenvalue decomposition of kernel matrix $K = U \Lambda U^T$, where $U$ and $\Lambda$ are eigenvectors and eigenvalues of the kernel matrix. The feature space embedding satisfying (5) is given by

$$K = U \Lambda U^T = U A \frac{1}{\sqrt{\Lambda}} (U A \frac{1}{\sqrt{\Lambda}})^T = \Phi^T \Phi,$$

(6)

where $\Phi = \sqrt{\Lambda} U^T$ is the feature space matrix $q$, whose columns contain the feature space representation of the data points, $\Phi = [\phi(x_1), \cdots, \phi(x_n)]$. The mapping of a new text point $x$ to feature space is obtained using the Nyström approximation method [5]

$$\phi(x) = \frac{1}{\sqrt{\Lambda}} U^T k_x,$$

(7)

where $k_x = [k(x, x_1), \cdots, k(x, x_n)]^T$.

2.1.1 Pre-image Problem

Pre-image problem relates to finding the mapping of a point $\psi \in \mathcal{H}$ in the feature space to the point $x$ in the input space, such that $\phi(x) = \psi$. The exact pre-image might not exist, in general. Therefore, the pre-image methods seek an approximate pre-image satisfying the following optimality criteria:
\[ x^* = \arg\min_x \|\phi(x) - \psi\|^2. \] It is assumed that \( \psi \) is a linear combination of sample points \( \psi = \sum_{i=1}^n \alpha_i \phi(x_i) \). The optimal \( x \) is then given by [40]

\[
x = \frac{\sum_{i=1}^n \alpha_i k(x, x_i) x_i}{\sum_{i=1}^n \alpha_i k(x, x_i)},
\]

leading to the fixed point iteration scheme [40]. The iteration scheme is susceptible to local minima and sensitive to initialization. Arias et al. [2] propose a one step alternate to the fixed point iteration scheme. In the alternate methods, the kernel values are approximated by inverting the Nystrom extension (Equation (7)):

\[ k_x = U \sqrt{\Lambda} \psi. \]

The pre-image \( x \) of a point \( \psi \) in the feature space is obtained by using the above approximation of the kernel values in Equation (8). In this paper, we are only interested in finding the low rank pre-image of the sample points \( x_i \). In that case, the pre-image expression can be further simplified as follows:

\[
R = \frac{XX^TU^T}{1_n 1_n^T UU^T},
\]

where \( 1_n \) is a vector of all ones, and the division in (9) is carried out element wise. In the remainder of the paper, Equation (9) is used for computing the pre-image.

### 3 Methodology

Given the under-sampled k-space data, the reconstruction is obtained by solving the following regularized optimizing problem.

\[
X^* = \arg\min_X \|AX - Y\|^2 + \beta \text{rank } (\Phi),
\]

where \( \Phi = [\phi(x_1), \cdots, \phi(x_n)] \) is the feature space representation of the dynamic image series as obtained from Equation (6). A central assumption here is that the high dimensionality of the data is superficial and the data may be described as a function of few underlying parameters. The minimum rank decomposition of the feature space representation of the data matrix in Equation (10) is an effective strategy to learn the parameter space of the low-dimensional manifold. When the kernel used is linear, i.e \( k(x_i, x_j) = x_i^T x_j \), the optimization problem (10) reduces to the one used in [22]. Various non-linear kernels can be used, such as the Gaussian kernel. To make the problem tractable, nuclear norm (\( \| \cdot \|_* \)) is used instead of rank minimization. The nuclear norm of the matrix \( \Phi \) is the sum of the singular values of \( \Phi \). The singular values of \( \Phi \) are equal to the square root of the singular values of the kernel matrix
$K = \Phi^T \Phi$, and therefore $\|\Phi\|_* = \sum_i \sqrt{\lambda_i}$. The relaxed optimization problem using nuclear norm is as follows:

$$X^* = \arg\min_X \|AX - Y\|^2 + \beta \|\Phi\|_*.$$  

(11)

The unconstrained optimization problem (11) is first converted to an equivalent constrained one using a technique called variable splitting. The idea behind variable splitting is to decouple the minimization of the two functions in Equation (11) by replacing $\Phi$ with an auxiliary variable $\Psi \in \mathcal{H}$ under the constraint that $\Psi = \phi(X)$.

$$X^* = \arg\min_{X,R} \|AX - Y\|^2 + \beta \|\Psi\|_*$$

subject to $\phi(X) = \Psi$  

(12)

The constraint in Equation (12) is defined in the feature space. To simplify the optimization, we define an equivalent constraint in the input space. Let $R$ be the pre-image of $\Psi$ (i.e $\Phi(R) = \Psi$) found using the technique described in Section 2.1, then Equation (12) becomes

$$X^* = \arg\min_{X,R} \|AX - Y\|^2 + \beta \|R\|_*$$

subject to $X = R.$  

(13)

The unconstrained form of the function using AL is

$$\mathcal{L}(X,R,\lambda) = \|AX - Y\|^2 + \beta \|R\|_* + \lambda^T \lambda + \frac{\rho}{2} \|X - R\|^2$$

(14)

where $\rho$ is the penalty parameter penalizing the quadratic penalty term. The AL formulation guarantees convergence to the constraint optimization problem (13) without requiring high values for penalty parameter $\rho$ [31]. Finally, Equation (14) is solved using ADMM [6, 10]. In ADMM, $X$ and $R$ are updated alternatively. Methods based on ADMM are widely used in the compressed sensing-based reconstruction frameworks [1, 22, 36, 47].

The first sub-problem ($X^{k+1} := \arg\min_X \mathcal{L}(X, R^k, \lambda^k)$)

$$X^{k+1} := \arg\min_X \|AX - Y\|^2 + \lambda^T (X - R) + \frac{\rho}{2} \|X - R\|^2,$$  

(15)

is solved using a few iterations of conjugate gradient descent. Other sparsity constraints can be easily added in the optimization subproblem. It is often useful to include the finite-difference sparsifying transform (also known as total variation regularization) in the objective function [25].

The second sub-problem is

$$R^{k+1} = \arg\min_{R^k} \beta \|R^k\|_* + \frac{\rho}{2} \|X^k + \frac{\lambda^k}{\rho} - R^k\|^2.$$  

(16)
The equivalent formulation in the feature space is

\[ \Psi^{k+1} = \arg\min_{\Psi} \beta \|\Psi^k\|_* + \frac{\rho}{2} \|\Phi(X^k + \frac{\lambda^k}{\rho}) - \Psi^k\|^2. \]  

(17)

Equation (17) looks cumbersome, however, the solution to (17) can be expressed in a closed form [45]

\[ \Psi^{k+1} = D\sqrt{D^TU^T}, \]  

(18)

where \( U \) and \( D \) are the eigenvectors and eigenvalues of the kernel matrix \( K \) formed from the data matrix \( (X^k + \frac{\lambda^k}{\rho}) \) and \( D\) is diagonal matrix with values

\[ D(i, i) = \begin{cases} 1 - \frac{\beta}{\rho \sigma_i} & \text{if } \sigma_i > \frac{\beta}{\rho} \\ 0 & \text{otherwise} \end{cases} \]

where \( \sigma_i \) are the diagonal elements of \( D \). Compare the feature space embedding \( \Phi \) (6) to its low rank embedding \( \Psi \) (18). The low rank embedding is obtained by multiplying the feature space embedding by \( D\). The pre-image of \( \Psi \) can then be easily computed using Equation (9). Finally, \( \lambda \) is updated by

\[ \lambda^{k+1} := \lambda^k + \rho (X^{k+1} - R^{k+1}) \]  

(19)

The whole algorithm is listed in Algorithm 1.

3.1 Implementation

The proposed ADMM-based algorithm was implemented in Matlab on a Ubuntu workstation with intel core i7-6700K processor. Subproblem (15) was solved using non-linear conjugate gradient descent with backtracking line search [25]. As mentioned before, few iterations of the CGD were carried out, as ADMM converges even when sub-problems are approximately solved [6]. The second sub-problem (16) can be solved analytically. It requires singular value decomposition of the kernel matrix of size \( n \times n \), where \( n \) is the number of dynamic frames to reconstruct. k-t SLR [22], which finds linear correlation between the dynamic frames in the input space also requires singular value decomposition of \( n \times n \) matrix. In this regard, no additional computational effort is required to obtain non-linear correlations in the feature space. The proposed algorithm is summarized below. ADMM converges to an acceptable accuracy within few iterations [6]. In all the experiments in Section 4, we ran at most ten ADMM iterations to obtain reasonable results.
**Data:** dynamic MRI data

**Result:** Reconstructed Casorati matrix $X$

Initialize $X$ by the inverse Fourier transform of the gridded k-space measurements;

**while stopping criteria not met do**

1. Solve problem (15) by running few iterations of non-linear conjugate gradient descent;
2. Compute low-rank approximation (18);
3. Computer pre-image (9);
4. Update $\lambda$ (19);

**end**

**Algorithm 1:** Proposed ADMM-based Optimization Algorithm

### 4 Results

In this section we compare the reconstruction performance of the proposed method. The reconstruction error was gauged using the signal to error ratio (SER), which is defined as:

$$SER = -10 \log_{10} \frac{\|X_{rec} - X_{orig}\|^2_F}{\|X_{orig}\|^2_F},$$

where $\|\cdot\|^2_F$ is the Frobenius norm, $X_{rec}$ and $X_{orig}$ are the reconstructed and the original Casorati matrix. The k-space samples are acquired using golden angle radial trajectory, where radial profile lines are spaced at a constant increment of 111.25°. This scheme insures that the k-space is uniformly sampled for any consecutive number of profile lines [48]. We evaluated the proposed method on both the synthetic and in vivo datasets against the following methods:

**k-t SLR [22]** k-t SLR poses the recovery of the dynamic image series $X$ as a low rank matrix recovery problem similar to Equation (18). k-t SLR exploits linear correlations between the image frames. By enforcing low rank constraint in the non-linear feature space, our method can learn non-linear correlations between the data frames and hence better reconstruction of the images. Matlab code provided by the author was used.

**Spatio-Temporal total variation (TV) regularization** Total variation regularization exploits the sparsity of the gradients and is often included in the objective function even when other sparsifying transforms are present [25]. In dynamic MRI, TV regularization can be applied in both the spatial and temporal domains. The TV regularized objective function is

$$\arg\min_X \|AX - Y\|^2 + \beta \sqrt{|D_x X|^2 + |D_y X|^2 + |X D_t|^2},$$

where $D_x, D_y, D_t$ are finite difference operators in the spatial $(x, y)$ and temporal domains. It is also part of the objective function in the k-t SLR framework and is also included in the proposed framework. Comparing with TV regularization alone will help in gauging the improvement or otherwise brought in by the additional low rank constraint. The TV regularization is implemented using [22, 47].
Gridding All methods are initialized with zero-filled reconstruction of the radial profile lines.

4.1 Pre-image Computation Comparison

Before proceeding to the results, we provide few experiments in this section to demonstrate that the use of feature space representation is better able to capture the correlations in the dynamic MRI data. The vectorized images of PINCAT numerical phantom [41] are stacked together to obtain the Casorati matrix $X$ of size $128^2 \times 50$. The data matrix $X$ can be decomposed using the singular value decomposition $X = U \Sigma V^H$. Such a decomposition is used in multiple KLT based reconstruction algorithms [15, 20, 22, 26, 33]. The rows of $\Sigma V^H$ and $U$ can be considered as the temporal basis functions and the spatial weights respectively. In principal component analysis parlance, the columns of $U$ are the basis of the transformed space and the columns of $\Sigma V^H$ are the projections onto the basis functions. Since the dynamic data matrix $X$ is highly correlated, the pre-image can be computed using the few most significant singular values. Moreover, by exploiting the correlation in the non-linear feature space $\Phi$, we expect to require even fewer basis functions. To demonstrate that, we compute the pre-image using the 15 most significant singular values. Moreover, the original image is also corrupted by setting few pixel intensity values to zero. Figures 1(a) and 1(b) show the original and the corrupted image. The pre-image computed using the KLT and the feature space representation (9) is shown in Figures 1(a) and 1(d). The figure clearly shows that the feature space pre-image is better than the linear KLT based pre-image.

Figure 2 shows the temporal intensity profiles corresponding to the white line drawn on the left most image. The temporal intensity profiles are sorted according to the most significant temporal basis function for both the feature space and KLT representation (middle and right most image respectively). As a result of sorting, similar temporal profiles are clustered together. The figure shows that the clustering of the temporal profiles achieved by the feature space representation is better than the KLT method. The white arrows highlight few locations where the clustering of the similar intensity profiles produces smooth overall image as compared to the KLT representation.

4.2 Synthetic Data

We evaluated the proposed method on a physiologically improved non-uniform cardiac torso (PINCAT) numerical phantom [41], made available from [22]. The data simulates a free breathing first-pass myocardial perfusion dynamics. The time series data contains 50 frames of spatial size $128 \times 128$.

The proposed method is evaluated at various accelerations and noise levels. The PINCAT phantom has spatial size of $128 \times 128$. A fully sampled k-space
Fig. 1 Pre-image computation using 15 most significant singular values. (a): a frame from the PINCAT numerical phantom [41] corrupted by setting few pixel intensity values to zero in (b), (c) Pre-image of the frame using KLT and (d) Pre-image using the feature space representation (9). The feature space compact representation has been better able to recover the corrupted signal.

Fig. 2 Temporal intensity profiles sorted according to the most significant temporal basis function. [Left]: A frame from PINCAT data set. The temporal intensity profiles drawn in the following images correspond to the white line drawn on the image. [Middle]: temporal intensity profiles sorted according to the feature space representation. The white arrows highlight few locations where the clustering of the similar intensity profiles produces a smooth overall image as compared to the KLT representation. [Right]: KLT representation data will consists of 128 lines and therefore using for example 24 lines in the reconstruction will result in the acceleration level of 5.33.

Figure 3 shows the SER versus acceleration plot for various reconstruction methods. At higher acceleration levels, k-t SLR is not able to effectively utilize the correlations between the dynamic image series and no significant improvement over TV norm is achieved. The proposed method, by imposing a low rank structure in the non-linear feature space, outperforms other methods at all acceleration levels. All methods are initialized by the reconstruction obtained by zero-filled reconstruction (gridding). The SER of gridding reconstruction is also shown in the figure for reference.

In the second experiment, zero mean Gaussian random noise is added to the k-space measurement. The standard deviation of the noise is adjusted so that the signal to noise ratio (SNR = $10 \log \frac{\sigma^2_{signal}}{\sigma^2_{noise}}$) varies from 28 to 50 decibels. The k-space is sampled at 24 profile lines per frame (acceleration of 5.3) for all noise levels. Figure 4 shows the performance of the proposed and comparison methods. The proposed algorithm produces reconstructions with higher SER than the comparison methods at all noise levels. The difference in performance between the proposed and the comparison methods is more pronounced at lower SNR. Figure 5 shows a reconstructed frame of the dynamic image series.
Fig. 3 Signal-to-error ratio versus acceleration plot for various reconstruction methods on PINCAT phantom. The proposed method consistently outperforms other comparison methods.

along with its error map. The error map shows that the proposed method produces reconstructions having fewer artifacts than the comparison methods.

4.3 First-Pass Myocardial Perfusion in vivo Data

The in vivo data was obtained from [22]. The data represents the first-pass myocardial perfusion real-time MRI sequence \( n_x = 190, n_y = 90, t = 70 \). The proposed and the comparison methods are evaluated at the acceleration level of 19. All methods are initialized by the zero-filled reconstruction obtained by interpolating the golden angle radial profile lines to the Cartesian grid and using the inverse Fourier transform to reconstruct the images. Figure 6(a) shows few fully sampled frames at different contrast enhancement phases. The white vertical lines in Figure 6(f) represent the location in time of the frames. Figures 6(b)-6(e) show the reconstructed images using the comparison and the proposed methods. The regularization parameters for all methods were fine-tuned to obtain maximum SER for fair comparison. The proposed method obtains the best SER of 18.27. Some of the obvious artifacts are also highlighted in the figure by using the arrows. The k-t SLR method could not effectively utilize the low rank structure of the dynamic image data due to the fast acceleration levels. The temporal intensity profiles corresponding to the white horizontal line in Figure 6(a) are shown in Figures 6(f)-6(j) of the
Fig. 4 Signal-to-error ratio versus noise level for various reconstruction methods on PINCAT phantom. The signal-to-noise ratio of k-space measurements is varied from 28 to 50 decibels. The k-space is sampled at 24 profile lines per frame (acceleration of 5.3) for all noise levels. The proposed algorithm produces reconstructions with higher SER. The difference in performance is more pronounced at lower SNR.

Fig. 5 A reconstructed frame of PINCAT Phantom and its error map. [Images from left to right]: Gridding reconstruction, TV penalty, k-t SLR [22] and the proposed method. The proposed method produces reconstructions with fewer artifacts.
4.4 Liver DCE-MRI

The liver DCE-MRI data, obtained from [13], contains contrast-enhancement phases and respiratory motion. The data was acquired by 12-element body matrix coil using the 3D stack-of-stars radial trajectory with golden angle rotation. The reconstruction of only one slice is shown in this section. The data contains 1100 radial profiles, which were continuously acquired and grouped in to multiple respiratory motion and contrast enhancement states by using the projection-based respiratory motion detection approach described in [13]. In total, there were 11 contrast-enhancement phases, each containing 4 respiratory motion states with 25 radial profiles. XD-Grasp [13] then reconstructs the dynamic images by applying the total variation regularization in both the respiratory and the contrast-enhancement dimensions. Figure 7(a) shows the result of one contrast-enhancement phase containing 4 respiratory motion
Fig. 7 Liver DCE-MRI. Reconstruction of one contrast-enhancement phase containing four respiratory motion states. XD-Grasp [13] applies total variation regularization in both the respiratory and contrast-enhancement dimensions. The proposed algorithm applies low rank constraint in the feature space to reconstruct the images. The reconstruction quality of the proposed method enhanced as highlighted by the arrows. XD-Grasp looses some details due to over smoothing.

states. The proposed algorithm reconstructs the images by using 25 radial profiles per image and the low rank constraint in the feature space. The results are shown in Figure 7(b). As the figure shows, the reconstruction quality of the proposed method is enhanced. In some areas, highlighted by the arrows, XD-Grasp actually looses some details due to over smoothing.

5 Conclusion

Kernel methods in statistical learning theory provide powerful techniques for analyzing high-dimensional data. The basic idea behind kernel methods is to map the data non-linearly to a higher dimensional feature space where linear algorithms are applied. In this paper, we exploit the non-linear correlation between dynamic MR images using kernel methods. Specifically, the dynamic sequence is mapped to the feature space where low rank constraint is enforced. The algorithm simultaneously learns the temporal basis and the spatial weights of the non-linear feature space and does not require any training data. The algorithm exploits the non-linear correlations without the computational burden as the computational complexity is similar to the linear low rank-based algorithms. The optimization is carried out using variable splitting and ADMM and achieves convergence within few iterations. Evaluations are performed on synthetic as well as in vivo datasets.
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