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Abstract - Fuzzy Semantic Similarity Measures are algorithms 

that are able to compare two or more short texts that contain 

human perception based words and return a numeric measure of 

similarity of meaning between them. Such similarity is computed 

using a weighting, comprised of the semantic and the syntactic 

composition of the short text. Similarities of individual words are 

computed through the use of a corpus, and ontological structures 

based on both WordNet – a well-known lexical database of 

English, and on category specific fuzzy ontologies created from the 

derivation of Type-I or Type-II interval fuzzy sets from human 

perceptions of fuzzy words. Currently, linguistic hedges are not 

utilized in the similarity calculation within fuzzy semantic 

similarity measures and are ignored. This paper describes a study, 

which aims to capture human perceptions for linguistic hedges 

typically used in natural language. Twelve linguistic hedges used 

within natural language are selected and an experiment is 

conducted to capture human perceptions of the impact of hedges 

on fuzzy category words. A dataset of hedge sentence pairs is 

created and rated in terms of similarity by human participants. 

Excellent inter-rater correlations and inter-class correlations are 

established between the average human ratings and an established 

fuzzy semantic similarity measure. 

Keywords— hedges, lingustic variables, fuzzy semantic similarity 

measures, interval type-II 

I.  INTRODUCTION  

In the field of fuzzy logic, linguistic variables are a well-
defined concept where the value of the variables are words that 
are used in natural human language [1]. In [1], Zadeh defines a 
term-set for each linguistic variable (i.e. Age) which constitutes 
all its possible numerical values i.e. [0..130], with linguistic 
values (i.e. young) acting as labels for fuzzy restrictions based 
upon the meaning and interpretation by a human in a given 
context. A number of linguistic hedges, designed to modify 
fuzzy sets through concentration, intensification and dilation, 
were first defined as mathematical models. In some cases there 
is not an agreement on the model [2, 3, 4] and more recent work 
by Le and Tran [5] on dual hedges (i.e. hedges can be used 
simultaneously to express different levels of emphasis) consider 
extensions to fuzzy logics through two axiomatizations for 
multiple hedges [5]. Novak [4] proposes that the branch of fuzzy 
logic, known as Fuzzy Natural Logic provides a rational model 
of linguistic semantics, and argues that hedging is more complex 

than previously known when applied within the field of 
linguistics.  Current work on hedges includes the use of 
linguistic terms with weakened hedges (LTWH) to enhance 
natural uncertainty in decision-making [6, 7]. This work uses 
two frequently used hedges within qualitative decision-making, 
and argues that the formulation of more complex linguistic 
expressions improves decision making under uncertainty. Work 
in [7, 8] acknowledges that more linguistic hedges need to be 
determined especially for use within modelling natural 
language. The effect of hedges applied to fuzzy systems has been 
studied in many application domains such as enhancing a 
student's academic evaluation [8], the selection of a supplier 
based on a number of live parameters within a product’s supply 
chain in small and medium businesses [9] and vehicular traffic 
density estimation [10]. However, their effect within the 
application of fuzzy semantic similarity measures has not been 
studied.  

Fuzzy Natural Language Processing (FNLP) can be 
addressed with the formulation of fuzzy computational models 
of words [4]. We define fuzzy words, within this work, as any 
word that has a subjective meaning in natural language and is 
based on a human’s perception in a given context. Fuzzy words 
are often defined from the bottom up – based upon obtaining a 
representative sample of the human population for a given word  
and context and then modelling the range of perceptions using 
either a Type-I or Type-II fuzzy set representation [11, 12]. This 
process of using humans’ subjective opinions is adopted from 
the field of natural language processing [13] and from work 
undertaken by Mendel [14, 15, 16], first in his code-book using 
a Type-I  representation and then following the Hao-Mendel 
Approach (HMA) using Interval Type-2 fuzzy sets [17]. 

The motivation for the work in this paper stems from a 
weakness in the application of fuzzy semantic similarity 
measures (FSSM) which are used to find a measure of the 
semantic and syntactic similarity, between short texts, typically 
of 25 words or less [18]. Currently, linguistic hedges are not 
utilised in the similarity calculation within FSSMs. Two such 
FSSM measures are FAST [11] and FUSE [12]. FAST was the 
first FSSM built on a limited number of categories of words 
represented by Type-I fuzzy sets used to derive category 
ontologies similar to WordNet [19]. FUSE (FUzzy Similarity 



mEasure) determined similarity using expanded categories of 
perception based words that were modelled using Interval Type-
2 fuzzy sets [12]. We hypothesise that the inclusion of the 
semantic meaning of linguistic hedges will improve the 
precision of the similarity measurement through obtaining a 
higher correlation of similarity with human ratings.  Hence, 
linguistic hedges are expected to make a weighted contribution 
when calculating the overall semantic similarity. 

This paper is organized as follows; Section II provides a brief 
summary of background work on hedges and related work on 
FSSMs. Section III defines the study that aims to capture human 
perceptions for linguistic hedges typically used in natural 
language. In section III, the methodology for natural language 
hedge selection and obtaining human perceptions of hedges in 
relation to fuzzy words is described. Following the modelling of 
the hedges using Type-II interval fuzzy sets, the methodology 
for creating 16 hedge sentence pairs is presented. Section IV 
presents the results obtained from capturing perceptions of 
humans for 12 hedge words and obtaining human similarity 
ratings between hedge sentence pairs.  Section V explores 
further work in exploring hedge weightings within FSSMs.  

 

II. BACKGROUND AND RELATED WORK 

A) Hedges 

A linguistic variable carries with it the concept of fuzzy set 
qualifiers, called hedges. A hedge is a marker of uncertainty in 
language. Hedges are terms that modify the shape of fuzzy sets.  
They include adverbs such as very, somewhat, quite, more or 
less and slightly [20]. Linguistic variables represent crisp 
information in a form, and precision, appropriate for the 
problem. Linguistic variables associate a linguistic condition 
with a crisp variable. A crisp variable is the kind of variable that 
is used in most computer programs: an absolute value. A 
linguistic variable, on the other hand, has a proportional nature: 
in all of the software implementations of linguistic variables, 
they are represented by fractional values in the range of 0 to 1 
[21]. Hedges can modify verbs, adjectives, adverbs or even 
whole sentences. They are used as [20]: 

 All-purpose modifiers, such as very, quite or extremely 

 Truth-values, such as quite true or mostly false 

 Probabilities, such as likely or not very likely 

 Quantifiers, such as most, several or few 

 Possibilities, such as almost impossible or quite 

possible. 

Hedges act as operations themselves. For instance, very 
performs concentration and creates a new subset from the fuzzy 
set it is applied to i.e. applying the hedge very to the set of tall 
men, derives the subset of very tall men. Hedges are useful as 
operations, but they can also break down continuums into fuzzy 
intervals. For example, the following hedges could be used to 
describe temperature: very cold, moderately cold, slightly cold, 
neutral, slightly hot, moderately hot and very hot. Obviously, 
these fuzzy sets overlap. Hedges help to reflect human thinking, 
since people usually cannot distinguish between slightly hot and 
moderately hot [20]. This makes them important when 
measuring human perceptions of the similarity of short texts.  

According to Zadeh [22], a linguistic variable is a variable, 
whose values are words or sentences in a natural or artificial 
language, as opposed to numerical values. Therefore for the 
category Age, it would be considered a linguistic variable if its 
values were linguistic rather than numerical, this means Age = 
{young, not so young, very young… old, not very old, not very 
young} is a linguistic variable, as opposed to Age = {20, 21, 22 
… 60, 61…} which is a numerical variable. 

A linguistic variable is characterised by a quintuple (L, T(L), U, 
G, M) where [22]: 

 L is the name of the linguistic variable 

 T(L) is the term set of L (collection of linguistic values) 

 U is the universe of discourse 

 G is a syntactic rule which generates the terms in T(L) 

 M is a semantic rule which associates with each 

linguistic value X its meaning M(X) 

 Where M(X) denotes a fuzzy subset of U. 

Considering the example of tall men, application of the 
concentration hedge, very operation, will reduce the degree of 
memebership of fuzzy elements [20]. The application of hedge 
very, can be calculated using a mathematical square as follows: 

 

                                   𝜇𝐴
𝑣𝑒𝑟𝑦(𝑥) = [𝜇𝐴(𝑥)]2                                 (1) 

 

Thus if a person had a 0.84 membership in the set of tall men, 

then they will have a 0.7056 membership in the set of very tall 

men.   

 

B) Fuzzy Semantic Similiarty Measures  

Traditionally, Semantic Similarity Measures stemmed from 
the field of natural language processing and are used for 
measuring the degree to which a sentence or short-texts are 
subjectively evaluated by humans to assess whether or not they 
are semantically similar to each other. Traditional measures did 
not capture the use of fuzzy words - words that have subjective 
meanings to different people in different contexts, are typically 
ambiguous and are characteristically used in everyday human 
natural language dialogue [12]. The FAST algorithm (Fuzzy 
Algorithm for Similarity Testing) [1], is an ontology based 
similarity measure that uses concepts of fuzzy words represented 
by Type-I fuzzy sets. However, Type-I fuzzy sets were not able 
to correctly model the subjective options of humans on the 
meanings of fuzzy words in different contexts. FUSE, attempted 
to overcome this problem, by using Interval Type-II fuzzy sets 
to model relationships between categories of human perception 
based words using fuzzy category ontologies. The FUSE 
algorithm which can be found in [12], consisted of both syntactic 
and semantic components which were weighted.  FUSE was 
able to model intra-personal (the uncertainty a person has about 
the word) and inter-personal (the uncertainty that a group of 
people have about the word) uncertainties, which are intrinsic to 
natural language. In [11], FUSE gave better correlations 
compared to human ratings than FAST over three benchmark 
datasets [16]. In these results, the modelling of linguistic hedges 
and the impact on the similarity measurement value was not 
considered. Hedges were not represented in the fuzzy category 



ontologies and therefore did not form part of the similarity 
measurement.  

 

III. CAPTURING HUMAN PERCEPTIONS OF HEDGES – A 

STUDY  

A) Overview of study 

The aim of this study is to investigate the effect of inclusion 
of hedge modifiers within the similarity calculation of fuzzy 
sentence similarity measures. The hypothesis is that their 
inclusion will improve the precision of the similarity 
measurement through obtaining a higher collaboration of 
similarity with human ratings. To investigate the hypothesis, a 
study consisting of two experiments was undertaken. The first 
experiment was to obtain human perceptions of the intensity that 
a hedge had on a fuzzy word. Fuzzy intensity in this research 
refers to the perceptive numerical measure a word is given, be 
that measure positive, or negative by a human rater.  

For this experiment, let the fuzzy subset Hedges = {Below, 
Approximately, Neighbouring, Roughly, About, Around, Quite, 
Indeed, Definitely, Positively, Very, Above}.  The fuzzy words 
were selected from the 6 original categories proposed in FUSE 
[12] as follows: {Adequate (Level of Membership), Satisfactory 
(Worth), Middle-Aged (Age), Mild (Temperature), Fair 
(Frequency), Average (Size & Distance)}.These fuzzy words 
were chosen by selecting the word with the value closest to 0 in 
each category on a scale of [-1, +1]. Once human perceptions   
were captured they could be used to construct Type-II interval 
models similar to those used in FUSE [12] and used to derive a 
hedge ontology. The ontology would be used to determine the 
path length and depth between words as part of the word 
component similarity measures in FUSE. The path length and 
depth of hedge words are relative to their position in the hedge 
ontology where each hedge category is treated as a concept. 
Each concept is constructed using a taxonomy (binary tree) 
where the root node always takes the value 0. Defuzzified  hedge 
words are then placed into tree nodes at intervals of ± 0.2 [12] 
From the hedge taxonomy, the path length and depth of the 
Lowest Common Subsumer can be determined for hedge words 
in a category. This would allow the defuzzified hedge value to 
influence its associated defuzzified fuzzy word values, in terms 
of intensity, be this positively in that the sentence similarity 
value increased or negatively in that the sentence similarity 
value decreased.   

 

B) Hedge Intensity Experiment  

To determine intensity of hedges when applied to fuzzy 
words, 32 participants consented to take part in a study, all of 
whom were native English speakers above the age of 18. In total 
there were 12 hedge words that were not already present in the 
FUSE Fuzzy Dictionary [12] that had mathematical definitions. 
When the mathematical value of a hedge word, (such as Very as 
defined in Eq. (1)) was applied to a fuzzy word it did not 
represent the mathematical model that was linguistically 
represented, therefore a different approach was needed to cater 
for hedge words. As an example, the hedge word Very has a 
mathematical equation of x2 [23], where x is the fuzzy value. 
Therefore taking the word Hot=0.6193, and computing the 

phrase Very Hot= (0.6193)2 = 0.3836, calculated the 
mathematical value of Very Hot to be smaller than the 
mathematical value of Hot, whereas linguistically Very Hot has 
a more positive intensity then Hot. Therefore a different 
approach to measuring the intensity was required that required 
the perceptions of humans. To achieve this the subset of 12 
hedge words where each added prior to the fuzzy words, one 
from each of the 6 categories represented in the FUSE FSSM 
[12]. The middle word in each category with the value closest to 
zero was selected, and a random hedge word was added to the 
beginning of each of these six words. Participants were first 
given a description of the task, which included a simple 
linguistic definition of a hedge and a fuzzy word. An extract 
from the experiment description is as follows: “The aim of this 
experiment is to help contribute towards computer systems that 
will understand the English language. This experiment is about 
HEDGES. Hedges are terms that modify the shape of a sentence. 
They include adverbs such as very, somewhat, quite, more or 
less and slightly. In this experiment, I am going to give you 6 
words belonging to 6 categories. A category in this instance is 
just the name given for a group of words that fall under a similar 
meaning. For instance, for the category TEMPERATURE, it will 
contain words such as [hot, cold, mild, boiling, scorching, 
freezing…]. I am going to give you a scale of 0 to 10. Each word 
sits in the middle of this scale (5). I am going to pair each word 
with some hedge words and would like you to tell me where these 
new words would sit on this scale. You can use one decimal 
place (e.g. 3.2) for finer precision.” 

An image of a ruler (Figure 1) was used as a visual aid to 
make understanding the word placement visually easier. The 
chosen word from each category was always located at mark 5 
on the ruler and was highlighted in red. The participants were 
then asked to rate the new hedge word when applied to the fuzzy 
word on this ruler on a scale of [0-10] with 1 decimal place 
permitted for accuracy. One example of a word used in this 
experiment is the hedge word Below. Taking the fuzzy word 
Fair, belonging to the category Frequency, one participant felt 
that the word Below Fair would be represented by a value of 3.4 
as shown in Figure 1. Their opinion was that the hedge, Below, 
negatively reduced the intensity of the category word Fair.  

The aim of the hedge intensity experiment was to try and 
mimic the perceptions of humans using natural language, despite 
them not actually thinking about words on a scale. On obtaining 
all human measurements, the average value for each hedge word 
was calculated and this was scaled on a scale of [-1, +1] to create 
a hedge ontology.  This was done to match the same scale and 
ontological structure as the words in the fuzzy dictionary used 
within FUSE [12]. 

 

Fig. 1 - Scale for Hedge Intensity Experiment 

 



C) Human Ratings of Hedged Sentence Pairs  

In order to assess the intensity of hedges in the natural 
language context, it was necessary to compute the sentence 
similarity between pairs of sentences, which contained hedge 
words. Following analysis, it was established that the fuzzy 
sentence benchmark datasets, known as SFWD and MFWD 
[12], did not contain a sufficient number of hedge words in order 
to conduct a rigorous evaluation. Therefore, a dataset containing 
16 sentence pairs containing hedge words was created. The 
methodology comprised of randomly extracting 16 sentences 
pairs from the MFWD [12] ranging from high to low similarity 
based on human ratings [12]. For each fuzzy word in the hedge 
sentence pair (HSP), a hedge word was assigned prior to that 
fuzzy word, i.e. for HSP1 “The little village of Resina is also 
situated approximately near the spot”, the hedge approximately 
was added. The sentence pairs were then checked by an English 
language expert, to ensure they were grammatically correct. 
Table I shows the full set of hedge sentence pairs.  

O’Shea et. al. [13] emphasized the importance of 
establishing rigorous methodology when obtaining human 
ratings of similarities between words and sentence pairs, 
especially in relation to sample size, population distribution and 
the inclusion of calibration pairs providing representation of the 
highest and lowest sentence similarity pairs within the data set.  
Adopting this methodology, the second experiment consisted of 
16 participants who were all native English speakers above the 
age of 18 from a diverse range of backgrounds. They were 
provided with the 16 HSPs and were asked to rate each sentence 
on a scale of [0-10], with 1 decimal place permitted for accuracy, 
based on how similar they were to each other. The scale of [0-
10] was adopted to be consistent with approaches in [11, 12, 13, 
24].  

 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A) Hedge Intensity Results 

Table II shows the results of the Average Human Ratings 
(AHR) for the hedge intensities. The table shows the 6 words 
from the fuzzy dictionary categories (Fuzzy Words), and the 12  



 

hedge words chosen (Hedge Words). It gives a (Total Average), 
which is the average of each hedge row, that is then scaled 
between [-1, +1] (Scaled) to match the rest of the values scaling 
in the fuzzy dictionary, ordered from low to high. On 
examimning the results it can be seen that Very Fair is more 
positively intensified than Fair, and the results indicate this 
closely i.e. Fair= 0.085  and Very Fair= 0.285. The same applies 
to Mild= -0.2387 and Very Mild= 0.285; thus the hedge Very 
positively intensifies a fuzzy word between the ranges  of 
[0.0462,..,0.37]. An example of the  affect of negative intensity 
is the hedge word Below, with Below Fair =  -0.2173 and Below 
Mild = -0.5411, thus Below negatively intensifies a fuzzy word 
between the range of [-0.541,..,-0.2173]. 

 

B) Hedge Sentence Pairs results  

Table IIIA shows the average human ratings (AHR) obtained 
from the 16 participants who rated the HSPs. The 16 participants 
were different from those who had taken part in the Hedge 
Intensity Experiments outlined in Section III(B); all of whom 
were native English speakers above the age of 18. Sentence 
similarity measurements are shown for FUSE and for 
comparison the similarity is also shown for the measure STASIS 
which does not incorporate any fuzzy words. Table IIIB shows 
the distribution of the human ratings showing the Minimum, 
Maximum, Mean and Median values for each of the 16 sentence 
pairs.  

Table IVA shows one example of a hedge sentence pair 
(HSP) with average human rating (AHR= 0.8850) taken from 
Table IIIA. The hedges used in this example are around and very.  

 

 

The fuzzy words in the sentence pairs are almost and rather 
belonging to the category Level of Membership, and dreadfully 
and unpleasantly belonging to the category Worth. STASIS 
ignores all fuzzy and hedge words and therefore similarity is low 
(STASIS=0.46925), FUSE on the other hand caters for both 
fuzzy words and hedge words, therefore has a higher similarity 
rating (FUSE=0.65697) which is closer to the AHR. This goes 
to show that fuzzy words and hedge words play an important 
role in the similarity rating of a short text. On the other hand, 
Table IVB which relates to HSP12 shows that STASIS (0.76266) 
has a closer rating to the AHR (0.785000) then FUSE (0.92203). 
This   is likely to be due to the human sample size being 
relatively small [13] and/or the variations of WordNet used in 
STASIS and FUSE, as WordNet is constantly being updated. 

Looking at the Inter-Rater Correlation in Table V, FUSE 
gave a higher correlation to Average Human Ratings, with 
0.803, compared to STASIS with Average Human Ratings at 
0.796. Although the correlation difference was not significant, it 
is still an improvement over STASIS, which shows that fuzzy 
hedge intensity does play an important role in sentence 
similarity. This small improvement can be attributed to 1) the 
fact that only twelve hedge words were modelled, 2) the 
coverage of the hedge words in the HSP dataset was limited and 
3) the number of human raters was only 16 – acceptable in the 
NLP community but on the low end of the scale where 32 
participants is typically recommended.  

Conduction of an Inter-Rater Correlation produces some 
positive results as can be seen in Table V, with FUSE=0.886 as 
opposed to STASIS=0.796.  

Cicchetti gives the following guidelines for intra-class 
correlation coefficient agreement measures [25]: 



• Less than 0.40 - Poor. 

• Between 0.40 and 0.59 - Fair. 

• Between 0.60 and 0.74 - Good. 

• Between 0. 75 and 1.00 – Excellent 

 
Each of the algorithms STASIS and FUSE is compared 

against the Average Human Ratings (AHR). Looking at the 
AHR which is referred to as (a) in this instance, for each of the 
algorithms it can be seen that in Table VI for STASIS (a= 0.865) 
and in Table VII for FUSE (a= 0.867) with a confidence interval 
of 95%. Based on Cicchetti’s guidelines, it can be concluded that 
the intra-class correlation coefficient is deemed as excellent for 
both datasets. 

V.  CONCLUSION AND FURTHER WORK 

This paper has presented a study on the application of 
linguistic hedges within fuzzy semantic similarity measures. 
This has involved first obtaining human intensity ratings of a 
small selection of hedges to fuzzy words. These hedges were 
then modelled using Type-II interval fuzzy sets for inclusion in 
the FUSE fuzzy dictionary. A set of 16 hedge sentence pairs 
were constructed using the modelled hedges and 16 participants 
rated their similarity.  Although there was minor improvement 
on the similarity measurement correlation between average 
human ratings and the fuzzy measure FUSE, it was not 
significant. This is mainly due to the number of hedges modelled 
and the number of participants involved in rating the hedge 
sentence pairs. However even with this small sample, it can be 
seen that linguistically modelled hedges have a positive effect 
on sentence similarity. Current work consists of, but is not 
limited to, expanding the hedge sentence pairs and also 
expanding the sample size to cater for more human ratings. A 
future experiment will investigate the impact of hedges on the 
degree of intensification of a sentence, by determining the fuzzy 
similarity of pairs of sentences, first with hedges and then 
without, and comparing both results to the average human rating 
of each variation. This would allow a greater evaluation of the 
impact of hedge words applied to individual fuzzy words beyond 
this paper by looking at how a human interprets the hedge words 
in the context of a sentence. 

Current work is incorporating FUSE into dialogue systems, 
which will allow a wider range of natural language dialogue to 
be explored and tested in real-world dialogue utterance 
exchanges. 
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