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Abstract. Recent scandals arising from the use of algorithms for user profiling 

to further political and marketing gain have popularized the debate over the eth-

ical and legal implications of using such ‘artificial intelligence’ in social media. 

The need for a legal framework to protect the general public’s data is not new, 

yet it is not clear whether recent changes in data protection law in Europe, with 

the introduction of the GDPR, have highlighted the importance of privacy and 

led to a healthy concern from the general public over online user tracking and 

use of data. Like search engines, social media and online shopping platforms, 

intelligent tutoring systems aim to personalize learning and thus also rely on al-

gorithms that automatically profile individual learner traits. A number of studies 

have been published on user perceptions of trust in robots and computer agents. 

Unsurprisingly, studies of AI in education have focused on efficacy, so the ex-

tent of learner awareness, and acceptance, of tracking and profiling algorithms 

remains unexplored. This paper discusses the ethical and legal considerations 

for, and presents a case study examining the general public’s views of, AI in 

education. A survey was recently taken of attendees at a national science festi-

val event highlighting state-of-the-art AI technologies in education. Whilst most 

participants (77%) were worried about the use of their data, in learning systems 

fewer than 8% of adults were ‘not happy’ being tracked, as opposed to nearly 

two-thirds (63%) of children surveyed. 

Keywords: Ethics, Trust, GDPR. 

1 Introduction 

Although discussions of the ethics of Artificial Intelligence (AI) have been commonly 

found in popular writing and science fiction for decades, it is only relatively recently 

that the field of AI has become sufficiently advanced to bring the issues of an ethical 

and legal framework to the fore. The mainstream use of apps and search engines has 

led to the collection of large amounts of user interaction data, from which an increas-

ing number of attributes can be inferred about the individual. Whilst for companies 

this has led to more efficient, highly targeted advertising campaigns, the question of 

whether this offers a benefit to the user, in terms of filtering information, or holds the 
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risk of unwitting persuasion, hangs in the balance. Since 2011 Eli Pariser has cam-

paigned to raise awareness of the dangers of algorithmic personalization by search 

engines such as Google, warning that “the Internet is showing us what it thinks we 

want to see, but not necessarily what we need to see” [1]. Shoshana Zuboff argues 

that knowledge and power are now asymmetrical in the business of ‘surveillance capi-

talism’, a major part of which is personalized communication, and that people’s belief 

that they get something in return for their data is misled [2]. A major study of youth 

behavior online concluded that an important reason why most youths appear uncon-

cerned about profiling by digital technology was a “lack of knowledge” rather than a 

“cavalier attitude toward privacy” [3]. Recent scandals involving the use of algo-

rithms for user profiling to further political and marketing gain (e.g. Cambridge Ana-

lytica’s alleged use of personal information to profile individual US voters for target-

ed political advertising [4]) have resulted in much publicity about the dangers of big 

data and algorithmic decision making in everyday lives. However, whether this addi-

tional publicity has translated into public awareness is still a subject for debate.  

In education, research into the application of AI techniques to learning systems for 

the benefit of the learner has been an active field for several decades. The benefits of 

personalized, adaptive learning have long been argued and supported by results that 

show that learners can learn more efficiently and effectively with the inclusion of AI 

techniques as opposed to without [5, 6]. However, it is open to debate how many 

members of the general public have actually had access to learning systems that use 

AI techniques, or even if they have, whether they are aware of the use of AI profiling. 

With the popular use of apps that adapt to make our lives more convenient, AI tech-

niques have moved into the mainstream and user expectations have shifted according-

ly, so that many people would not categorize features such as predictive text or rec-

ommendation systems as using AI at all. 

In order to benefit from the personalization of learning using AI techniques, learn-

ers must accept the trade-off of the system gathering personal data and tracking their 

learning experience. In fact, just like the Facebook / Cambridge Analytica scandal, 

learning systems use an individual’s behavior within a system to infer information 

about personality, mood, learning styles and comprehension [7-11]. The question 

arises “How many learners are aware and understand that in order to personalize, 

learning systems gather user data in order to profile their personal traits?”. 

Whilst there have been a few studies investigating the public’s perception of AI in 

everyday lives [12-13], none have yet been published that specifically explore the 

issue of AI in education – and whether the perceived benefit of the educational con-

text has any impact on views of AI generally. This pilot study aims to fill this gap by 

gathering views of AI in the Educational context. Its results will be of interest to 

AIED researchers, educators, and researchers with an interest in the legal and ethical 

aspects of AI. 

This paper describes a survey of the general public’s feelings on the use of AI in 

education. The survey involved collecting anonymous questionnaires completed vol-

untarily by some attendees at a free National Science Festival event held at Manches-

ter Science Museum, called ‘Me versus Machine’. The event included a number of 

activities designed to introduce people of different ages to Computer Science. One 
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stand was dedicated to Artificial Intelligence in Education, where recent research in 

Conversational Intelligent Tutoring Systems was demonstrated and discussed. Inter-

ested attendees were asked to participate in a study of views on AI in Education, and 

completed a questionnaire. 

The rest of the paper is organized as follows: Section 2 considers the legal and eth-

ical context of AI and its use in education. Section 3 outlines profiling in education 

systems, with section 4 presenting a case study of the general public’s views on AI in 

education, followed by the conclusion in section 5. 

2 Legal and Ethical Considerations of AI in Education 

2.1 Ethical Issues of AI in Education 

The discussion of ethics in AIED is not new. In 2000, Aiken and Epstein published an 

article in the International Journal of Artificial Intelligence in Education titled ‘Ethical 

Guidelines for AI in Education: Starting a Conversation’ [14]. While the cited predic-

tions for the future of AIED for 2010 are somewhat premature, most will agree that 

this is what we are expecting today, 20 years later, for 2025: “The teacher of 2010 

will rarely spend a day lecturing…The artificial-intelligence tutor will become a valu-

able assistant, providing the individualized instruction that a teacher with 20 or more 

pupils does not have the time for. Learning can take place at the student’s pace.” [15].  

Following Shneiderman’s [16] quote from Louis Mumford [17]: “The real question 

before us lies here: do these instruments further life and enhance its value, or not?”, 

Aiken and Epstein propose two fundamental meta-principles as a basic philosophical 

underpinning for any discussion of AIED systems: 1) “The Negative Meta-Principle 

for AIED – AIED technology should not diminish the student along any of the fun-

damental dimensions of human being; and 2) The Positive Meta-Principle for AIED – 

AIED technology should augment the student along at least one of the fundamental 

dimensions of human being” [14]. 

Fast forward 20 years, and Nichols and Holmes propose eight principles constitut-

ing “an open ethical framework for implementing AI in educational setting in ways 

that empower students and provide transparency” [18]. These principles are required 

since while data is supposed to be applied in objective ways by AI, source data is not 

immune from bias and there is no such thing as “raw data” [19]. 

It is already established that algorithms designed by engineers to process data carry 

in them inherent bias with ethical consequences as was illustrated by sexist, racist and 

discriminatory consequences by AI systems [20]. The recent Cambridge Analytica 

scandal [21] further illustrates that even small amounts of personal data can be com-

bined through AI algorithms with the potential to undermine democracy. The ethical 

issues faced by data analytics are shared with AI since they both draw on data [22]. 

While there is a consensus that ethical principles of AI are mandatory and urgent 

[23], and while multiple organizations are exploring this realm [21, 24-27], there is 

over representation to AI developers (e.g., DeepMind Ethics and Society) and the 

corporate perspective (e.g., OpenAI) raising questions whether they will be thinking 

broadly and critically enough [28]. 
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With advances in AIED like the Ada [29] and Jill Watson [30] bots, the absence of 

a definite reference point for AI ethics is crucial to AIED ethics. Holmes argues that 

“around the world, virtually no research has been undertaken, no guidelines have been 

provided, no policies have been developed, and no regulations have been enacted to 

address the specific ethical issues raised by AIED” [31]. 

 

2.2 The Impact of GDPR 

The General Data Protection Regulation (GDPR) was approved by the EU parliament 

on April 14, 2016 and came into force on May 25, 2018 (EUGDPR.org). According 

to the EUGDPR website, “The aim of the GDPR is to protect all EU citizens from 

privacy and data breaches in today’s data-driven world” [32]. 

Certain aspects of the GDPR are particularly relevant to Artificial Intelligence. One 

of these is the principle of “accountability,” which is an implicit requirement under 

the current law but has been explicitly introduced in the GDPR [33]. This principle 

requires organizations to demonstrate compliance with all the other principles in the 

GDPR, and several further provisions of the GDPR also promote accountability.  

Another aspect relevant to AI is the tightened requirements for consent in the 

GDPR. The use of AI techniques by its nature (i.e., the collection and processing of 

massive amounts of data) stipulates that it would be challenging to obtain explicit 

consent from the individuals involved. This is especially relevant to AIED as the us-

ers are often minors, thus requiring both their own and their parents’ explicit consent. 

A further relevant challenge is the GDPR right to receive an explanation by a natu-

ral person of decisions based on automated processing. This right’s scope and eligibil-

ity is not without doubts [34]. Nonetheless, even if we assume the right for explana-

tion exists, AI decisions are made by complex and technical processes many times not 

even clear to their developers (e.g., neural networks). In addition, the algorithm struc-

ture and operation method may be proprietary information and considered a trade 

secret. Finally, it would be challenging to explain complex AI systems to a layperson, 

moreover to a minor.  

To manage these challenges raised by AI and the GDPR regulations, the Ministers 

of the European Parliament (MEPs) asked the European Commission in February 

2017, to propose EU-wide rules on robotics and AI. Following this request, a public 

consultation was held in October 2017. Interestingly, the consultation results showed 

that European public opinion appears to be much more positive towards automation 

technologies than U.S. public opinion, based on the results of a recently-release report 

by the Pew Research Centre [35]. 

Furthermore, in December 2018, the European Commission’s High-Level Expert 

Group on Artificial Intelligence (AI HLEG) published its draft of the AI Ethics 

Guidelines for comments from the public with the aim to have a final version in 

March 2019 [36]. The group have adopted EU treaties and legislation on human rights 

as their ethical principles for AI. This has led to the following assertion: “It should 

also be noted that, in particular situations, tensions may arise between the principles 

when considered from the point of view of an individual compared with the point of 
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view of society, and vice versa. There is no set way to deal with such trade-offs.”. In 

the context of AIED, the potential for such tension is high.  

While the global (and mainly the Western) discussion around general ethical 

guidelines for AI is vibrant, there is yet to be a consensus around an established set of 

principles that would be easily applied to the different fields in which AI is applied. 

Moreover, as in many cases of challenging regulatory spheres in the past, the surplus 

of sources and mix of laws (e.g., privacy), regulation (e.g., GDPR), codes (The Asi-

lomar AI Principles [37]) and standards (e.g., IEEE [38]) that apply to AI seems to 

complicate the problem and make compliance ever more challenging, rather than 

promoting its solution. 

3 Profiling in Learning Systems 

3.1 Intelligent Tutoring System Approaches 

Intelligent Tutoring Systems (ITS) personalize learning based on traits of the individ-

ual learner held in a student model. Traditionally, student models were based on out-

comes from ITS-designed assessment and self-reported affective information such as 

mood, motivation and learning style [39, 40]. More recently, construction of student 

models has been automated with ITS profiling learner behaviors, such as user inter-

face interactions, to predict the affective state of a learner [8-11]. Most automated 

profiling techniques map tracked learner behaviors to typical behaviors described in 

psychological models (e.g. personality and learning styles [10]) to infer learner traits 

and preferences. Some ITS profile learner affect using physical indicators gathered 

from sensors worn by learners [41-42]. 

Conversational Intelligent Tutoring Systems (CITS) are ITS with a conversational 

agent interface, enabling them to conduct tutoring via a mixed initiative conversation. 

Their advantage is that the learner does not have to self-motivate as the CITS leads 

the tutoring conversation, yet learners can ask questions and explore answers using 

natural language conversation. CITS capture rich interaction information from the 

conversation, that adds depth to the student model [6,10,11]. 

3.2 Oscar CITS  

Oscar CITS aims to mimic a human tutor by delivering a personalized tutoring con-

versation based on an individual learner’s knowledge and preferred learning style 

[10,43]. Oscar CITS incorporates intelligent techniques to provide realtime problem 

solving support (hints), intelligent solution analysis (feedback) and curriculum se-

quencing. Learners are automatically profiled using 41 variables tracked based on 

behavior, preferences and language during the tutorial conversation [43]. Oscar CITS 

adapts to learner knowledge and learning style, by changing the style of conversation 

and support material presented, such as giving step-by-step help, giving examples or 

showing movies [10,44]. Oscar CITS is used in a live learning/teaching environment 
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at Manchester Metropolitan University to help higher education students learn the 

database language SQL.1  

3.3 Hendrix CITS  

Hendrix CITS is a new generation of CITS that can profile a learner in near-realtime 

using images from a webcam [11]. Hendrix CITS automatically profiles learners by 

analyzing images from a webcam to determine whether or not the learner is demon-

strating comprehension. This enables Hendrix to intervene in the tutoring conversa-

tion if it detects that the learner may need help, thus helping to maintain learner moti-

vation and improve learning. Hendrix CITS tracks a learner’s micro expressions, and 

uses a classification model built from an array of neural networks to determine 

whether there is a state of non-comprehension, and if so, the level of non-

comprehension. Unlike other image-based approaches to profiling affective states, 

Hendrix does not require lab conditions or high specification cameras to capture suf-

ficient information to profile learner comprehension.1   

4 Case Study – Manchester Science Festival 

4.1 Overview 

The Manchester Science Festival is one of the largest in the UK. The week-long series 

of events attracts over 130,000 visitors each year. On Saturday 20 October 2018, the 

‘Platform for Investigation: Me versus Machine’ event enabled the public to explore 

Artificial Intelligence through eight innovative activities designed to engage all ages 

in computer science and debate its place in our shared future. Organised by computer 

scientists from Manchester Metropolitan University (MMU), the all-day event took 

place at Manchester Science and Industry Museum and included hands-on activities, a 

live experiment, coding challenges and demonstrations of cutting-edge research.  

One activity was called ‘I, Teacher’, an exhibit to introduce families to the use of 

AI methods in education and learning systems. The exhibit included posters showing 

which different AI technologies have been included in Intelligent Tutoring Systems to 

help learners, a conversational agent research timeline and an introduction to automat-

ic learner profiling. A large HDTV continuously ran video demonstrations1 of two 

different Conversational Intelligent Tutoring Systems, Oscar CITS and Hendrix (see 

section 3), annotated to show the AI techniques being used. The posters and demon-

stration videos allowed attendees to read and watch by themselves, or to engage in 

discussion with researchers about the use of AI in education. Questionnaires were 

placed on a table at the exhibit, and interested members of the public were asked if 

they would like to record their opinions of AI in education, anonymously and volun-

tarily. 

                                                           
1  Video demonstrations of Oscar CITS and Hendrix CITS intelligent techniques can be found 

at www.AnnabelLatham.co.uk. 
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4.2 Methods 

A questionnaire was designed to elicit opinions from the general public on their Inter-

net use, use of their online data, and their views on the use of AI in education. The 

questionnaire was designed to fit on a single side of A4 and used a Likert scale to 

facilitate ease and speed of completion (see Table 1). The only demographic infor-

mation collected was age group and gender, and the questionnaire was completely 

anonymous. A second version of the questionnaire was developed for children (mi-

nors aged 5-18), which included age-appropriate language (scoring a Flesch-Kincaid 

Grade Level of 5.0 [45]) and three questions with fewer/different choices (Q1, Q5 and 

Q6 in Table 1). All other questions were the same in content. For participants aged 

under 18, the responsible adult’s consent was indicated by writing their initials on the 

child’s questionnaire. This indication of consent was accepted under the research 

ethics approval (MMU EthOS reference number: 1181) as the facilities at the event 

did not allow for secure storage of personal data recorded on a full consent form. 

Participation by members of the public was entirely voluntary. To take part they 

approached the ‘I, Teacher’ exhibit, had the process explained and then decided to 

take part by completing the anonymous questionnaire. 

 

4.3 Results and Discussion 

During the six hour event, 625 visitors (415 adults, 210 children) passed through the 

‘Platform for Investigation’ exhibition. No data was recorded on how many people 

visited the ‘I, Teacher’ exhibit and engaged in discussions with researchers, although 

the exhibit was very busy all day. It was found through conversation that most people 

knew the term Artificial Intelligence, but did not necessarily understand its meaning 

in detail and were mostly not aware that AI had been applied to learning systems. 

There was much interest in the new research, and in discussing the future possibilities 

for education, but unsurprisingly most visitors to the stand were reluctant to spend 

time completing a questionnaire. 

38 members of the public decided to complete the questionnaire, however six ques-

tionnaires were either largely incomplete or no parental consent had been recorded, so 

were destroyed. In total there were 32 completed questionnaires, 24 from adults and 8 

from minors. There were slightly more male adults (14) than female (9), with one 

participant not recording gender, and a gender balance of minors. The distribution 

across age groups is as follows: 5-10 (3); 11-14 (3); 15-18 (2); 19-25 (5); 26-40 (9); 

41-60 (10); 61+ (0). Table 1 shows the combined results.  

My Data. Interestingly, participants are most comfortable being automatically tracked 

by online shopping and learning systems (Q2: 62% and 60% respectively). This may 

indicate that the benefit and convenience of such profiling is seen to outweigh any 

perceived threat. This stands in contrast to search engines like Google and social me-

dia where most participants (62% and 59% respectively) were not comfortable with 

tracking, despite the daily use of these applications being high (84% and 72%). 75% 

of participants are concerned about the use of their data (Q3) and no participants be-

lieve that their Internet use is ‘Very’ private (Q4). This suggests that safety messages 
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Table 1. Combined Questionnaire results. (n=32; n(children)=8; n(adults)=24) 

My Internet Use      

1. How often do you use Daily Weekly Monthly Rarely Never 

 Social media 72% 13% 0% 0% 15% 

 Google, or similar search engines 84% 3% 3% 6% 4% 

 YouTube (children) 86% 0% 0% 14% 0% 

 Online shopping (children) 29% 14% 0% 0% 57% 

 Online games (children) 50% 17% 0% 17% 16% 

 Amazon (adults) 29% 33% 13% 17% 8% 

 Online supermarkets (adults) 0% 32% 20% 40% 8% 
My Data       

2. How comfortable are you/would you be with 

automatic tracking of your use of 
Very Quite 

Don’t 

know 
Not very 

Not at 

all 

 Internet generally 13% 22% 12% 25% 28% 

 Social media 9% 22% 10% 34% 25% 

 Google, or similar search engines 19% 13% 6% 31% 31% 

 Online shopping  34% 28% 10% 6% 22% 

 Learning systems 44% 16% 18% 0% 22% 
3. How concerned are you about the use of 

your data? 41% 34% 10% 6% 9% 
4. How private do you believe your existing 

Internet use is? 0% 22% 15% 25% 38% 

Artificial Intelligence in Education      

5. How useful do you think AI tools are for Very Quite 
Don’t 

know 
Not very 

Not at 

all 

 School learning 56% 38% 6% 0% 0% 
 Supporting homework/revision 50% 41% 3% 6% 0% 
 Replacing a face-to-face course 25% 19% 12% 31% 13% 
 Giving extra learning support 59% 31% 7% 3% 0% 
 Learning new skills (adults) 48% 44% 4% 4% 0% 
 Work-based training (adults) 36% 48% 4% 12% 0% 

6. If an AI learning tool was available, would 

you use it for 
Yes Maybe 

Don’t 

know 

Probably 

not 
No 

 Your own learning 66% 25% 3% 6% 0% 
 Replacing textbooks 31% 31% 6% 19% 13% 
 Helping with homework/revision (children) 71% 15% 0% 0% 14% 
 Children’s/grandchildren’s learning (adults) 64% 24% 0% 8% 4% 
 Replacing face-to-face learning (adults) 16% 24% 12% 36% 12% 
 Alongside face-to-face learning (adults) 72% 16% 4% 0% 8% 

7. Do you think AI will help/could have helped 

improve your education/learning? 56% 38% 3% 0% 3% 

8. How important do you think humans are (vs 

computers) in teaching/learning? 

Very 

     

50% 

Quite 

 

 38% 

Don’t 

know 
3% 

Not very  
 

9% 

Not at 

all  
0% 
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from media and schools have been understood, although it may also be a result of 

visiting other exhibits at which data privacy issues were discussed.  

AI in Education. There was a very positive response to the use of AI in education, 

with most participants believing such tools to be useful in all scenarios (Q5). Surpris-

ingly, even the controversial question about replacing face-to-face learning (Q5) 

showed a balance of opinion – 44% for and 44% against, with 40% of adults saying 

they may use an AI tool instead of face-to-face learning (Q6). In spite of this, 88% of 

participants feel that humans are important in teaching and learning. 94% of partici-

pants believe that an AI tool could improve their learning. This suggests that a blend-

ed approach to learning is most favorable to the general public, which is consistent 

with generally accepted practice. 

Gender Differences. For adults there were no real differences between genders in the 

use of the Internet, although there were differences in opinions on tracking and use of 

data, as shown in Fig. 1. A fifth of males (21%) were not concerned about use of their 

data (Q3), unlike females (0%), despite there being no difference in opinion on data 

privacy (Q4). All males believed AI tools to be useful for work-based learning, versus 

two thirds (66%) of females, and 93% of males believed humans important in teach-

ing/learning versus 66% of women. 

 

Fig. 1. ‘How comfortable are you with automatic tracking’: Comparison of Adult’s Opinions 

by Gender. 

Age Differences. As expected, minors and adults differ in Internet use. Despite such 

small numbers it was interesting to see in Q2 that all 5-10 year olds were ‘Not at all’ 

happy with being tracked by any of the suggested applications, which stood apart 

from all other groups. Conversely, the only three participants ‘Not at all’ worried 

about use of their data (Q3) were minors. One notable disparity between minors and 

adults was in automatic tracking by learning systems (Q2) where 63% of minors (all 

of 5-10 year olds) were not happy to be tracked, versus only 8% of adults. 
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In summary, the participants in this study were aware of automated tracking and 

data privacy issues. On the whole, females are less comfortable being automatically 

tracked than males, suggesting that safety concerns outweigh the convenience offered. 

In a learning context, more males than females believe that humans are important. 

However, most participants believed that AI tools were useful in learning, with 94% 

believing they could help improve their own learning. 

The limitations of the study were that it was a small set of the general public, all of 

whom were attending an event that highlighted the latest research in AI and its asso-

ciated legal, social and ethical issues. It would be interesting to see if a larger, more 

targeted study, taken in a different context, noted different views on profiling and the 

use of AI in education. A comparison between larger sets of participants in different 

age groups would also add depth and may highlight important differences in com-

municating a balanced view of AI tools to the general public. 

5 Conclusion 

This paper has explored the current ethical and legal framework within which AI in 

Education operates and presented the results of a small study in which the general 

public shared their views on the use of AI in education systems. It was apparent that 

participants had not previously been exposed to the idea of using AI algorithms in 

learning systems, but that in general there was a positive response to the idea, with 

most participants believing such tools to be useful and stating that if available, they 

would use them to improve their own learning. Most participants were aware of pri-

vacy concerns with their use of the Internet and social media apps, and were not com-

fortable with their interactions being tracked (despite using such apps daily), although 

it was interesting to note that more than half of participants were comfortable being 

tracked by shopping and learning systems. This suggests that the public felt that the 

benefits outweighed the threats in these contexts. The sample size was small, so future 

work will involve a larger study in a more general public context to further explore 

the public’s views on trust regarding the use of AI in education. 

The ethical challenges of AI seem to be amplified in an education context due to 

several characteristics, for example, the dealing with minors, the sensitive nature of 

the personal information involved and the importance of this application along with 

its potential benefit to learners. Therefore, it may be beneficial to consider a top-down 

approach in which the general principles of AI will be informed by the specific ethical 

principles of AIED and not vice versa. 
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were in accordance with the ethical standards of the institutional and/or national re-
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