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Abstract

Children with Autism Spectrum Disorder (ASD) are affected in different degrees in terms of their level of intellectual ability. Some people with Asperger syndrome or high functioning autism are very intelligent academically but they still have difficulties in social and communication skills. In recent years, many of these pupils are taught within mainstream schools. However, the process of facilitating their learning and participation remains a complex and poorly understood area of education. Although many teachers in mainstream schools are firmly committed to the principles of inclusive education, they do not feel that they have the necessary training and support to provide adequately for pupils with ASD. One solution for this problem is to use a virtual tutor to supplement the education of pupils with ASD in mainstream schools. This thesis describes research to develop a Novel Arabic Conversational Intelligent Tutoring System (CITS), called LANA, for children with ASD, which delivers topics related to the science subject by engaging with the user in Arabic language. The Visual, Auditory, and Kinaesthetic (VAK) learning style model is used in LANA to adapt to the children’s learning style by personalising the tutoring session. Development of an Arabic Conversational Agent has many challenges. Part of the challenge in building such a system is the requirement to deal with the grammatical features and the morphological nature of the Arabic language. The proposed novel architecture for LANA uses both pattern matching (PM) and a new Arabic short text similarity (STS) measure to extract facts from user’s responses to match rules in scripted conversation in a particular domain (Science). In this research, two prototypes of an Arabic CITS were developed (LANA-I) and (LANA-II). LANA-I was developed and evaluated with 24 neurotypical children to evaluate the effectiveness and robustness of the system engine. LANA-II was developed to enhance LANA-I by addressing spelling mistakes and words variation with prefix and suffix. Also in LANA-II, TEACCH method was added to the user interface to adapt the tutorial environment to the autistic students learning, and the knowledge base was expanded by adding a new tutorial. An evaluation methodology and experiment were designed to evaluate the enhanced components of LANA-II architecture. The results illustrated a statistically significant impact on the effectiveness of LANA-II engine when compared to LANA-I. In addition, the results indicated a statistically significant improvement on the autistic students learning gain with adapting to their learning styles indicating that LANA-II can be adapted to autistic children’s learning styles and enhance their learning.
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<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>AS</td>
<td>Asperger Syndrome</td>
</tr>
<tr>
<td>ASD</td>
<td>Autism spectrum disorder</td>
</tr>
<tr>
<td>CA</td>
<td>Conversational Agent</td>
</tr>
<tr>
<td>CITS</td>
<td>Conversational Intelligent Tutoring System</td>
</tr>
<tr>
<td>ECA</td>
<td>Embodied Conversational Agent</td>
</tr>
<tr>
<td>GO-CA</td>
<td>Goal Orientated Conversational Agents</td>
</tr>
<tr>
<td>GQM</td>
<td>Goal Question Metric</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HFA</td>
<td>High Functioning Autism</td>
</tr>
<tr>
<td>ITS</td>
<td>Intelligent Tutoring System</td>
</tr>
<tr>
<td>KB</td>
<td>Knowledge Base</td>
</tr>
<tr>
<td>LCA</td>
<td>Linguistic Conversational Agent</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>PM</td>
<td>Pattern Matching</td>
</tr>
<tr>
<td>STS</td>
<td>Short Text Similarity</td>
</tr>
<tr>
<td>TEACCH</td>
<td>Treatment and Education of Autistic and related Communications Handicapped Children</td>
</tr>
<tr>
<td>VAK</td>
<td>Visual, Auditory and Kinaesthetic learning styles model</td>
</tr>
</tbody>
</table>
Chapter 1 – Introduction

1.1 Overview

This thesis presents a Novel Adaptive Arabic Conversational Intelligent Tutoring System (CITS) for children with autism spectrum disorder (ASD) using the Visual, Auditory and Kinaesthetic learning styles model (VAK). This system, known as LANA, implements an Arabic CITS suitable for children with autism aged 10-12 using the (VAK) model in order to answer the research questions stated in section 1.3. The Arabic CITS architecture uses both a pattern matching (PM) algorithm and an Arabic short text similarity (STS) measure to extract facts from user’s responses to match rules in scripted conversation in a particular domain (Science). Two tutorials covering the topics (the solar system and electricity) were designed and implemented in accordance with the TEACCH (the Treatment and Education of Autistic and related Communication handicapped Children) model and mapped to the VAK learning style. The mapped tutorials were then incorporated into LANA. This chapter provides the context and motivations behind this research along with a short summary of the research contributions and a brief outline of the thesis structure.

1.2 Research aim

The primary aim of this research is to design and implement an Arabic CITS for Autism called LANA using the VAK model and TEACCH method to enhance autistic students’ learning in mainstream schools. The LANA Conversational Agent (CA) architecture used pattern matching (PM) and Arabic short text similarity (STS) to extract facts from user’s responses to match rules in scripted conversation in a particular domain (Science). The outcome of the project is the development of an Arabic CITS which is aimed at autistic pupils (10 to 12 years old), who are studying in Arabic mainstream primary schools. Neurotypical children can also use this system as it is generalised for all pupils learning styles. Facilitating the learning of these pupils using traditional teaching within mainstream schools is complex and poorly understood (Waddington and Reed, 2017). This thesis answers research questions through the development and evaluation of two LANA CITS prototypes using the
VAK learning style model to adapt to autistic pupils learning style and improve their learning in mainstream schools.

1.3 Research Objectives

1. Research current education technology for children aged 10-12 who exhibit ASD.
2. Undertake a review of CAs with Arabic Natural Language Processing resources for Arabic short text similarity and assess viability for incorporation in an Arabic CITS.
3. For a chosen domain (Science), design an educational tutoring scenario in accordance with the TEACCH method and use autistic learning styles and adaptation of the tutorial based upon the VAK learning style model.
4. Design and implement architecture for Arabic CITS for appropriate education scenario.
5. Design an experimental methodology to validate the educational tutoring scenario in the Arabic CITS and conduct a study in Arabic speaking countries to evaluate the ability of CITS to adapt to autistic children learning style.

Figure 1 outlines the research objectives, and where in this thesis it is addressed and situated.

1.4 Research Questions

Two general research questions are addressed by this work:

1. Can an Arabic Conversational Intelligent Tutoring System (CITS) be adapted to the learning styles of autistic children?
2. Can an Arabic Conversational Intelligent Tutoring System (CITS) for children with autism enhance their learning?
1.5 Background and Motivation

Autism spectrum disorder (ASD) is a lifelong developmental disability, which affects communication skills, social skills and (repetitive) behaviour. In recent years, many pupils with high-functioning autism or Asperger’s have been taught within mainstream schools. However, the process of facilitating their learning and participation remains a complex and poorly understood area of education (Waddington and Reed, 2017). The limited research base in this area indicates that school is a stressful and anxiety-provoking place for many such students with social isolation, loneliness and bullying commonplace (Roberts and Simpson, 2016). Furthermore, although many teachers in mainstream schools are firmly committed to the principles of inclusive education, they do not feel that they have the necessary training and support to provide adequately for students with ASD (Lindsay et al., 2014). Two recent reviews have identified teaching strategies and approaches for students with ASD in mainstream schools as a key ‘gap’ in the knowledge base for special educational needs provision (Meng, 2017; Barnhart, 2017). One solution is to use a technology–based learning as a virtual tutor to supplement the education of children with ASD in mainstream schools. Several studies reported the benefits of technology–based learning for people with ASD (Grynszpan et al., 2014; Fletcher-Watson, 2014). The virtual tutor offers a structured environment that is preferred by people with autism as they usually like routine and repetitive behaviours (Boucenna et al., 2014). Virtual tutors benefit ASD children who have difficulties with social interactions (Parsons and Cobb, 2011).
Intelligent Tutoring Systems (ITS) include any computer program used in learning that contains intelligent technologies to personalise learning according to individual student’s characteristics, such as knowledge of the subject, emotion, and learning style (Dermeval et al., 2017). ITS use Artificial Intelligence methods to provide instructions and feedback to the learners (Perikos et al., 2017). An extension of an ITS is Conversational Intelligent Tutoring Systems (CITS), which use natural language interfaces rather than menus to engage with a learner (Latham et al., 2014). CITSs allow users to explore and learn topics through conversation and to obtain knowledge in a similar manner as in a classroom i.e. through student teacher interaction.

Many pupils with ASD tend to be affected differently as a result of the same symptoms, so it is important to know how each child is impacted on in terms of their cognitive and interaction abilities. Hence, the specific requirements of each child, which is known as learning style, should be identified (D’Elia et al., 2014). Pupils with ASD are more likely to rely on one style of learning, which could be determined by observing the person (Edelson, 2000). VAK theory is considered to be one of the classical learning theories in the educational field (Mackay, 2010). It classifies learners by sensory preferences: Visually (V), Auditory (A), and Kinaesthetic (K) (Miller, 2001). There are evidences for learning styles among ASD pupils but not for a single conclusive learning style for ASD pupils. Some researchers (Banire et al., 2015; O’Connell et al., 2013; Snyder et al., 2012) found that many people with autism are visual learners as they can learn well through watching videos, pictures and movies. Another study (Lisle, 2007) found that autistic people have learning preferences for kinaesthetic, visual, then auditory. Roberts (Roberts, 2010) found that people with autism who are kinaesthetic learners, learn better when “hands-on” activities are included with the teachers taught material to achieve learning. Nevertheless, research that has been conducted with autistic children regarding the impact of learning style is limited and needs further research. The existing research and software applications are not conducive to meeting the individualized needs of pupils with Autism. In addition, there is no Arabic CITS, which adapts to autistic learning styles in order to enhance their learning in a specific domain. In this research, an Arabic CITS was developed to support autistic learning through personalised learning style using the VAK model. The Arabic CITS engages children with science tutorials where the curriculum material is mapped to the VAK model and the
evaluation took place in the UK and Saudi Arabia. The project used a number of evaluation tools such as the learning gain measurement (Kelly and Tangney, 2006; Graesser et al., 2005; Lee et al., 2006), log file, and questionnaire to evaluate the ability of LANA to adapt to the autistic learning styles.
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**Figure 1.2: Background and motivation.**

### 1.6 Research contributions

The novel contributions of this research are:

1. A Novel architecture for creating an Arabic CITS and a generic development methodology (Chapter 4, Chapter 6).
2. Methodology of designing an educational tutoring scenario, which implements in accordance with the TEACCH method and mapped to the VAK learning style (Chapter 4, Chapter 6).
3. A Novel LANA CA algorithm that reduces the scripting effort by processing the spelling mistakes and addressing the free word order, which is one of the challenges of the Arabic language (Chapter 6).
4. A new evaluation framework to validate an Arabic CITS from the objective and subjective perspective (Chapter 5, Chapter 7).
5. Methodology of developing the first prototype LANA-I and validate the architecture with neurotypical children to evaluate the effectiveness and robustness of the system engine (Chapter 4, Chapter 5).
6. Methodology of developing the enhanced prototype LANA-II and validate the architecture and the adaptive CITS to autistic students’ learning styles. (Chapter 6, Chapter 7).
7. Evidence that the Arabic CITS using VAK learning style model can be adapted to autistic children learning styles (Chapter 7).

8. Evidence that the Arabic CITS using VAK learning style model can enhance autistic children learning (Chapter 7).

1.7 Thesis Structure

The research conducted in this thesis is presented over nine chapters. Chapter two details the background review of the existing literature and the current state of research related to the following:

- Technology based intervention for children with ASD.
- The concept of a conversational agent, the limitations of current Arabic CA architecture components and the challenges of the Arabic language.
- The concept of a conversational intelligent tutoring system (CITS), the current state of existing CITS and the limitation of current Arabic CITS.

Chapter three details the research methodology and the theoretical basis of the research derived from the literature chapter. It details the main phases of developing and evaluating LANA CITS and the ethical considerations for this research. In addition the data collection and analysis methodology for LANA experiments is outlined and presented in this chapter.

Chapter four presents the development process adopted to implement an Arabic CITS (called LANA-I). The development process was divided into two phases: the first phase was designing and implementing an Arabic CA, and the second phase was integrating the Arabic Intelligent Tutoring System (ITS) interface with the CA.

Chapter five of the thesis presents the evaluation methodology and results of the empirical experiments carried out to test the LANA-I engine from both objective and subjective aspects. The study was conducted with neurotypical participants from the target age group (10-12) years old whose first language is Arabic. None of the children have been diagnosed as Autistic. It is important to test the quality of the tutorial and the materials, which are used in LANA-I, with the general population before testing it with Autistic. The system robustness and its ability to complete the task must be tested with general population before autistic children in order to avoid any confusion that could distress the autistic child during the tutorial. The results and discussion are
detailed in this chapter to highlight the aspects of the architecture that needed to be strengthened in order to increase the effectiveness of LANA-I, such as the issue of the spelling mistakes made by the users. The results of the pilot study were used to adjust the full-scale experiment to ensure its effectiveness.

Following the evaluation experiments, chapter six presents the further research and development undertaken to overcome the weaknesses of the LANA-I architecture highlighted through the evaluation. This chapter illustrates the amendments made to the existing architecture components as well as the new components added to the architecture of LANA-II such as TEACCH method and an additional tutorial.

Chapter seven presents the evaluation methodology and the results of the experiments conducted to test the second prototype LANA-II. Three experiments were conducted to evaluate LANA-II. The first experiment was conducted with autistic children on the target age group (10-12) years old whose first language is Arabic and have a high functioning autism (HFA) i.e. have no problem with language and no intellectual disabilities. This experiment was conducted to measure the capabilities from different perspectives such as tutoring success, VAK learning style model and user evaluation. The second experiment was conducted with participants on the target age group (10-12) years old whose first language is Arabic. None of the children had been diagnosed as Autistic. This experiment was conducted to test the enhancement made in LANA-II engine by comparing the metrics from LANA-I and the metrics from LANA-II in order to bring to light whether the enhancement made in LANA-II components improve LANA-II’s conversation. The third experiment was a case study (qualitative study) with three autistic students and their teachers to test if LANA-II is appropriate as a virtual tutor for Autistic students. The results derived from the three experiments contributed towards answering the main research question.

Chapter eight presents the conclusions drawn from the research findings and discussion. It also outlines the main contributions of the research and provides recommendations for future research.
Chapter 2 – Literature Review

2.1 Overview

Developing a novel of CITS for ASD children is based on principles adopted from research in different key areas, specifically: Autism, Technology-Based Interventions for autistic children, Arabic NLP, Conversational agent architecture with Arabic language, and CITS architectures with Arabic language, and learning style. This chapter provides a background review of existing literature and the current state of research in the related areas:

- Definitions of autism and interventions for children with ASD with a focus on this research project.
- The concepts of conversational agents and the limitations of current Arabic CA architecture components.
- The concepts of conversational intelligent tutoring system (CITS) and the current state of exist CITSs focusing on limitations of current Arabic CITS.
- Learning styles and the impact of using VAK learning style with neurotypical children and autistic children.

2.2 Autism Spectrum Disorder

Autism spectrum disorder (ASD) is classified as a lifelong developmental disability, which affects the communication skills, social skills and repetitive behaviour. Because autism is a spectrum condition, people with autism share specific difficulties, but they will be affected by their condition in different ways. Some autistic people have the ability to live relatively independently whereas others need specialist support to live their lives. In addition, some have a low IQ scores, some have average IQs, and some have over the average. People with autism may also have a sensitivity to sounds, lights, colours, touch, smells and tastes. Autism affects three areas: communication (verbal and non-verbal language), social interaction (understanding and recognition emotions and expression), and repetitive behaviours (adaptation to the environment). Over the past two decades, the cases of autism have increased worldwide. It is reported that more than one out of every 100 people has autism in England, Scotland, Wales and Northern Ireland (TheNationalAutisticSociety, 2015).
Some studies suggest that ASD has genetic causes (O’Roak and State, 2008). However, observations of behavioural aspects are the only way to diagnosis ASD. The average age of diagnosis ASD is over three years old, although other studies recommend that all children should be screened for ASD earlier at 18 to 24 months (Mandell et al., 2005).

Currently there are two separate diagnostic guidelines and classification systems of autism, the American Psychiatric Association Diagnostic and Statistical Manual of Mental Disorders fifth edition (DSM-5), published in May 2013, and the World Health Organization International Classification of Diseases (ICD), which is in its tenth revision (American Psychiatric Association, 2013) (Organization, 2004).

There are many features contributing to diagnosis ASD, which usually appear in pre-school children:

- Usually children with autism have a delay in their speech. Some of them have not managed to speak at least 10 words by the age of three, where others do not speak at all. Their speech has a flat monotonous sound. In addition, they tend to repeat sets of words and phrases (Kujala et al., 2013).
- Autistic children may be unable to respond to their name being called, even though they have normal hearing. They are not interested in interacting with other people even with children of similar age. They prefer to play alone and they avoid eye contact. In addition, they communicate with other people using gestures such as pointing or facial expressions (Lord et al., 2013).
- Children with autism have repetitive movements such as rocking back and forth, flapping their hands and flicking their fingers. They tend to play with toys in a repetitive way, prefer to have one routine and are very upset when their routine is changed. Food is another issue with autistic children and they usually dislike a certain food depending on the food texture or colour more than the taste. In older children and teenagers, they have a specific interest in a certain subject or activity (Whitaker et al., 2001).

2.3 Types of Autism

According to (research autism, 2016), ASD has four main types: (1) Autistic Disorder (classic autism) - People with classic autism usually have significant language delays,
communication, social challenges, and behaviors. (2) Asperger Syndrome (AS): which sometimes called high functioning autism (HFA), they usually function at the higher level of the autism spectrum and have social challenges and different behaviors and interests. However, they typically do not have problems with language or have intellectual disabilities. (3) Childhood Disintegrative Disorder: this is a rare form of autism, which called CDD, disintegrative psychosis, dementia infantalis, or Heller's syndrome. People with CDD develop normally until two years old then they go backwards by losing many of the skills that they had before, such as the ability to talk or walk. (4) Pervasive Developmental Disorder (Not Otherwise Specified): it is a type of autism, which known as PDD(NOS) or atypical autism. Some people do not fit neatly into one of the specific kinds of autism, so their situation is described as PDD(NOS). This research conducted in this project is concerned with high-functioning autism or Asperger.

2.4 Inclusion of Autistic students in mainstream schools

Pupils with Autism Spectrum Disorder (ASD) are affected in different degrees in terms with their level of intellectual ability. People with Asperger syndrome or high functioning autism are very intelligent academically but they still have difficulties with social and communication skills (Bauminger-Zviely et al., 2013). In recent years, many of these pupils have been taught within mainstream schools. However, the process of facilitating their learning and participation remains a complex and poorly understood area of education (Barnard et al., 2000; Davis et al., 2004). Many teachers in mainstream schools encourage the principles of inclusive education, but they do not feel that they have the enough training to teach autistic pupils (Gregor and Campbell, 2001; Robertson et al., 2003). (Davis et al., 2004) reported in their review paper that teaching strategies and approaches for students with autism in mainstream schools are the main key ‘gap’ in the knowledge base for special educational needs provision.

2.5 Interventions

Interventions for children with ASD focus on training skills, providing learning opportunities, and developing friendly environments to increase their social communication and reduce dysfunctional behaviors. Early detection and early intervention are important to improve long term outcomes. Interventions of children with ASD should be included in preschool/schools, home, and the workplace. Many
approaches are used as intervention for children with ASD including: Picture Exchange Communication System (PECS) as communication intervention (Cagliani et al., 2017), applied behaviour analysis (ABA) as behaviour intervention (Makrygianni et al., 2018), and Treatment and Education of Autistic and related Communications Handicapped Children (TEACCH) as education intervention (Mesibov, 2018).

The research conducted in this thesis and hence this literature focuses on the educational interventions, which typically provide a friendly classroom environment to help the children with ASD to be included in the mainstream schools. Two educational interventions are reviewed below: the TEACCH method, and Technology based interventions.

**2.5.1 TEACCH Method Intervention**

TEACCH (the Treatment and Education of Autistic and related Communication Handicapped Children) is an education programs approach for people with ASD. This approach is developed by Eric Schopler at the University of North Carolina in 1972 (D’Elia et al., 2014). TEACCH is based on structured teaching technique for autistic students. This program is used in UK schools since 1990 then the National Autistic Society starts collaboration with the Division TEACCH (Mesibov, 2018). The aim of structured teaching is to enhance the teaching methods and the environment by considering the cognitive ability, needs and interest of the autistic students. In addition, the structured teaching aims to organize the classroom and to make the teaching methods and style friendly for autism (Mesibov and Shea, 2010). Many advantages could be gained from using the structured teaching as a method of delivering the curriculum, such as, enhancing and facilitating the teaching and learning process. In addition, it can improve access to the curriculum for many pupils with ASD (Mesibov, 2018).

TEACCH has four main principles. First, physical structure, which is arranging the materials, furniture and general surrounding in order to enhance the environment. Second, work system, which is organising the activity by explaining the activity, the required time to finish this activity, evaluating the student’s progress, and what will they gain after completing the activity. Third, daily schedule, which provides all activities and the order in which they will be conducted during the day. This helps
autistic students to understand what they have to do clearly and give them the predictable environment they need. Fourth, visual cues and instruction, which can be used to clarify the tasks, it provides the pupil with ASD with information of how to complete the task because visual skills are usually strong in autistic pupils. Visual information can be very helpful in developing understanding for pupils with ASD. (Panerai et al., 2002) conducted a study to compare two education methods for autistic students, the TEACCH method and the integration programme. The experiment was to apply the TEACCH method to the experimental group, while the control group was integrated in regular schools with a support teacher. The results indicated that the experimental group scores have increased more than the control group scores. In other research (Panerai et al., 2009), a study was conducted over a period of 3 years. This study aimed to test the effectiveness of three different educational approaches with autistic children, which are: the TEACCH method in a residential autism centre (R-TEACCH), the TEACCH method implemented at home and at mainstream schools (NS-TEACCH), and inclusive education in mainstream schools (INSP), in which a nonspecific approach was implemented. The results revealed that the children in R-TEACCH and NS-TEACCH performed better than the children in INSP. In this research, the TEACCH method had positive outcomes in terms of inclusive value. The results indicate that TEACCH and “inclusion” strengthen each other if they are used together. However, inclusion children with ASD without using the TEACCH did not seem to be effective. Mainstream schools need an effort to adopt structured teaching and flexibility with autistic students to create appropriate conditions for an optimal development.

2.5.2 Technology-Based Interventions

Several studies have reported that people with ASD have the ability to deal with technology and computers better than neurotypical people (Putnam and Chong, 2008). Computer’s software offers a structured environment that is preferred by people with autism because of their routine and repetitive behaviours (Murray, 1997). Virtual tutors benefit ASD children, who have difficulties with social interactions (Parsons and Cobb, 2011; Saadatzi et al., 2018; Bozgeyikli et al., 2018). Traditional education using human tutors are a challenge for children with autism whereas virtual tutors can meet the individual children’s needs. For example, some autistic children are
uncomfortable looking at faces, the virtual tutor face looks like a cartoon, and when
the child becomes familiar with it, the complexity can be increased. In the same way,
the session content can be adjusted depending on the child’s current level of need and
interest. There is some evidence to suggest that autistic children who were taught by
virtual tutors gain more information than who were taught by human tutors
(Grynszpan et al., 2008). Many benefits could be gained from virtual tutors, for
example, they allow children to learn and practice their skills independently with no
pressure on the person who works with them. Consequently, the human tutor will focus
on the complex aspects and tasks while the software covers the general topics
(Massaro, 2004). Another advantage is that the virtual tutor never gets impatient or
tired and learners can practice at any time of the day, which suits with autistic people
who have abnormal sleep patterns (Limoges et al., 2005). Regarding developing
nonverbal skills, it is reported that virtual tutors can be useful in modelling the
learner’s behaviours, such as gaze and facial expression. Video modelling is one of
the successful examples that is used with many people with autism (Marcus and
Wilder, 2009). Technology-based interventions are the most studied intervention for
children with ASD. Technology has been used to teach a variety of skills, such as how
to recognize and predict emotions (Silver and Oakes, 2001), enhance problem solving
(Bernard-Opitz et al., 2001), improve vocabulary (Massaro and Bosseler, 2006), and
improve reading and communication skills (Wainer and Ingersoll, 2011).

As a part of the research presented in this thesis, a further literature review was
conducted which can be found in (Aljameel et al., 2016). This paper reviewed
technologies-based intervention for children with ASD. The review contributes to the
literature in three important ways. First, it focused on technologies that are used as an
intervention for children with ASD aged 10 – 16 years old. Second, this review
concentrated on technologies that enhanced intervention, which targets three cognitive
domains: (1) languages and literacy, (2) social skills, and (3) emotion recognition.
Third, this review was comprehensive in that it provided information across the
participant’s number, diagnoses criteria, specific target, context, evaluation methods,
description of training, and results. Nineteen articles were reviewed in this paper
(Appendix M), and the results indicated that there is a sufficient improvement in
learning for children with ASD within the computerised training paradigm. However,
many of the existing technologies have limited capabilities in their performance and thus limit the success in the clinical approach of children with ASD:

- Due to difficulties in recruiting participants, the sample size was small in all studies, and most have no control group. Future research should increase the participants number and to involve a control group without Cognitive Behavioural Treatment (CBT) and a control group with CBT and without collaborative technology.

- Participants included in this review were diagnosed with ASD, and have differences in functional abilities. Future research should examine the effect of participant characteristics on program results. For example, a program that teaches children with ASD advanced language may not be appropriate for children with ASD who uses one to two words to communicate.

- Most studies did not assess whether the participants demonstrate the target behaviors in daily life or not. All the participants performed their tasks in the system with improved self-efficacy after the intervention.

2.6 Learning styles

A learning style is “a particular way in which an individual learns” (Butler, 1987). Different students prefer to learn in different ways. Some may learn quickly through texts and reading, others may prefer images or experiments. Different learning styles provide interventions that are tailored to individual needs.

The debate about learning styles is widely known in educational circles. There has been some critique on learning styles. Some critics believe that it is hard to use learning styles in a face-to-face environment such as classrooms. They believe that it is not possible for a teacher to consider each student’s individual learning style and it is costly and time-consuming (Coffield et al., 2004). This issue could be solved by splitting classrooms by learning styles or to use the virtual learning systems. Many researchers approved that virtual learning systems can adapt to individual students’ learning styles (Latham et al., 2014; Truong, 2016).

Using a suitable learning style will enable learners to be more confident in learning and optimize their learning paths (Herod, 2004). For teachers, learning styles will help them to match suitable learning materials to different groups of students at the
appropriate stage of the learning process (Stash, 2007). In a survey research conducted by (Howard-Jones, 2014) with British teachers, the results indicated that 93% of the teachers have agreed that individuals learn better when they receive information in their preferred learning style such as visual, auditory or kinaesthetic.

There are many models of learning styles from the literature such as Kolb (Kolb, 1976), Dunn and Dunn (Dunn and Dunn, 1974), Honey and Mumford (Honey and Mumford, 2006), Felder-Silverman (Felder and Silverman, 1988), and Visual-Auditory-Kinesthetic (VAK) learning style model (Fleming, 2001). In our work, VAK learning style is used because it is the most widely-used, simple, and suitable for children (Yahya and Noor, 2015).

2.6.1 VAK learning style

VAK theory is considered to be one of the classical learning theories in the educational field (Mackay, 2010). It classifies learners by sensory preferences: Visually (V), Auditory (A), and Kinaesthetic (K). (Smith, 1998) reported in his book the importance of using the VAK learning style in primary school to accelerate the students’ learning. Smith reported that accelerated learning framework is to engage students to learn and think using three techniques, which are visual, auditory, kinaesthetic (VAK). He suggested applying a modification in school such as mind-mapping, musical stimulation and hands on activities in order to map the teaching style with VAK learning style. (Akplotysyi and Mahdjoubi, 2011) studied the effects of learning styles on engaging children in school projects. Based on a child friendly-customised VAK learning style preferences questionnaire, they classified children’s learning preferences into three sensory modalities in a range of activities across the primary curriculum. 151 Key Stage 1 and 2 pupils from four primary schools in the UK participated in the study. The findings revealed that understanding children’s learning style preferences is an important consideration when deciding engagement methods for school projects.

2.6.2 Autism and learning style

Many pupils with ASD tend to be affected differently as a result of the same symptoms, so it is important to know how each child is impacted on in terms of their cognitive and interaction abilities. Hence, the specific requirements of each child,
which is known as learning style, should be identified (D’Elia et al., 2014). Pupils with ASD are more likely to rely on one style of learning, which could be determined by observing the person (Edelson, 2000). Many researchers (Banire et al., 2015; O’Connell et al., 2013; Snyder et al., 2012) found that many people with autism are visual learners as they can learn well through watching videos, pictures and movies. Another study (Lisle, 2007) found that Autistic people have learning preferences of kinaesthetic, visual, over auditory. (Roberts, 2010) found that people with autism who are kinaesthetic learners, learn better when “hands-on” activities with the teacher taught material are included to achieve learning. Nevertheless, research that has been conducted with autistic children regarding the impact of learning style is limited and needs further research. The research presented in this thesis will examine the VAK learning style with autistic and neurotypical children when integrated VAK into a conversational intelligence tutoring system.

2.6.3 Integrating learning styles into tutoring system

(Truong, 2016) reviewed the current application and integration of learning styles theories in tutoring system. (Truong, 2016) reviewed 51 studies and it is reported that there is a positive impact of tutoring systems using learning styles on student’s satisfaction. In addition, a variety of statistical experiments have been identified, emphasising the positive effect of tutoring systems using learning styles on different factors such as performance, efficiency (time spent on different activities), cognitive loads and engagement. No known intelligent tutoring system using the VAK learning style model has been specific developed for autistic children.

2.7 Conversational Agents

Artificial intelligence is the field of developing intelligent machines and software that can learn, reason, gather knowledge, manipulate, communicate, and perceive the objects. Natural Language Processing (NLP) refers to Artificial intelligence (AI) methods of communicating with an intelligent system using a natural language (Pannu, 2015).

In 1950, a British researcher called Alan Turing published his famous AI article “Computing Machinery and Intelligence”. In this article, he discussed the possibility that one day machines can think like humans and he proposed the test known as (The Turing Test). In this test, a human interrogator interacts with a human and with a
machine and then he has to tell who is human and which one is machine. The computer passes the test if an interrogator fail to tell whether the written response is coming from the human or from the machine (Yaman, 2016).

After the Turing test, many AI researchers tried to achieve their dream of making the machine to communicate with human in natural language. Early attempts were computer programs known as chatterbots, that created the illusion of intelligence by applying tricks during the conversation, but in actual fact there is no intelligence programmed in to the system (Weizenbaum, 1966). The recent development of this field is Conversational Agents (CAs) that utilise artificial intelligence techniques to converse with the user. CA’s provide communication between humans and computers using natural language. CAs have the ability to mimic human experts to offer advices and information to the user in specific domain (O’Shea et al., 2011).

A Conversational Agent (CA) is defined as ‘a computer program which interacts with a user through natural language dialogue and provides some form of service’. (O’Shea et al., 2011). According to (Crockett et al., 2011b), the CA is defined as ‘the ability to reason and pursue a course of action based on its interactions with humans and other agents’.

CAs have become a popular communication method and have been used in many application in different domain such as e-commerce, medication, education and so on (Campbell, 2016; Tegos et al., 2015). In addition, CAs are used effectively in many application such as student’s debt management guidance (K. O'Shea et al., 2010), database interface (Owda et al., 2011), and as student’s assistant by providing problem-solving advice as they learn (Alobaidi et al., 2013). Recently, many application of intelligent agents has been developed that focus on the virtual personal assistant, such as Microsoft’s ‘Cortana’ (Microsoft, 2014), Apple Inc.’s “Siri” (Apple, 2014), and Google’s ‘OK Google’ (Google, 2014). All these assistants are based on voice conversational agents; however the main functionality is similar to traditional CA approaches. The application synthesises the speech into text, then processes it by an engine to generate an appropriate response (Bellegarda, 2014).

There are two categories of CAs, ‘Embodied CAs’ (ECA) and linguistic CA’s (LCA). Both categories are becoming increasingly popular in the field of CA. An embodied conversational agent (ECA) is defined as an agent which simulated face-to-face conversation with the user, by presenting the user with an avatar who talks to the user
and uses the naturalistic modes of communication such as hand, head, facial expressions and body gestures (Cassell, 2000). Linguistic conversational Agent (LCA) is defined as an agent who can converse with the user in written or spoken form (Yin et al., 2010)

2.7.1 Goal Orientated Conversational Agents (GO-CA)

The Goal Orientated Conversational Agents (GO-CA) is a specific family of CA that through the process of dialogue, GO-CA captures appropriate attributes to model the particular problem experienced by the user in order identify the appropriate solution (O'Shea et al., 2011). GO-CAs are designed to converse with humans through the use of natural language dialogue to achieve a specific task (Crockett et al., 2010). An example of GO-CA is the system developed by (Latham et al., 2010), which identifying and selling a person a mortgage or providing guidance through an organisation’s policies and procedures in plain English. Pattern matching algorithms are used to capture the values of specific attributes through text based discussion with a user. The scripts which contain sets of rules about the domain are used and a knowledge base in order to guide the conversation towards achieving a specific goal. GO-CAs systems can provide consistent advice 24 hours a day in many different scenarios such as guiding a user through buying a suitable product, advising employees about their organisations policies and procedures, and tutoring a student to understand a learning objective (Crockett et al., 2011a). The majority of GO-CA’s to date have been deployed in the English language. A small number of GO-CA’s have been developed in Urdu Language and Arabic Language (Kaleem et al., 2014) (Alobaidi et al., 2013).

2.7.2 Conversational Agent Approach

There are three main approaches that are used to develop linguistic based CAs. Each will be briefly discussed. These are Natural Language Processing (NLP); Pattern Matching (PM); and sentence similarity measures.

2.7.2.1 Natural language processing (NLP)

NLP is defined as “the computational processing of textual materials in natural human languages” (Crystal, 2008). It was developed in the 1960s as a form of artificial intelligence (AI) research (Lester et al., 2004). Rapid developments in NLP have been
seen, such as development of large corpora of tagged texts (Penn Treebank) (Marcus et al., 1993), which accelerated the progress in NLP research (BNC-Consortium, 2003). Based on that progress, researchers were encouraged to develop CAs based on NLP, which focus on extracting utterances using grammar rules and list of attribute pairs from the conversation. This extracted information is used to fill a template-based response in order to generate a suitable response. Nevertheless, NLP based CA emphasis on structured lexicon, parsing and various other language handling aspects without reasoning about the meaning of the utterance. According to (Demir, 2003), an NLP-based CA should understand the user’s utterance in order to produce human-like conversations. It means contain of expressed information should be recognized. There are certain other disadvantages of NLP-based CAs. First, the system might not recognise the misspelling of a word in the conversation and as a result the system may fail to understand the whole conversation. Second, NLP-based CAs may not comprehend a dialogue due to natural mistakes in grammar that people often make in everyday conversation. Thirdly, natural language is very ambiguous due to the richness in form and structure, which means that the word might have more than one meaning (lexical ambiguity) or a sentence might have more than one structure (syntactic ambiguity) (Fernezelyi et al., 2006).

2.7.2.2 Text-based Pattern Matching (PM)

PM is the process of matching a string or sequence of strings to a piece of text to find all occurrences of these strings inside that text (Hijjawi et al., 2014). From a CA perspective, algorithms are utilised within PM in order to handle user conversations by matching CA’s patterns against a user’s utterance. Wildcards, words and spaces generally compose the typical pattern. A wildcard is a symbol used to match a portion of the user’s utterance (Kaleem et al., 2014). InfoChat (Michie and Sammut, 2001) as well as ALICE (Wallace, 2008) are two examples of CAs that have been incorporated effectively with PM algorithms. The typical procedure for such CAs is organizing a scripted domain into contexts, each of which has a number of related rules. Each rule has structured patterns that represent a user’s utterance. PM is considered one of the successful methods for developing CAs (Bickmore and Giorgino, 2006). In contrast to possible alternative methods, PM is deemed to have various benefits. For example, PM has reduced operating and computing costs, as well as less time being required for
processing, due to there being no need for intricate procedures prior to processing. Furthermore, PM is effective regardless of language and is straightforward to comprehend. As a result, web-based interactions and conversations that are happening live and involve many individuals can be analysed and aided through CAs based on PM method (Allen et al., 2001). An additional advantage is that PM is able to overcome many linguistic challenges, which NLP approach faces, such as morphological changes occurring on words in the form of prefixes and suffixes. This is largely fixed through the utilisation of pattern wildcards that can amend mistakes in spelling and grammar, as well morphology amendments (Maragoudakis et al., 2001). The main limitation of using PM based CAs is the needs for a large number of patterns to implement a coherent domain. This limitation causes many issues. For example, certain keywords may have multiple meanings as well as singular and plural configurations, thus a programmer will have to take in to account these various possibilities and innate linguistic depth in terms of morphology. If one was dealing with Arabic language, then its various morphological amendments, prefixes and suffixes can be compensated for via utilising various methods, however the PM procedure can be particularly complex, especially in scripting. A further issue is that a user utterance may be written in multiple ways through adopting various alternative words and phrase structure.

2.7.2.3 Sentence similarity

Information, philosophy and linguistic theories have all been adopted as a means of assessing sentence similarity (Hatzivassiloglou et al., 1999). Generally, similarity as a term is used to describe the similarity level between two objects. In this section, three similarity approaches are discussed, which are: Lexical similarity, Semantic similarity and Hybrid similarity.

a) Lexical-based similarity approaches (LBS): this approach provides the similarity on the basis of character matching (Rensch, 1992). It is measuring the distance between two strings to identify the similarity between them (Gomaa and Fahmy, 2013). LBS measures are divided into two categories: character-based and statement-based distance measures.

The character-based Similarity is based on the distance between each character in two strings such as Levenshtein distance similarity (Elmagarmid et al., 2007). For
Arabic language, many researchers used Levenshtein distance algorithm such as (Shaalan et al., 2012) who used it to develop Spell Checking tool for Arabic words. However, Levenshtein does not give accurate results when applied on the Arabic language. For example, when comparing (أحمد) and (أحمد), the Levenshtein distance is equal to one, which means there is one different between the two words. The Arabic reader does not differentiate between (Alif with Hamza) and (Alif without Hamza) and therefore the distance should be zero (Abdel Ghafoor et al., 2011).

The statement-based Similarity is based on the distance between each word in two strings such as Cosine similarity (Qian et al., 2004). For Arabic language, (Al-Ramahi and Mustafa, 2012) used cosine similarity to develop a system that determines the similarity between course descriptions of the same subject for credit transfer among various universities or similar academic programs. The results indicated that this technique has demonstrated better performance compared with other techniques such as Dice’s Similarity. Another work in (Hajeer, 2012) studied the different lexical similarity measures in Arabic information retrieval and the results showed that the Cosine Similarity Measure is the best of other seven measures (Inner Product, Dice Coefficient, Jaccard Coefficient, Inclusion Similarity Coefficient, Overlap Coefficient Measure, Euclidean distance Measure and Manhattan Distance Measure).

b) **Semantic based similarity approach:** Semantics is “the study of the meaning of linguistic expressions”(Habash, 2010). Information retrieval, question answering, information extraction machine translation, data mining machine translation, and conversational agents have all been aided by means of similarity-based research, while it also has wider application to AI and computer processing as a whole. Applying the sentence similarity technique in CA developing is more effective than other techniques because it replaces the scripted patterns by a few natural language sentences in each rule. Consequently, the scripting effort is reduced to a minimum. Thus, a big reduction is caused in scripts and in the maintenance of such scripts (Li et al., 2004; O’Shea et al., 2008). Semantic similarity uses two main approaches to compute the similarity between strings: corpus-based and knowledge-based measures.
Corpus-based similarity (Islam and Inkpen, 2008) determines the similarity between words by using information from a large corpus, that is, a large body of different forms of text for comparison purposes.

Arabic is a poorly resourced language for corpus-based approaches in comparison with English, since there is a lack of sufficient data, and this negatively affects research into corpus-based and natural language processing in Arabic. More recently, a number of Arabic corpora have been developed; however, little overall improvement in the overall situation has been made (Alqahtani and Atwell, 2015). (Al-Thubaity, 2015) reviewed fourteen Arabic corpora and categorised them by their target language, designated purpose, text date, location, text domain, representativeness, mode of text, size, text type/medium, and balance. The paper reported some limitations of this review. Several of these corpora do not provide any information regarding the time period covered by the texts. In addition, the size of the reviewed corpora is large, such as the arabiCorpus (Parkinson, 2012), the arTenTen12 corpus (Belinkov et al., 2013), and the Leeds Internet Arabic Corpora (Sharoff, 2006). Moreover, for all corpora the component texts are not classified with respect to their dates or the time period to which they belong; there is therefore a limitation on the usability of the corpus and a difficulty in comparing languages used in different periods, and in observing how the Arabic language has evolved. For example, texts collected more recently are more likely to be written in Modern Arabic language, while texts collected from the old period are more likely to be written in classical Arabic language. Consequently, the efficiency of corpus-based similarity measurements will be affected because of the different texts language types. The design criteria for many of the corpora are unclear, which makes it difficult to evaluate accurately the findings of any research based on them, and there is no justification for excluding such criteria. A well-known early measurement technique, which utilise a corpus is, latent semantic similarity (LSA) (Landauer et al., 1998). It is defined as the similarity in meaning between two words. A matrix is formed in the LSA measure in which the row represents a particular word and the column represents the document or paragraph. To reduce the size of this matrix, the singular value matrix (SVM) approach could be used. After forming the matrix, the cosine similarity or Web Jaccard similarity algorithms could be applied to obtain the similarity between the words. LSA similarity is relatively fast in
comparison to other dimensionality reduction models (Tomás et al., 2006). The main disadvantage of this measure is that the similarity does not use any syntactic information from the compared texts. For example, the sentences “The dog hunted the man” and “The man hunted the dog” will be considered as identical (Al-marsoomi, 2015). (Reafat et al., 2012) developed an automatic Arabic essay scoring system using LSA similarity measurement. They improved LSA by processing the entered text before applying the measure. The new algorithm unifies the form of letters, deletes the formatting, replaced synonyms, and deletes "Stop Words" in order to create a matrix that represents texts more efficient than the general form of LSA matrix. The result indicates that the correlation between the human assessor and the system is 0.91, which is good in comparison with the human assessor and the traditional LSA that has a correlation varied from 0.78 to 0.87. In addition, (Al-marsoomi, 2015) developed a novel framework of an Arabic Short Text Semantic Similarity (STSS) measure, namely that of NasTa. The algorithm calculates the STSS based on Part of Speech (POS), Arabic Word Sense Disambiguation (WSD), semantic nets and corpus statistics.

Knowledge-based similarity (Budanitsky and Hirst, 2001) is a semantic-based similarity which determines the similarity between words using information derived from semantic networks. The most commonly-used semantic networks are WordNet (Miller, 1995) and the Natural Language Toolkit (NLTK) (Loper and Bird, 2002). WordNet is a database that collects words into sets of synonyms called synsets; for each synset, WordNet provides short definitions and usage examples, and records a number of relations, which include hyponyms, hypernyms, coordinate terms, holonyms and meronyms (Miller et al., 1990). WordNet is used in various areas such as information retrieval (Kara et al., 2012), semantic similarity (Batet et al., 2011), and word sense disambiguation (Gutiérrez et al., 2010). Due to the success of WordNet in English language applications, several projects are currently being conducted to develop WordNet for other languages (Al-Zoghby et al., 2013). The Global WordNet Organisation, a non-profit public group, was established to support the development of WordNet and the production of dictionaries for other languages based on the English version of WordNet. It provides connectivity between the WordNet dictionaries in various
languages such as Arabic, Persian, Hebrew, Albanian and the African and Indian languages (GlobalWordNet, 2018).

Arabic WordNet (AWN) has been developed using the same methodology as EuroWordNet. It consists of 11,270 synsets and contains 23,496 Arabic expressions (words and multiwords) (Alkhalifa and Rodríguez, 2010). Numerous researchers have used AWN in their work, for example within an Arabic Information Retrieval system (Abderrahim et al., 2013) and an Arabic Question Answering (Q/A) system (AlAgha and Abu-Taha, 2015). The major limitations of the current AWN are a lack of information and concepts in comparison with WordNet in the English language, and some semantic relations between synsets. Many Arabic concepts have not been included in the AWN database. This limitation forms a major impediment for using AWN as the source for knowledge-based approaches. AWN could be enhanced and extended through several different approaches, for example the addition of new synsets, improvements to the existing synsets, improvements to the hypoymy/hypernymy relations, and the use of named entity (NE) synsets, ‘glosses’ and verb categorisations (Abouenour et al., 2010).

Several researchers have attempted to extend AWN through the addition of named entity synsets in order to enhance the performance of AWN. Al Khalifa and Rodriguez (Alkhalifa and Rodríguez, 2010) used Arabic Wikipedia to extract Arabic Named Entities (NEs) automatically and attach them to the Arabic WordNet. (Abouenour et al., 2010) focused on automated AWN improvement for the NE synsets, by using AWN in Q/A systems to improve system performance. However, these researchers reported that the coverage, hierarchy and relations associated with the NE synsets within AWN require improvement. They therefore proposed an approach based on the Yago ontology, a freely available ontology with a large coverage of NE. Their approach is based on the addition of both new NE and their super-types. In addition, (Saif et al., 2015) have mapped an Arabic WordNet synset to its corresponding article in Wikipedia, using monolingual and bilingual features to overcome the lack of semantic information in Arabic WordNet. This mapped method increased the coverage of Arabic WordNet by inserting new synsets from Wikipedia. Apart from this work focusing on NE synsets, the coverage of semantic relations is rather limited and needs to be developed.
A few researchers have attempted to overcome this limitation, such as (Boudabous et al., 2013) who suggested improving the performance of AWN using a linguistic method based on morpho-lexical patterns in order to add semantic relations between synsets using Arabic Wikipedia. However, the size of the Arabic Wikipedia remains an order of magnitude smaller than the English version, while the structured data in the Arabic version of Wikipedia, such as information boxes, are of lower quality on average in terms of coverage and accuracy. Consequently, the semantic similarity area using AWN needs further research in order to be more reliable. It is not sufficient enough to rely on AWN to apply semantic similarity measurements and to find the similarity between texts.

c) **Hybrid based similarity approach:** This approach uses multiple similarity measures, and have been the subject of much research. (Mihalcea et al., 2006) tested eight semantic similarity measures, of which six were knowledge-based and two were corpus-based measures. These researchers evaluated the eight algorithms separately, and then combined them together, and found that the most efficient performance was achieved when several similarity metrics were combined into one. (Kaleem et al., 2014) used a hybrid approach which combined a lexical sentence similarity measure with pattern-matching techniques in order to calculate the matching strength between the user’s expressions and the scripted patterns in Urdu language. The similarity algorithm comprises of Levenshtein algorithm to calculate the similarity between two strings, while Bipartite Matching (Dasgupta et al., 2008) is used to determine the word order variation and Kuhn-Munkres algorithm (Burkard and Cela, 1999) is used to find the maximum sum of a given matrix of weights. This hybrid algorithm overcomes the challenges of string similarity and free word order in Urdu language or other languages with free word order such as Arabic language. In Arabic language, (Gomaa and Fahmy, 2012) used lexical-based and corpus-based similarity measures to develop their Short Answer Grading system. They tested the measurements using three stages. In the first stage, they assessed the similarity between the model answer and student answer using thirteen lexical-based measurements, of which seven were statement-based and six were character-based measures. Their results showed that the best correlation values achieved using character-based and statement-based measures were obtained using the n-gram and block distance (Manhattan distance) approaches respectively. In the
second stage, they measured the similarity using corpus-based similarity measurements (P. Kolb, 2008): DISCO1 (Computes the similarity of the first order between two words based on their collocation sets) and DISCO2 (Computes similarity of the second order between two words based on their sets of distributing similar words). The results showed that DISCO1 achieved more efficient correlation values. In the third stage, the similarity was evaluated by combining lexical-based and corpus-based measures. The best correlation value was obtained from mixing n-gram with DISCO1 similarity techniques. From these researches, the hybrid similarity approach is considered as a promising approach with Arabic language because it combines more than one type of measurements which leads to the similarity being more robust.

2.7.3 Conversational Agents in Arabic Language

The Arabic language is an official language of more than twenty countries, and a major spoken language by over 300 million people worldwide (Shaalan, 2010). The ability to develop an Arabic CA system is a significant challenge. The Arabic language is considered as being a complex language, which is often ambiguous in nature. Some researchers developed CA in an Arabic language, the first example is (Shawar and Atwell, 2004), who developed an Arabic Chatbot, which accepts the user utterance related to Islamic issue and then answers the questions from the Quran. The limitation in this system that it generate an answer and send it to the user even if the answer is not related to the question.

Another example is ArabChat, which is developed by (Hijjawi et al., 2016). It is designed for Science University in Jordan as an information point advisor for their native Arabic students. It is based on Pattern Matching approach to handle and modelled based upon the Infochat (Michie and Sammut, 2001). The main limitation in ArabChat is that it is depend on the pattern matching technique with a vast amount of scripted patterns. These patterns must cover all expected keyword’s changes to meet different cases of the scripted keyword such as singular/plural. In addition, using this amount of patterns make it difficult to maintenance the system and time-consuming process. (Noori et al., 2014) developed an Arabic CA architecture based on a pattern matching algorithm for the development of a goal orientated Arabic Conversational Agents (ACA). It is developed for the Iraqi passport system. The main limitation in
this system is using Pattern Matching technique only, which causes domain limitation, and the complexity associated with scripting and maintaining.

2.7.4 Challenges within the Arabic Language

The research into CA’s has been focused on mainly English and western languages. For Arabic language, CA research is still in its early stages and do not have the extensive lexical infrastructures that are required such as Corpora and WordNet. PM remains the predominant methodology for scripting, as other methodologies require Corpora or WordNets which are still not readily available in Arabic languages. Arabic language has many features, which are considered as challenges for Arabic CA. The first challenge is that there are three types of Arabic language, which are known as Classical, Modern and Colloquial. Classical Arabic, which is used in the Quran, is more complex in its grammar and vocabulary than modern Arabic. It has a large number of diacritics that facilitate word pronunciation and detection in their grammatical cases. The second type is the Modern Arabic, all diacritics were omitted to make the process of the reading and writing easier and fast. This type is considered as the official language of the Arab countries and is used in everyday language, education, and in the media. Usually, computational Arabic-based researches use Modern Arabic (Habash, 2010). In Colloquial Arabic, which is the third type, the grammar and vocabulary are less sophisticated in comparison to Modern Arabic. However, most people use it in their everyday spoken conversations and in informally written letters because of its simplicity (Al-Saidat and Al-Momani, 2010). Arabic people make many mistakes in grammar when they using Modern Arabic and they mix between Modern and Colloquial Arabic. Moreover, different Arab countries have different Colloquial Arabic. Consequently, the challenges increase for Arabic CA to recognise the user’s utterance. The second challenge is the Arabic Morphology. Arabic language is complex because of the morphological variation and the agglutination phenomenon (Kadri and Benyamina, 1992). The form of letters change depending on their position in the word. In addition, the word may consist of prefixes, lemma and suffixes in different combinations, which results in a very complicated morphology (Abuleil et al., 2002). These features will increase the challenge for Arabic CA to determine the grammatical case for a user’s utterance words. The third challenge is the capitalisation. Arabic language does not support capitalisation of
proper nouns such as countries names, people names. Whereas, in Latin languages these begin with a capital letter (Alanazi et al., 2015). Arabic CA may not recognise these words and this increases the difficulty of detecting such nouns in textual Arabic conversations. The fourth challenge is that the short vowels and diacritics are optional in Arabic. They are needed for pronunciation and disambiguation. However, Modern Arabic texts do not include diacritics. Therefore, the form of a word may have two or more different meanings depending on the context. This creating an ambiguity during the conversation in Arabic CA. These challenges make it difficult to use existing conversational agent engines, scripting methodologies, algorithms and approaches, developed for English language, and apply it for Arabic text. A new architecture needed to support conversation tutoring system in the Arabic language, which can incorporate the issues highlighted efficiently to produce a functional Arabic CITS for Autism.

2.7.5 Conversational Agent Knowledge Base Development

The development of a Knowledge Base System (KBS) is the process of transferring the human knowledge into an implemented knowledge base. Usually, the required knowledge is obtained by interviewing experts on how they solve specific tasks (Musen, 1993). This knowledge is implemented as production rules that are then executed by an associated rule interpreter. The initial phase of creating KBS is knowledge extraction, where the required knowledge is collected and stored (Morik, 1991). It is reported (O'Shea et al., 2011) that knowledge usually extracts information about a domain from many different sources, including:

- Who will use the CA being developed.
- Managers in the client organisation.
- Documented procedures of the client organisation (e.g. workflow charts).
- Telephone logs of customer calls related to the domain.
- 3rd party websites (e.g. government legislation concerning the domain).
- Practitioners in the client organisation who interact with the customers.
2.7.6 Conversational Agent Evaluation

Due to the absence of established evaluation methodologies for assessing conversational systems, it is rather problematic to undertake the process. However, as a means of evaluating CA, certain researchers (Alobaidi et al., 2013; J. O'Shea et al., 2011; Kaleem et al., 2014) have identified relevant factors such as system performance and user satisfaction. (Schrepp et al., 2013) proposed a framework through User Evaluation Questionnaires (UEQ) to measure software quality and user experience and in interactive software. Based on this framework, the evaluation of software quality is divided into two categories, “pragmatic quality” and “hedonic quality”. Pragmatic quality is related to task quality such as the effectiveness and efficiency of the task completion. Hedonic quality is related to non-task aspects such as user stimulation and aesthetic impressions. These two categories can be translated into objective measures and subjective measures respectively.

Both objective and subjective measures can be utilised in order to evaluate CA/Dialogue system success and efficacy, in accordance with the recommendations of various researchers over a long period of study. Using both of objective and subjective evaluation measurements ensure that both of the effectiveness of the CA’s functionality and the usability from the user perspective are tested. The evaluation of LANA will consist of a combination of subjective and objective measures, based on similar methods used in the literature as well as methods adapted to suit LANA and the research questions (see chapter 4 for LANA CITS evaluation method).

In subjective evaluation, (Hone and Graham, 2000), (Silvervarg and Jönsson, 2011) and (Rauschenberger et al., 2013) utilised a questionnaires method in order to determine subjective characteristics such as user satisfaction. The ratings are applied either, by users during or right after the dialogue or by experts by analysing recorded dialogues. (Ultes et al., 2013) argued that asking real users interacting with the system are the most suitable individuals for evaluating user Satisfaction. Therefore, it is proposed that the most efficient and effective method to evaluate the end user satisfaction is to conduct a questionnaire to the participants to obtain their individual opinions with regards to the system usability.

Satisfaction from the users’ perspective can be determined via a questionnaire. The questionnaire can be utilised to highlight the user’s opinion on the following subjective attributes:
• Usability
  ➢ Ease of use
  ➢ Interface design
  ➢ Language used

• Performance/User satisfaction
  ➢ Was the goal/task achieved (Pietquin and Hastie, 2013)
  ➢ Was the information given understandable
  ➢ Time taken to reach aim/goal
  ➢ Was the CA approachable/intuitive
  ➢ CA naturalness (Lutfi et al., 2013)
  ➢ Domain knowledge coverage

Objective measures are typically used for analysis in the majority of research (O’Shea et al., 2011), however there is often a discrepancy between subjective measures outlined at the outset of research and objective measures. (Walker et al., 1997) employed the PARADISE model as one of the rare methodical and logical processes for analysis, which since the time of their paper publication has influenced the approach of much other research. The work in this thesis also utilises PARADISE alongside various context specific procedures. Objective measures can be measured through records and logs of the user’s dialogue with the CA. The logs are used to capture and store variables, which are related to the dialogue such as user utterance, CA response, rule fired, similarity strength etc. the following attributes can be measured and analysed using this information:

• Dialogue / Conversation length
• Conversation success and goal achievement
• Effectiveness of the similarity algorithm in combination with wild card PM.
  ➢ ability to reduce the number of scripted patterns and scripting time
  ➢ effectiveness to calculate similarity strength
  ➢ utterance recognition accuracy measures

2.8 Intelligent Tutoring Systems

Intelligent Tutoring Systems (ITS) include any computer program used in learning and contains intelligent technologies to personalise learning according to individual
student characteristics, such as knowledge of the subject, emotion, and learning style (Dermeval et al., 2017). Many recent positive reviews support the effectiveness of ITSs (Kulik and Fletcher, 2016; Crow et al., 2018). Thus, in many common academic subjects, ITS can successfully complement and substitute other instructional models at all educational levels (Ma, 2017).

2.8.1 Architecture of ITS System

An ITS system typically, has four basic components: the domain model, the tutoring model, the student model, and the user interface model (Ahuja and Sille, 2013).

- The domain model, which known as the cognitive model or expert knowledge model, emphasizes all facts, rules, concepts, and problem-solving strategies of the domain in context. It is considered as a source of knowledge, a diagnostic of errors, and a standard for evaluation of the student’s performance.

- The student model contains information about individual student characteristics (e.g. learning style), which can be used to adapt the system to the student. Therefore, student model is a vital tool for the adaptation process.

- The tutoring model, which is also called the teaching strategy, receives information from the domain models, student models and devises tutoring strategies with actions such as course preparation and adaptation. This model organizes instructional interactions with each student. It is linked to the student model to structure the knowledge model based on the student’s characteristics (e.g. learning style).

- The User Interface Model, is composed of such elements as the keyboard, mouse, word, image and various multi-media aspects necessary for the user to interrelate to the ITS (Padayachee, 2002). The prime factors for user-acceptance are user-friendliness and presentation. The Figure 2.1 presents a typical ITS architecture.
2.8.2 Conversational Intelligent Tutoring Systems

Conversational Intelligent Tutoring Systems (CITS) are an extension of ITS. It integrates natural language interfaces rather than menus to allow users to learn topics through discussion as they would in the classroom. Many researchers have and continue to, develop CITS for different domains. AutoTutor (Graesser et al., 2005) is one examples of CITS, which is a computer tutor that is designed to assist students in the university level to learn an introductory computer literacy course. The system teaches the fundamentals of hardware, operating systems, and the Internet. However, AutoTutor does not consider the student learning styles during a tutoring session. It means that all the students are provided with the same learning experience regardless the ability. Oscar (Latham et al., 2014; Crockett et al., 2017) is another example of CITS, which overcomes AutoTutor limitation. Oscar leads a tutoring conversation and it dynamically predicts and adapts to a student’s learning style. Oscar is developed for students in University’s level and teaches SQL course. In the Arabic language, CITS is considered as a new area of research. Recently, (Alobaidi et al., 2013) developed an Arabic CITS (Abdullah) for modern Islamic education. Abdullah CITS is an online
system that aims to teach children aged 10 to 12 years old the essential topics in Islam. The system allows conversation, discussion and interpretation with verses in classical Arabic language by engaging in dialogue using Modern Arabic language. To our knowledge, no academic research exists on the Arabic conversational intelligent tutoring system for Autistic children.

2.8.3 Evaluation of CITS

According to (Graesser et al., 2005), who developed AutoTutor, measuring learning gain of the students is considered the effective methodology. The learning gain in AutoTutor have been evaluated based on measuring the student’s understanding at the end of the tutorial. This is also supported by recent work of (Latham et al., 2014; Crockett et al., 2017). The learning gain measured by providing a pre-test (before the tutorial) and post-test (after the tutorial) and then compare the student’s score test (Kelly and Tangney, 2006; Graesser et al., 2005; Lee et al., 2006). Relative learning gain was also measured. Relative learning gain is a measure that calculate the average improvement in test scores as a percentage of the possible improvement (Latham et al., 2014). This measure additionally takes into account the opportunity for improvement. For example, if student get 8/10 in pre-test and only improves by 1, this is different to another getting 3/10 in pre-test and only improving by 1 – improvement is 50% in first case but only 14.2% in the second case. The subjective evaluation of CITS is usually conducted using questionnaire in order to know the user’s evaluation to the CITS.

2.9 Chapter Summary

It can be concluded from the literature review that technology-based intervention and the TEACCH method for pupils with ASD are promising strategies as educational intervention for treating them specially pupils with ASD who are included in mainstream schools. The traditional process of facilitating their learning and participation remains complex because of lacking specialised teachers to deal with their specific needs. In Addition, many pupils with ASD tend to be affected differently, so it is important to design specific requirements of each child, which is known as learning style. VAK theory is considered to be one of the classical learning theories in the educational field that classifies learners by sensory preferences: Visually (V), Auditory (A), and Kinaesthetic (K). No known intelligent tutoring system using the
VAK learning style model has been specifically developed for autistic children. The aim in this research is to develop an Arabic Conversational Intelligent Tutoring System (CITS) that adapts to the learning styles for autistic children and enhances their learning. However, the research into CA’s has been focused on mainly English and western languages. For Arabic language, CA research is still in its early stages and does not have the extensive lexical infrastructures that are required such as Corpora and WordNet. The use of similarity approaches within the Arabic language poses significant challenges.

1. Arabic is a complex language, which is often ambiguous in nature.
2. Currently, Arabic WordNet lacks the necessary information and a range of concepts in comparison with the English language WordNet, and some semantic relations between synsets are missing.
3. Moreover, most of the Arabic corpora do not cover all possible domains and words, with each corpus being focused on a specific domain and lacking information.

Using the lexical similarity approach within Arabic CAs is not reliable due to the different features in Arabic language such as Arabic morphological features. The semantic similarity approach is not reliable with Arabic CA because of the weakness of AWN and Arabic Corpora (Noori et al., 2018). In most recent times, the hybrid similarity approach is considered as a promising approach with Arabic CA because it combines more than one type of measurements which leads to the similarity being more robust. A new architecture needed to support conversation tutoring system in the Arabic language, which can incorporate the issues highlighted in this chapter efficiently to produce a functional Arabic CITS.
Chapter 3 – Research Methodology and Procedure

3.1 Overview

Chapter 2 provided a review of literature in four key areas related to the research presented in this thesis, including: educational interventions for children with ASD, conversational agent (CA) architectures with Arabic language, Conversational Intelligent Tutoring System (CITS) architectures with Arabic language, and the impact of learning style models for pupils with autism. This review of literature provided guidance in the development of an Arabic conversational intelligent tutoring system for children with ASD (LANA-I, described in Chapter 4).

This chapter details the approach used to develop and evaluate LANA CITS. It describes the research design, ethical consideration, data collection, and data analysis that were used in this research. In this chapter, section 3.2 describes the methods used in the development and evaluation. Section 3.3 illustrates the data collection and the analysis methods used. Section 3.4 discusses the ethical consideration associated with the data collection, and section 3.5 summarises the chapter.

3.2 Research Design

The research presented in this thesis has multiple objectives: First, research current education technology for children aged 10-12 who exhibit ASD in order to develop a novel education system that is not developed before. Second, undertake a review of CAs with Arabic Natural Language Processing resources for Arabic short text similarity and assess viability for incorporation in an Arabic CITS. Third, for a chosen domain (Science), design two educational tutoring scenarios, which enable capture of autistic learning styles and adaptation of the tutorial based upon the learning style model. Fourth, design and implement architecture for Arabic CITS for appropriate education scenario. Fifth, design an experimental methodology to validate the educational tutoring scenario in the Arabic CITS and conduct a study in Saudi Arabia to evaluate the ability of CITS to adapt to autistic children learning style.
3.2.1 Development of LANA CITS

LANA CITS is a Conversational Intelligent Tutoring System that uses the Visual, Auditory, and Kinaesthetic learning style (VAK). It supports learning in autistic pupils, who are studying in mainstream primary schools. Based on the research conducted into the development of Arabic CITS and the complexities of the language challenges (see Chapter 2), lack of Arabic CITS is due to the lack of Arabic linguistics resources. In addition, no Arabic CITS exists for Autistic children. Literature suggested that many pupils with ASD tend to be affected differently, so it is important to design specific requirements of each child, which is known as learning style. VAK theory is considered to be one of the classical learning theories in the educational field that classifies learners by sensory preferences: Visually (V), Auditory (A), and Kinaesthetic (K). Consequently, VAK learning style model was used in this research to adapt the tutorial to the autistic children learning style. In terms of CA, the research into CA’s has been focused on mainly English and western languages. An Arabic CA research is still in its early stages because of the challenges of using similarity approaches within the Arabic language. For example, Arabic is a complex language, which is often ambiguous in nature. In addition, Arabic WordNet lacks the necessary information and a range of concepts in comparison with the English language WordNet. Moreover, most of the Arabic corpora does not cover all possible domains and words, with each corpus being focused on a specific domain and lacking information. Therefore, the semantic similarity approach is not reliable with Arabic CA because of the weakness of AWN and Arabic Corpora. The lexical similarity approach with Arabic CA is also not reliable due to the different features in Arabic language such as complex word structure, lack of capitalization, and minimal punctuation. From the review of literature, the hybrid similarity approach is considered as a promising approach with Arabic CA because it combines more than one type of measurements which leads to the similarity being more robust. Therefore, the hybrid similarity approach was used in this research to develop an Arabic CA.

LANA CITS was developed through two prototypes, the first prototype LANA-I was developed with the following main features:

- Ability to personalise the tutorial with the user’s learning style (VAK) and provide suitable material to the user according to the user’s learning style
(images and videos for Visual learner, Sound for Auditory learner, physical models for Kinaesthetic learner).

- A novel CA engine that uses the pattern matching technique to find a suitable response to the user’s utterance in the first instance. If no suitable response is found, the engine uses the short text similarity technique to find a response. Combining these techniques reduces the number of scripted patterns and therefore scripting effort.

- Managing the response when the context is changed. For example, creating the right response when the user writes something that is not related to the tutorial topic then the user is brought back to the point where the conversation is interrupted.

The second prototype is LANA-II which was developed to overcome the weaknesses of LANA-I:

- A new string similarity algorithm and pre-processing method have been developed and added to the architecture in order to improve the robustness and accuracy of LANA-II engine.

- TEACCH method has been added to the GUI in order to adapt the tutorial environment to the autistic students learning.

- The knowledge base is expanded by adding a new tutorial and expanding the general topics in order to address the unrecognised utterances from LANA-I.

Details of the system development are presented in Chapter 4 for the first prototype and Chapter 6 for the second prototype.

3.2.2 Evaluation of LANA CITS

Following its development, LANA CITS was evaluated through two phases. The first phase was to evaluate the first prototype LANA-I with neurotypical students to test two hypotheses and their questions:

Hypothesis A: LANA-I can be adapted to the student learning style:

**Question 1:** Can LANA-I which embeds the learning Style VAK help a student to improve their learning?

**Question 2:** Can LANA-I deliver personalised adaptation of a tutorial to the student’s learning style successfully?
Hypothesis B: LANA-I is an effective Arabic CA:

*Question 1: Are the students satisfied with the usability of LANA-I?*

*Question 2: Is the Arabic Conversational Agent used within LANA-I robust?*

The participants were on the target age group (10-12) years old whose first language is Arabic. None of the children has been diagnosed as Autistic. It is important to test the quality of the tutorial and the materials, which are used in LANA-I, with the general population before testing it with Autistic children. This is because the system robustness and its ability to complete the task must be tested with the general population before autistic children in order to avoid any confusion that may happen to the autistic child during the tutorial. Subjective and objective evaluation methodologies were used to evaluate the first prototype (Chapter 5).

The second evaluation phase was to evaluate the second prototype LANA-II using three experiments. The first experiment was conducted to test the following hypothesis and its questions:

Hypothesis A: LANA-II can be adapted to the autistic students learning style:

*Question 1: Can LANA-II improve the autistic students’ perceptions of the learning experience by adapting to VAK learning Style?*

*Question 2: Can LANA-II by adapting to VAK learning style improve the learning gain of the autistic students?*

The participants were autistic children on the target age group (10-12) years old whose first language is Arabic and have a high functioning autism (HFA) who they have no problem with language and intellectual disabilities. This experiment was conducted to measure the capabilities from different aspects such as tutoring success, VAK learning style model and user evaluation. The second experiment was conducted to test the following hypothesis and answer its questions:

Hypothesis B: the enhancements made to LANA-II architecture improve the overall effectiveness of LANA-II engine:

*Question 1: Is LANA-II engine more effective than (LANA-I) engine?*

*Question 2: Do the improvements added in the LANA-II engine improve perceptions over (LANA-I) by the user?*

The participants were on the target age group (10-12) years old whose first language is Arabic. None of the children have been diagnosed as Autistic. This experiment
aimed to test the enhancement made in LANA-II engine to compare the results from
the first prototype and the results from the second prototype system.

The third experiment was a qualitative experiment (case study) that contributes to test
the following hypothesis and answer its question:

Hypothesis C: LANA-II is appropriate as a virtual tutor for Autistic students:

Question: Are the autistic students satisfied with the usability of LANA-II?

The case study with three autistic students to test if LANA-II is appropriate as a virtual
tutor for Autistic students. The results derived from the three experiments will
contribute towards concluding the main research question. Details of the system
evaluation methods and results are presented in Chapter 5 for the first prototype and
Chapter 7 for the second prototype.

3.3 Data collection and analysis methodology of the research

3.3.1 Triangulation

Triangulation is often used to describe research where two or more methods are used,
known as mixed methods. Combining both quantitative and qualitative methods to
answer a specific research question may result in one of the following three outcomes:
(1) the results may converge and lead to the same conclusions; (2) the results may
relate to different objects or phenomena but may be complementary to each other and
used to supplement the individual results and (3) the results may be divergent or
contradictory. Converging results aim to increase the validity through verification;
complementary results highlight different aspects of the phenomenon or illustrate
different phenomenon and divergent findings can lead to new and better explanations
for the phenomenon under investigation (Creswell et al., 2017).

This research study employed Triangulation method by using both quantitative and
qualitative methods in order to answer the main research questions (Chapter 1, section
1.3). It uses a combination of qualitative and quantitative methods to highlight the
strengths and perspectives of each method. It also provides additional evidence and
support for the findings in order to answer the main research questions. The
quantitative methodology includes data from the LANA log file (chapter 4, section
4.4.6) and the questionnaire that was conducted after the tutorial (chapter 5, section
5.2.2). The statistical Package for the Social Sciences (SPSS) was used for the
statistical analyses for quantitative data. Required analysis was done with the aid of
SPSS software to get the results which were analysed. In the qualitative methodology, three case studies were conducted and the data was gathered from the interview and the questionnaire. This data was analysed using the following methodology:

1. Data management: This involves organizing and gathering all the data. In this study, the interview was transferred into a written format.
2. Reading and noting: This involves reading through all the transcriptions and making notes in the margins regarding the interviewee’s comments.
3. Describing: this involves describing the participant’s experience with the study.
4. Classifying: The researcher then made a list of significant statements, quotes that emerged from the data and then grouped them together.
5. Interpreting: the researcher developed textural and structural descriptions of the data. Textural descriptions are the written descriptions of what the participants experienced. After the textural descriptions are written, the researcher outlined the contextual influence, and this is the structural description.
6. Representing and visualizing: After both the textual and structural descriptions are written, the researcher wrote the findings of the study. In addition, tables were created to help illustrate the data.

3.4 Ethical consideration

The current study was subject to certain ethical issues because the participants were children. MMU ethical approval was obtained (No. SE151615, Appendix L). An informed consent form (see Appendix E) and information sheet (see Appendix D) were sent to the participants’ parents and the School. The information sheet outlined the details and purpose of the study, and the benefits for participating in the study. They also informed that the information gathered from the participant is stored securely and none of children’s real names will be recorded.

3.5 Chapter summary

This chapter presents the methods used to develop an Arabic conversational intelligent tutoring system for children with ASD. It describes the research design, ethical consideration, data collection, and data analysis that were used in this research.
The methods to enable development of LANA CITS were conducted through two steps process. The first is to design and adapt the tutorial to the children learning style using the VAK model. The Second process was to develop the Arabic CA using the hybrid similarity measures. After designing and implementing an Arabic CA, the Arabic ITS interface was integrated with the CA.

To evaluate the system, two methods of data collection and analysis were used: First, the quantitative method, which includes data from the LANA log file and the questionnaire that was conducted after the tutorial. This data was analysed using SPSS software. Second, the qualitative method, which includes three case studies and the data was gathered from the interview and the questionnaire.

Details of the development and evaluation for the first prototype is described in Chapter 4 and Chapter 5. The second prototype development and evaluation were presented in Chapter 6 and chapter 7.
Chapter 4 - Methodology for Developing the Arabic CITS (LANA-I)

4.1 Overview

This chapter describes the architecture and components developed for implementing an Arabic Conversational Intelligent Tutoring System for Autism called LANA-I. LANA-I is a novel Arabic CITS, which delivers topics related to science subjects by engaging with the user in the Arabic language. LANA-I uses Visual, Auditory, and Kinaesthetic (VAK) learning style model to personalise the lesson according to the user learning style preference.

An intelligent computer tutor could have a positive impact on distance learning and offer support for traditional class-based courses especially for Autistic people who have a difficulty in the social and communication interactions. Autistic children taught by computer tutors gain more information than those taught by human tutors (see chapter 2 section 2.5.2). However, based on the research conducted into the development of Arabic CITS and the complexities of the language challenges (see Chapter 2), little works have been done on methods for developing Arabic CITS mainly due to the lack of Arabic linguistic resources. In addition, no work has tackled the development of Arabic CITS for children with autism especially high functioning autism or Asperger syndrome.

This chapter describes the methodology of developing LANA-I, which includes an architecture for an Arabic CITS, a mapping of a tutorial on science subjects to the VAK learning style model, development of an Arabic CA, and a new Arabic scripting language combining pattern matching (PM) and short text similarity (STS).

In summary, the main features of LANA-I are:

- Ability to control and manage the conversation through context. (Context is defined in section 4.1).
- Ability to personalise the tutorial with the user’s learning style (VAK) and provide suitable material to the user according to the user’s learning style (images and videos for Visual learner, Sound for Auditory learner, physical models for Kinaesthetic learner).
• A CA scripting language, which provides Arabic dialogue for LANA-I and allows the capture of variables from the user utterance.
• A novel CA engine that uses the pattern matching technique to find a suitable response to the user’s utterance in the first instance. If no suitable response is found, the engine uses the short text similarity technique to find a response. Combining these techniques reduces the number of scripted patterns and therefore scripting effort.
• Managing the response when the context is changed. For example, creating the right response when the user writes something that is not related to the tutorial topic then the user is brought back to the point where the conversation is interrupted.

In this chapter, section 4.2 outlines the LANA-I architecture. Section 4.3 details the methodology of implementing LANA-I. Section 4.4 illustrate the implementation of the first component of LANA-I, which is the Knowledge Base, Section 4.5 describes the implementation of the second component of LANA-I, which is the Arabic conversational agent. Section 4.6 details the implementation of the third component of LANA-I, which is the intelligent tutoring system. Section 4.7 discusses the LANA-I Workflow and section 4.8 summarises the chapter.

4.2 LANA-I Architecture Overview

This section illustrates the design and development of the LANA-I architecture. LANA-I was developed based on two phases. The first phase is designing and implementing an Arabic CA, and the second phase is integrating the Arabic ITS interface with the CA.

4.2.1 Phase 1: Designing an Arabic CA architecture

The Arabic CA was developed based on a number of features, which can be summarised as follows:
• Capturing variables from the user utterance.
• Ability to control the conversation through context.
• Ability to personalise the lesson with the user’s learning style and provide suitable supporting material to the user.
• A scripting language to provide Arabic dialogue for LANA-I.
Managing the response when the context is changed.

The proposed framework for the Arabic CA consists of five components as shown in Figure 4.1:

1. **Graphical User Interface**: Responsible for the communication between the user and the agent through a web interface (section 4.6.1).
2. **Controller**: The controller manages the conversation between the user and the Arabic CA, as well as cleaning the utterance by removing diacritics and other special characters (e.g. ! £ $) (section 4.5.1).
3. **Conversational Agent Manager**: Responsible for controlling and directing the conversation through contexts. In addition, the manager must ensure that the discussion is directed towards the end goal of the tutorial (section 4.5.2).
4. **Conversational Agent engine**: Responsible for pattern matching and calculating the similarity strength between the user utterance and the scripted patterns to generate the response (section 4.5.3).
5. **The knowledge base**: contains conversation log file, and the domain knowledge in a relational database which includes: CA scripts, General contexts such as weather, agreement and rude words (section 4.4).

![Figure 4.1: The Arabic CA architecture](image-url)
4.2.2 Phase 2: Designing the ITS architecture

In this phase the ITS architecture is designed to adapt to the user’s learning style with the Arabic CA. Based on the typical ITS architecture, which was described in chapter 2 section 2.8.1, ITS architecture in LANA-I consists of four main components as shown in Figure 4.2:

1. **User Interface Model**: responsible for the interaction between the user and the ITS components (section 4.6.1).

2. **Tutor Model**: the ITS manager, which is considered as the main component that interacts with the user through the GUI, and personalises the tutorial based on the user’s learning style (section 4.6.2).

3. **Student Model**: a user’s profile, which records the user’s responses during the tutoring session and record the student’s profile such as user ID, user’s age, gender, user’s learning style, and pre-test and post-test scores (section 4.4.6).

4. **Domain Model**: The Domain Knowledge Base, which contains structured topics to present to the user (section 4.4).

![Figure 4.2: LANA-I ITS Architecture](image)

4.3 Methodology of Implementing LANA CITS

The LANA-I was designed and implemented according to the GO-CA development methodology (Crockett et al., 2011b) (Kaleem et al., 2016). The development methodology combines elements of the staged approach used in the Waterfall model with elements of prototyping development. Figure 4.3 shows the major stages.
LANA-I architecture was designed by combining the Arabic CA (Figure 4.1) and ITS architecture (Figure 4.2). The proposed LANA-I architecture has three components as shown in Figure 4.4.

**Figure 4.4: LANA-I architecture**
These are: component 1 (LANA-I Knowledge Base), component 2 (The Arabic CA), and component 3 (the ITS). The following sections describe the implementation for each component in detail

4.4 Component 1: Implementing the LANA-I Knowledge Base

The first component consists of:

1. The domain Knowledge base, which includes:
   a. Arabic general contexts such as weather, and greeting.
   b. The Scripts (Tutorial knowledge base).
2. The log file, which includes:
   a. User’s profile.

4.4.1 The Domain

The domain used to script the CA for LANA-I was from the Science curriculum for the age (10-12 years old). The curriculum was provided by the Ministry of Education in Saudi Arabia (Education, 2017). The scripts consist of a context structured according to the topics in the science book such as the Earth, Moon, Solar System, eclipse, etc.). LANA-I is therefore designed to deliver the Science topic to Autistic learners in the Arabic language based on the science book (Education, 2017) that is taught in schools in Saudi Arabia.

4.4.2 Arabic CITS knowledge engineering

Based on (Jee et al., 2014) definition, knowledge engineering is the process of extracting, representing, encoding, and testing of expert knowledge. Knowledge engineering was used in LANA-I to design the domain knowledge base, which involve a number of processes: knowledge extraction, knowledge design, and knowledge development.

In the knowledge extraction process, a short interview was conducted with three primary school teachers in Saudi Arabia, who teach science subjects. The aim of this interview was to extract knowledge of lesson design and delivery of tutorials similar to the traditional classroom delivery model. (see Appendix A for the interview questions).
In the knowledge design process, the information from the interviews was then collated and used with the science book to design the tutorials. The designed tutorial was evaluated by the teachers and feedback into the tutorial. Once the tutorials were approved by the teachers, the tutorials were implemented in LANA-I.

In the knowledge implementation process, the domain knowledge base was implemented on a MySQL relational database in order to store and retrieve the resources. The domain knowledge base for the LANA-I consists of two main layers: the domain, which is the science tutorials layer, and a general context layer, illustrated in Figure 4.5.

Each layer (Figure 4.5) represents a context, and each context has all the related sub-contexts which are mapped using a hierarchical relationship. The domain layer holds all the tutorial sessions related to the science subject, specifically focusing on space subjects such as earth, moon and solar system. The general contexts layer deals with general conversation not related to the domain, such as greeting, weather, rude words, and user leaving words (any words or sentences means that the user will leave the conversation). The general context layer is included into the domain knowledge base to make LANA-I seem more aware by responding to the user’s utterances, which are not related to the main domain. However, only a few select sub-contexts have been implemented as a proof of concept within the scope to cover many general chat within this research.
4.4.3 Arabic scripting language

As mentioned in (Chapter 2, section 2.7), there is a lack of Arabic NLP resources leading to limited capabilities within Arabic CAs. Consequently, this research needs a new scripting language to enable the Arabic CA combined with an ITS to deliver Arabic tutoring sessions using the modern standard Arabic language.

As described in (Chapter 2, section 2.7.2), there are three different approaches to develop an Arabic CA and a number of challenges faced by the Arabic language were discussed in (Chapter 2, section 2.7.4). It was concluded that the hybrid similarity approach is considered as a promising approach within the Arabic CA developed in this research, because it combines more than one type of measurements which leads to the similarity between user utterances and patterns being more robust. The foundation of the LANA-I scripting language is based on the InfoChat scripting language (Michie and Sammut, 2001). InfoChat was designed using English scripting language and based on the pattern matching (PM) technique (defined in section 2.2), where the domain is organised into a number of contexts and each context contains rules, each rule in the domain contains a number of patterns and a response that forms the CA output to the user. In the LANA-I CA engine, the similarity strength is calculated through combining the use of the PM, which is based on InfoChat method, and the Cosine algorithm (Qian et al., 2004) to compute the similarity strength between the utterance and the scripted patterns in order to improve the CA accuracy. The highest matching strength pattern will generate the response back to the user.

Based on the scripting methodology reported by (Latham, 2011) the procedures to create the scripts within the Knowledge base are:

1. The methodology for scripting each context is:
   - Create contexts table, which has a record with a unique name to represent that context (topic).
   - An initialisation rule for each context.
   - All rules and patterns are scripted for the associated context.
   - Test each context to check that the expected rule is fired, and check that there is no conflict with the patterns for other rules in the same context.

2. The methodology for scripting each rule is:
   - Create a rule table, which has a unique rule name to represent the tutorial question.
4.4.4 Methodology of Scripting Arabic CA for LANA-I

In utilising the scripting language described in section 4.4.3 for LANA-I, the contexts represent the tutorial topics and the rules represent the agent’s questions for such topic, while the pattern represent the user’s utterances, which belong to such a rule. The scripting language in LANA-I includes the following novel features:

- Provide supporting material to the user depending on the user’s learning style (Visual: images and videos – Auditory: Sounds – Kinaesthetic: Instructions and objects). The learning style will be determined using a child friendly-customised VAK learning style preferences questionnaire before the tutorial.
- This material is stored in the scripting database and once a rule is fired, the corresponding material is provided to the user through the interface. All images, videos and audios provide the right answer. All of them have the same knowledge that the written text provides.
- The scripting language works with the ITS manager to check the user’s learning style and provides a suitable material with the fired rule.

Table 4.1 shows an example of the scripting language and how the tutorial is mapped to the VAK model. When the user is visual learner, the rule is fired with the video or image material. In this example (Table 4.1), the rule has video that will be executed along with the rule. When the user is an Auditory learner, the rule will be fired with the audio material. The same thing with the kinaesthetic learning style, the rule will be fired with the instructions. Figure 4.6 shows the models that are used with the Kinaesthetic learning style.
Table 4.1: scripting language

<table>
<thead>
<tr>
<th>Context: 1</th>
<th>Context Name: Topic 1 (Earth, Sun, and Moon)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule Number: 1</td>
<td>Rule Name: Object moves in the gravitationally curved path called the orbit. The earth rotates around the sun and around its own axis. How long the earth takes to rotate around its axis?</td>
</tr>
<tr>
<td>Pattern: It $\times$ a day</td>
<td></td>
</tr>
<tr>
<td>Pattern: It $\times$ one day</td>
<td></td>
</tr>
<tr>
<td>Pattern: It $\times$ 24 hours</td>
<td></td>
</tr>
<tr>
<td>Pattern: $\times$ twenty four hours</td>
<td></td>
</tr>
<tr>
<td>Response: Excellent, the earth takes one day (24 hours) to rotate around its axis</td>
<td></td>
</tr>
<tr>
<td>Image: yes</td>
<td></td>
</tr>
<tr>
<td>Audio: yes</td>
<td></td>
</tr>
<tr>
<td>Instruction: Look at the solar system model and its object</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context: 1</th>
<th>Context Name: Topic 1 (الأرض، الشمس، والقمر)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule Number: 1</td>
<td>Rule Name: يتكون النظام الشمسي من مجموعة أجرام مثل الأرض والقمر والكواكب. تتحرك الأجرام حول الشمس في مسار يسمى المدار. تدور الأرض حول الشمس وتدور حول محورها. كيف تعرف كم تستغرق الأرض لتدور حول محورها؟</td>
</tr>
<tr>
<td>Pattern: يوم واحد *</td>
<td></td>
</tr>
<tr>
<td>Pattern: يوم كامل *</td>
<td></td>
</tr>
<tr>
<td>Pattern: 24 ساعه *</td>
<td></td>
</tr>
<tr>
<td>Pattern: أربع وعشرون ساعه *</td>
<td></td>
</tr>
<tr>
<td>Response: أحسنت بارك الله فيك. تستغرق الأرض لتدور حول محورها 24 ساعه أي يوم كامل</td>
<td></td>
</tr>
<tr>
<td>Image: yes</td>
<td></td>
</tr>
<tr>
<td>Audio: yes</td>
<td></td>
</tr>
<tr>
<td>Instruction: أنظر إلى نموذج النظام الشمسي والأجرام المحيطة بها</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.6: the solar system and earth models that are used with the Kinaesthetic learning style

In order to implement LANA-I knowledge base, a database was implemented using MySQL, the database schema is shown on Figure 4.7.
4.4.5 VAK learning style questionnaire

In order to personalise the tutorial session according to the student’s learning style, a questionnaire will be applied first for each child with a teacher’s help. The questionnaire was developed on the basis of a widely disseminated version of (Smith, 1998). This questionnaire focused on Smith’s visual, auditory, and kinaesthetic styles (VAK). There were three questions for each style and the pupils had to respond ‘yes’ or ‘no’ to each question. The questionnaire was in English and required translation into Arabic. In addition, the wording of the questions had to be modified to be suitable for the reading age of the children used within this study. This translation and modification were done by School Teachers in Saudi Arabia. There is a total of nine questions and the student’s learning style result will be based on the highest score in one style. (See the Appendix C for the learning style questionnaire).

4.4.6 Mapping the tutorial into VAK learning style model:

After the tutorial was designed and approved by the teachers then the tutorial questions were mapped to the VAK learning style model. Each tutorial question was associated with its VAK learning style materials. Table 4.2 shows how the tutorial questions for the first topic is mapped to the learning style model VAK.
### Table 4.2: Mapping the Tutorial questions to VAK model

<table>
<thead>
<tr>
<th>Tutorial</th>
<th>VAK</th>
</tr>
</thead>
</table>
| Question: The solar system is the system, which comprising the sun and the objects that orbit it. do you know what objects that exist in the solar system?  
Answer: Earth, moons and other planets | V: Picture  
A: Audio  
K: solar system model |
| Question: Object moves in the gravitationally curved path called the orbit. The earth rotates around the sun and around its own axis. Do you know the time that the earth takes to rotate around its axis?  
Answer: A day, or 24 hours. | V: video  
A: Audio  
K: earth-moon model |
| Question: What the result of this rotation?  
Answer: The day and night | V: Picture  
A: Audio  
K: earth-moon model |
| Question: The sun has many benefits, one of them is to know the time during the day. how we can use the sun to know the time?  
Answer: The shadow. | V: video  
A: Audio  
K: earth-moon model |
| Question: What cause the four seasons?  
Answer: Seasons result from the yearly orbit of the Earth around the Sun and the tilt of the Earth's rotational axis relative to the plane of the orbit. | V: video  
A: Audio  
K: solar system model |
| Question: How long the earth takes to complete the rotation around the sun?  
Answer: 365 days, which is one year | V: video  
A: Audio  
K: earth-moon model |
| Question: The moon is the nearest object to the earth but it is different from the earth in many ways. What are the differences between the earth and the moon?  
Answer: The moon doesn’t have atmosphere and water whereas the earth has. | V: video  
A: Audio  
K: earth-moon model |
| Question: Although the moon can appear a very bright white, its surface is actually dark. So from where the moon reflects the light?  
Answer: From the sun light. | V: Picture  
A: Audio  
K: earth-moon model |
| Question: We see the moon in different shapes during the month. What is the reason for that?  
Answer: Because of the moon's rotation around the earth. | V: Picture  
A: voice  
K: earth-moon model |
| Question: What is the duration for the moon to complete one rotation around the earth?  
Answer: One month, which is 29 Days (based on Arabic calendar) | V: Picture  
A: Audio  
K: earth-moon model |
| Question: The bright part in the moon is changing during the moon’s rotation around the earth and this changing is called moon's phases. How many phases does the moon have?  
Answer: Eight phases. | V: Picture  
A: Audio  
K: earth-moon model |
| Question: What is the astronomical event that occurs to the sun and the moon?  
Answer: Eclipses | V: Picture  
A: Audio  
K: earth-moon model |

Each question in the tutorial was mapped to the visual learning style through pictures and videos clips, the auditory learning style through audio clips, and the kinaesthetic...
learning style through models and instructions. The pictures and the video clips that are used for the visual learner, were provided from the Saudi Ministry of education website (Education, 2017). All these materials were evaluated and approved by the Primary school teachers in Saudi Arabia. LANA-I will provide the materials based on the student’s learning style. For example, if the student is a visual learner, the picture and video clips will be provided to the student during the tutorial.

4.4.7 Log File

LANA-I utilises a temporal memory/log file feature to store several variables in a database table. The variables captured and stored in the log file can be used to evaluate the system. The log file includes two main tables:

1. Conversation log file, which contains:
   - User utterance: the log file captures every utterance that the user typed during the tutorial session.
   - CA generated response: the log file captures all responses generated by the CA.
   - Rules fired during the conversation: all fired rules are captured in the log file. This will help the system to track the conversation and to check if the user reached the tutorial goal or not.
   - Similarity strength: the utterance similarity strength is captured in order to evaluate the similarity algorithm effectiveness.
   - Bad words/utterances: the system will capture any rude words in the log file in order to terminate the session when the user used rude words three times.
   - The time of each utterance: capture the time of each utterance and store it in log file in order to use it to analyse the CA robustness.

2. User’s profile: which includes information about the user:
   - The user’s first name
   - The gender.
   - The users pre-test and post-test score. A test of ten questions related to the tutorial will be provided to the users before and after the tutorial (see Appendix I).
   - Learning Style.
4.5 Component 2: Designing and Implementing the Arabic CA

The second component illustrated in Figure 4.4 was implemented using the JAVA programming language. The knowledge base and script databases were developed using MySQL. The functions of the individual components of the Arabic CA architecture are described in detail in the following sections.

4.5.1 Controller

The controller is responsible for directing and managing the entire conversation. The controller works with several other components, which are the ITS manager (which will be described in section 4.6.2), and CA manager to achieve the conversational goal.

The controller communicates with the ITS manager (component 3, Figure 4.4) to find the student’s learning style, which is stored in the database. Then, the controller acquires the user’s utterance and provides an utterance checking process. The controller will check the utterance based on the following constraints:

a) Cleansing the utterance: The controller uses the utterance filter to remove special characters (i.e. $, &, *, !, ?, “”, ‘", (, ^) from the utterance. The filtering ensures that only clean and consistent input is sent forward for pattern matching to make scripting the domain easier.

b) Check for rude words: The system will warn the user three times before terminating the session (O'Shea et al., 2011). The knowledge base database has a table in which all inappropriate words are listed. The list was created through an interview with the primary school teachers. During the interview, a list was created to cover the most unacceptable/inappropriate words that are used by the students in a primary school.

4.5.2 Conversational Agent Manager

The role of the Conversation Manager is to control the conversation to make sure that the goal is achieved, which in this research is the student completing the tutorial. The conversational manager checks whether the user stays on the tutorial topic, or the user switches to another context. Goal-oriented CAs should manage the utterances in an intelligent way (Latham, 2011). For example, when the CA manager receives an utterance that is not related to the tutorial topic, the CA manager checks the user utterance with the general contexts layer to see if the utterance matches other general
contexts within the database. If the utterance matches one of these contexts, the CA manager generates the response to the user, and then the user is brought back to the point where the conversation is interrupted and then directed towards the end of the tutorial.

4.5.3 Conversational Agent Engine

LANA CITS introduces a combination method of STS approach and PM approach to determine the similarity between two sets of strings within CAs, while traditional CAs used only a PM approach that involves strength calculation through different aspects of the user utterance and the scripted pattern such as replacement of selected words by Wildcards. It is important to use the STS approach to overcome some of the challenges in the Arabic language such as the free word order. The primary phase of the engine is based on InfoChat technique (Michie and Sammut, 2001), which used the PM approach to match the user utterance with rules in the stored scripts. The second phase will use the STS algorithm to overcome the PM limitation. In the field of CA development, the scripting is the most time consuming part of CA development (O’Shea et al., 2008). The biggest challenge of scripting CAs is the coverage of all possible user utterances (Latham et al., 2012). The Arabic language is free word order, which means that the Arabic utterance could be written in different word order without affecting the meaning. The main limitation in PM is that it requires the anticipation of all possible user utterances, generation of word order permutations of the utterances and generalization of patterns through the replacement of selected terms by Wildcards. Therefore, it is required in LANA-I engine to handle this challenge by applying the STS algorithm that calculates similarity strength to overcome the scripting challenge. Consequently, strings with word order differences should be recognized as being similar. For example, the sentence: (المعلم قرأ الدرس) and the sentence: (قرأ المعلم الدرس) have the same words and meaning of: (The teacher reads the lesson). The difference is the word order, which does not affect the meaning in the Arabic language. When using the PM, both sentences must be scripted in the database in order to be recognised. When using the STS algorithm, it is needed to script one sentence only because the STS algorithm will cover all differences in the word order.
The LANA-I CA engine has two main components that were specifically developed to deal with the features unique to the Arabic language in terms of its morphological nature. These components are:

- Pattern matching approach (Wildcard PM).
- String similarity algorithm (Cosine algorithm)

The combination of these components within LANA-I CA engine will help to calculate the similarity of the user utterance with scripted patterns using string similarity metrics; consequently, reducing the need to cover all possible utterances when scripting the domain.

**A. Pattern Matching approach (Wildcard PM)**

The first component of the Arabic CA engine, which is the primary phase of the engine, is pattern matching. It is based on similar method to the InfoChat (Michie and Sammut, 2001) of PM, where the user utterance is matched to stored patterns. These patterns contain wild card characters to represent any number of words or characters. For example, the wild card symbol (*) matches any number of words, where the wild card symbol (?) matches a single character. An example for the PM approach in LANA-1 is illustrated in the following table:

<table>
<thead>
<tr>
<th>Rule: Although the moon can appear a very bright white, its surface is actually dark. So from where the moon reflects the light?</th>
<th>Rule: اللقمر لايضي نفسه فهو انعكاس لضوء آخر. ما هو؟</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pattern 1:</strong> the moon reflects * sun</td>
<td><strong>Pattern 1:</strong> القمر يعكس * الشمس</td>
</tr>
<tr>
<td><strong>Pattern 2:</strong> * the sunlight</td>
<td><strong>Pattern 2:</strong> ضوء الشمس</td>
</tr>
<tr>
<td><strong>Pattern 3:</strong> * the sunshine</td>
<td><strong>Pattern 3:</strong> نور الشمس</td>
</tr>
<tr>
<td><strong>Utterance 1:</strong> it is the sunlight</td>
<td><strong>Utterance 1:</strong> هو ضوء الشمس</td>
</tr>
<tr>
<td><strong>Utterance 2:</strong> reflects the moon the sun</td>
<td><strong>Utterance 2:</strong> يعكس القمر الشمس</td>
</tr>
</tbody>
</table>

In Table 4.3, the utterance#1 will match pattern#2 (* the sunlight), where the wild card symbol (*) will match any number of words. The results from this matching will be 1. Whereas the utterance#2 will not match any patterns because of the word order. In this case the matching result will be 0.
B. Cosine Algorithm

The second component of the Arabic CA engine uses a short text similarity algorithm, which is the Cosine similarity (Qian et al., 2004). The selection of this algorithm was justified in (chapter 2, section 2.7.2.3).

Cosine similarity determines the similarity between two pieces of text by representing each piece of text in the form of word vector. A word vector is a vector of length N where N is the number of different tokens in the text. The similarity is computed as the angle between the word-vectors for the two sentences in vector space.

For two texts \( t_1 \) and \( t_2 \) the cosine similarity is illustrated in the following equation:

\[
SIM(t_1, t_2) = \frac{\sum_{i=1}^{n} t_{1i} t_{2i}}{\sqrt{\sum t_{1i}^2} \times \sqrt{\sum t_{2i}^2}}
\]

**Equation 1: Cosine Similarity Equation** (Qian et al., 2004)

The cosine similarity result is non negative and bounded between [0,1] where 1 indicates that the two texts are identical.

4.5.4 LANA CA Engine Workflow

First the system will use the PM wildcard to match the user utterance with the pattern saved in the database, if the match is not found, then the next step is to use the STS Cosine similarity. To illustrate the cosine similarity algorithm, assume the user utterance was \( (t_1) \), while the pattern stored in the LANA-I database was \( (t_2) \). As shown in the following table:

<table>
<thead>
<tr>
<th>Table 4.4: Cosine Similarity Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User Utterance:</strong></td>
</tr>
<tr>
<td>( t_1 ): The moon does not have atmosphere therefore it is different from the earth.</td>
</tr>
<tr>
<td><strong>Stored pattern in LANA CITS:</strong></td>
</tr>
<tr>
<td>( t_2 ): The moon is different from the earth that it does not have an atmosphere.</td>
</tr>
</tbody>
</table>

The utterance in this example (Table 4.4) is not recognised by the PM approach because of the word order or minor differences from the pattern. Therefore, the system applies the Cosine similarity, which is illustrated in the following steps:

- Create Matrix[[]] where the columns are the unique words from \( t_1 \) and \( t_2 \), and the rows are the words sequence of \( t_1 \) and \( t_2 \).
• Calculate the similarity between each word, 1 means the two words are identical, 0 means the two words are different.

Table 4.5 shows an example of calculating the similarity of two utterances, where $t_1$ is the user utterance and $t_2$ is the stored pattern. The columns are the unique words from $t_1$ and $t_2$.

![Table 4.5: an example of calculating the similarity of two utterances, 1 means the two words are identical, 0 means not.](image)

• The next step is to write the vector for each string.

$$t_1 = 1 1 1 1 1 1 1 1 0$$

$$t_2 = 1 1 1 1 1 1 0 1 1 1 1$$

• Then the Cosine similarity measure is applied equation (Equation 1): $SIM(t_1, t_2) = 0.88$, which is greater than the threshold (0.80). This threshold is empirically determined using a small set of sentence pairs as in (Li et al., 2006). When the user’s utterance is recognized by the similarity measure, the corresponding response will be generated and delivered to the user.

4.6 Component 3: (LANA-I) Intelligent Tutoring System (ITS) Implementation

This section describes the third component in LANA-I architecture (Figure 4.4). LANA-I ITS contains two main components, The Graphical User Interface, and The ITS manager.
4.6.1 Graphical User Interface

The GUI is the point where LANA-I and the user interact with each other. LANA-I has a character called LANA, which appears in all the system interfaces in order to make it more engaging and natural for the users. (Massaro and Bosseler, 2006) developed a computerized tutor for children with autism called (Baladi) to teach vocabulary and functional language use with and without a cartoon face. They evaluated whether the face would increase the rate of learning for receptive measures. The results showed that the children’s performance with the face condition was more positive than no face condition. Based on this research, the LANA character was designed and evaluated by primary school teachers in Saudi Arabia in order to make the tutorial more engaging.

The GUI consists of four interfaces: the first interface is the Welcome interface where the user should press the start button to start the session. The second is the pre-test questions interface where the student answers ten questions related to the tutorial. The third is the CA interface, where the GUI takes in user utterances from a textbox and delivers the generated responses back on to the interface. The CA interface is also able to display images, videos, sounds, or instructions depending on the student’s learning style. The fourth is the post-test questions interface, which appears after the user complete the tutorial session to evaluate the user learning gain. Figure 4.8 shows screenshot of two interfaces, which are the welcome interface and the tutorial interface (Appendix B shows screenshots of all LANA GUI that have been implemented).
4.6.2 ITS Manager

The ITS manager is responsible for personalising the tutorial according to the user’s learning style, which will be determined before the tutorial using a questionnaire (defined in section 4.4.5). The ITS manager can interact with: the conversation agent components through the controller (defined in section 4.5.1), the Knowledge base (defined section 4.4), and the Graphics user interface (section 4.6.1).

4.7 LANA-I Workflow

In this section the system workflow will be described in order to understand how each component communicates with others. Figure 4.9 presents the system workflow via a flowchart. Initially LANA-I will start from the registration screen, the system will ask the teacher to enter their ID (provided by the researcher), age, gender, and the result of the learning style questionnaire, which was conducted before using the system. There are four options for the learning style: Visual, Auditory, Kinaesthetic, and None. The last option will be used with the control group in the testing stage. After completing this stage, the system will show the pre-test interface, and ask the learner...
to complete the test. The next interface after submitting the test is the CA tutorial, the ITS manager is responsible in this stage in order to personalise the tutoring session according to the learner style. ITS manager provides the CA components, through the controller, the suitable materials from the Knowledge base component. The ITS manager will also save the learner’s registration information and the pre-test score in the log file/student’s profile. In the CA screen, the user will be led through the topic from one question to another until the end of the tutoring session. After completing the tutorial, the learner will be asked to fill the post-test questions and the score will be saved by the ITS manager.

Figure 4.10 shows the conversation flowchart, during the conversation, the control will clean the utterance from the special characters (i.e. $, &, *, !, ?, “”, £, (), ^) and will check if the utterance contains a rude word in order to warn the user or terminate session depending on how many times these words are used. The next step in the conversation stage, is to control the conversation to ensure that the goal is achieved and check whether the user stays on the tutorial topic, or whether the user has switched to a general context. The previous step is controlled by the CA manger, which is also responsible for sending the utterance to the CA engine to check the matching. The utterance matching procedure is illustrated in section (4.5.4). The system will generate the response from the Knowledge base component based on the fired rule. The response will be sent to the CA manger, which sends it to the ITS manager through the controller. The ITS manager sent the response to the user through the GUI.
Figure 4.9: LANA-I Workflow
Figure 4.10: LANA-I Conversation Flowchart
4.8 Chapter summary

This chapter has detailed the methodology of implementing the components of LANA-I. These components form the architecture of LANA-I which will be tested for their effectiveness and robustness in order to gather evidence to answer the main research question of ‘Can an Arabic Conversational Intelligent Tutoring System (CITS) be adapted to the learning styles for autistic children and enhance their learning?’ The testing/evaluation methodology, experiments and results are detailed in the next chapter.

The main novel contributions in this chapter are:

- A novel architecture for an Arabic CITS for an appropriate education scenario.
- A novel CA engine that uses the pattern matching technique to find a suitable response to the user’s utterance in the first instance. If no suitable response is found, the engine uses the short text similarity technique to find a response. Combining these techniques reduces the number of scripted patterns and therefore scripting effort.
- Adapting the tutorial to the user’s learning style (VAK) and provide suitable material to the user according to the user’s learning style (images and videos for Visual learner, Sound for Auditory learner, physical models for Kinaesthetic learner).
Chapter 5 – LANA-I Evaluation Methodology and Results

5.1 Overview

In this chapter the evaluation methodology of the first LANA CITS (LANA-I) is proposed in order to evaluate the effectiveness of the LANA-I framework and architecture. In Chapter 4 a novel LANA-I architecture was proposed and utilised to implement LANA-I, which was designed to deliver topics related to a science subject by engaging with the user (age 10-12 years old) in the Arabic language. LANA-I uses the Visual, Auditory, and Kinaesthetic (VAK) learning style model to personalise the lesson according to the user learning style preference. The architecture of LANA-I incorporates several components such as the similarity algorithm, mapping the tutorial to the VAK learning style model, and the Arabic scripting language.

The following sections outline the evaluation methodology through two experiments. The aim of the first experiment is to answer two questions related to Hypothesis A (LANA-I using VAK model can be adapted to the student learning style), which are:

Question 1: Can LANA-I which embeds the learning Style VAK help a student to improve their learning?

Question 2: Can LANA-I deliver personalised adaptation of a tutorial to the student’s learning style successfully?

The second experiment was conducted to test Hypothesis B (LANA-I is an effective Arabic CA) designed to answer the following questions:

Question 1: Are the students satisfied with the usability of LANA-I?

Question 2: Is the Arabic conversational agent used within LANA-I robust?

In order to measure these hypotheses, a set of objective and subjective metrics were defined and justified. The objective metrics were measured through the log file/temporal memory (Section 5.9). The subjective metrics were tested using the user feedback questionnaire (Section 5.2.2). The aim of capturing the subjective and objective metrics is to test both hypotheses, which are related to: the effectiveness of the conversation and using the VAK learning style, end user satisfaction, usability and system robustness.
5.2 (LANA-I) Evaluation Methodology

The effectiveness of LANA-I was tested through a pilot study conducted with neurotypical participants in the target age group (10-12) years old whose first language is Arabic. None of the children had been diagnosed as Autistic. It is important to test the quality of the tutorial and the materials, which are used in LANA-I, with the general population before testing it with Autistic children. The system robustness and its ability to complete the task must be tested with general population before autistic children in order to avoid any confusion may be happened to the autistic child during the tutorial. The results of the pilot study will then be used to adjust the full-scale experiment to ensure its accuracy. The tutorial used in this evaluation was the (solar system tutorial), which was designed in Chapter 4, section 4.4.6.

5.2.1 Hypothesis

The main hypotheses of the experiments were:

- **HA₁**: LANA-I using VAK model can be adapted to the student learning style:
  
  This hypothesis relates to the VAK adaptation and the system ability to adapt to the student learning style.

- **HA₀**: LANA-I using VAK model cannot be adapted to the student learning style:
  
  The conversational intelligent tutoring system and the learning style VAK, which have been selected are not suitable to adapt the student’s learning style.

- **HB₁**: LANA-I is an effective Arabic CA
  
  This hypothesis relates to the system robustness and its ability to complete the task. The LANA-I CA engine, the Arabic scripting language, and methodologies deployed result in an effective functional Arabic CA. (see section 5.3 for metrics to measure the effectiveness).

- **HB₀**: LANA-I is not an effective Arabic CA
  
  The Arabic CA engine, the Arabic scripting language, and methodologies deployed result cannot provide an effective Arabic CA.

Both HA and HB were tested by the subjective and objective user evaluation.
5.2.2 Subjective user evaluation

The subjective evaluation was measured using a user evaluation feedback questionnaire, which was designed to identify the qualitative user feedback after the LANA-I tutorial.

Table 5.1 shows the feedback questionnaire, which contains eight questions to be rated using the three face scale (happy, natural, sad) (Reynolds-Keefer and Johnson, 2011). It is reported that questionnaires with three face scale are more understandable in some situation where the ability of reading is difficult such as with younger participants (Zhang et al., 2002). Many children cannot give a verbal answer of their opinion or feeling, either because they are young, or because of neurological disorder or communication challenging such as Autistic children (Yahaya and Salam, 2016). In this situation the using of three face scale will be useful and easy to use especially with Autistic children.

The questionnaire was designed to suite the target age group and also make the scale clearer and more comprehensible. The questions were designed in Arabic for children in the targeted age range and were evaluated and approved by three primary school teachers in Saudi Arabia. The questions were also designed to extract the user’s opinion on the performance and usability of LANA-I by selecting the most appropriate face representing their feeling against each of the eight questions. The participants completed the feedback questionnaire, in Arabic, after completing the tutorial session. The teacher and the researcher were present whilst they completed the questionnaire to answer any questions.
Table 5.1: User Feedback Questionnaire (Translated version)

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I think the LANA Tutor is enjoyable to use</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>I think LANA had the right amount of information in one Tutorial.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>I think I remember what LANA has taught me in the tutorial.</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>I think I can learn better when using my learning style (Visual – Auditory -Kinaesthetic).</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>I like the design and colour of LANA.</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>I think I can learn from LANA better than my teacher.</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>I think I would like to use LANA again with other lessons.</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>I think talking with LANA is like talking with my friend.</td>
<td></td>
</tr>
</tbody>
</table>

5.2.3 Objective user evaluation

The objective evaluation was achieved through analysing the LANA-I log file, which stores interaction information from the user during the tutoring session. The log file stores a number of variables such as the rule fired, the timing of the tutorial, the utterance, and the response. This data was analysed to explore the effectiveness of LANA-I CA (Section 5.9).

5.3 Design of evaluation metrics

With the purpose of measuring user feedback and evaluation presented in the previous section, a mechanism called a goal question metric approach (GQM) was used (Fenton and Pfleeger, 1998) (Kaleem et al., 2016). This mechanism is based on the supposition that goals must be identified for a system then number of questions is defined for each goal, and a set of metrics associated with each question (Fenton and Pfleeger, 1998).

The (GQM) model was used to identify which metrics were required to test the hypothesis successfully. Figure 5.1 shows that there are two goals related to
hypotheses and each goal has two questions. These questions used a combination of subjective metrics (questionnaire metrics), and objective metrics (log file metrics).

**Hypothesis A**
LANA-I can be adapted to the student learning style

**Hypothesis B**
LANA-I is an effective Arabic CA

**Question**
Can LANA-I which embeds the learning Style VAK help a student to improve their learning?

**Question**
Can LANA-I deliver personalised adaptation of a tutorial to the student’s learning style successfully?

**Question**
Are the students satisfied with the usability of LANA-I CA?

**Question**
Is the Arabic Conversational Agent used within LANA-I robust?

**Figure 5.1: GQM Model for LANA-I**

<table>
<thead>
<tr>
<th>Question</th>
<th>Metric Pre and post scores</th>
<th>Metric QQ4</th>
<th>Metric QQ5</th>
<th>Metric QQ6</th>
<th>Metric QQ7</th>
<th>Metric QQ8</th>
<th>Metric # incorrect response</th>
<th>Metric # correct response</th>
<th>Metric Unrecognised Utterance</th>
<th>Metric Similarity algorithm</th>
<th>Metric Fired rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>QQ1- Questionnaire Question 1: percentage of students enjoying using LANA CA TTS</td>
<td>Pre and post scores</td>
<td>Metric QQ4</td>
<td>Metric QQ5</td>
<td>Metric QQ6</td>
<td>Metric QQ7</td>
<td>Metric QQ8</td>
<td>Metric # incorrect response</td>
<td>Metric # correct response</td>
<td>Metric Unrecognised Utterance</td>
<td>Metric Similarity algorithm</td>
<td>Metric Fired rule</td>
</tr>
<tr>
<td>QQ2- Questionnaire Question 2: percentage of students who thought LANA has a right amount of information in one tutorial.</td>
<td>Pre and post scores</td>
<td>Metric QQ4</td>
<td>Metric QQ5</td>
<td>Metric QQ6</td>
<td>Metric QQ7</td>
<td>Metric QQ8</td>
<td>Metric # incorrect response</td>
<td>Metric # correct response</td>
<td>Metric Unrecognised Utterance</td>
<td>Metric Similarity algorithm</td>
<td>Metric Fired rule</td>
</tr>
<tr>
<td>QQ3- Questionnaire Question 3: percentage of students who remembered what LANA has taught them in the tutorial.</td>
<td>Pre and post scores</td>
<td>Metric QQ4</td>
<td>Metric QQ5</td>
<td>Metric QQ6</td>
<td>Metric QQ7</td>
<td>Metric QQ8</td>
<td>Metric # incorrect response</td>
<td>Metric # correct response</td>
<td>Metric Unrecognised Utterance</td>
<td>Metric Similarity algorithm</td>
<td>Metric Fired rule</td>
</tr>
<tr>
<td>QQ4- Questionnaire Question 4: percentage of students who thought they can learn better with using their learning style.</td>
<td>Pre and post scores</td>
<td>Metric QQ4</td>
<td>Metric QQ5</td>
<td>Metric QQ6</td>
<td>Metric QQ7</td>
<td>Metric QQ8</td>
<td>Metric # incorrect response</td>
<td>Metric # correct response</td>
<td>Metric Unrecognised Utterance</td>
<td>Metric Similarity algorithm</td>
<td>Metric Fired rule</td>
</tr>
<tr>
<td>QQ5- Questionnaire Question 5: percentage of students who liked the design and colour of LANA.</td>
<td>Pre and post scores</td>
<td>Metric QQ4</td>
<td>Metric QQ5</td>
<td>Metric QQ6</td>
<td>Metric QQ7</td>
<td>Metric QQ8</td>
<td>Metric # incorrect response</td>
<td>Metric # correct response</td>
<td>Metric Unrecognised Utterance</td>
<td>Metric Similarity algorithm</td>
<td>Metric Fired rule</td>
</tr>
<tr>
<td>QQ6- Questionnaire Question 6: percentage of students who thought they can learn from LANA better than their teacher.</td>
<td>Pre and post scores</td>
<td>Metric QQ4</td>
<td>Metric QQ5</td>
<td>Metric QQ6</td>
<td>Metric QQ7</td>
<td>Metric QQ8</td>
<td>Metric # incorrect response</td>
<td>Metric # correct response</td>
<td>Metric Unrecognised Utterance</td>
<td>Metric Similarity algorithm</td>
<td>Metric Fired rule</td>
</tr>
<tr>
<td>QQ7- Questionnaire Question 7: percentage of students who would like to use LANA again with different lessons.</td>
<td>Pre and post scores</td>
<td>Metric QQ4</td>
<td>Metric QQ5</td>
<td>Metric QQ6</td>
<td>Metric QQ7</td>
<td>Metric QQ8</td>
<td>Metric # incorrect response</td>
<td>Metric # correct response</td>
<td>Metric Unrecognised Utterance</td>
<td>Metric Similarity algorithm</td>
<td>Metric Fired rule</td>
</tr>
</tbody>
</table>

**5.3.1 Experimental Methods for Subjective and Objective Evaluation**

Subjective metrics were measured by gathering the qualitative user feedback. The participants were asked to complete a short user evaluation questionnaire (see section 5.2.2), after completing the tutorial session. The subjective metrics, and the methods used with each metric and the related hypothesis are illustrated in Table 5.2. The
objective metrics (see section 5.2.3) were measured through analysis of the LANA-I log file. Table 5.3 shows the objective metrics and their evaluation methods and the related hypothesis.

### Table 5.2: Subjective Evaluation Metrics

<table>
<thead>
<tr>
<th>Subjective Metrics</th>
<th>Method of Evaluation</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>QQ1: LANA Tutor is enjoyable to use</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ2: LANA has a right amount of information in one Tutorial.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ3: I remember what LANA has taught me in the tutorial.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ4: I can learn better with using my learning style.</td>
<td>Questionnaire</td>
<td>Hypothesis A</td>
</tr>
<tr>
<td>QQ5: I like the design and colour of the interface.</td>
<td>Questionnaire</td>
<td>Hypothesis A</td>
</tr>
<tr>
<td>QQ6: I can learn from Lana better than learning from the teacher.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ7: I would like to use LANA again with different topics.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ8: The conversation was natural.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
</tbody>
</table>

### Table 5.3: Objective Evaluation Metrics

<table>
<thead>
<tr>
<th>Objective Metrics</th>
<th>Method of Evaluation</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tutorial Completion time</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Number of unrecognised Utterances</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Number of correct responses</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Number of incorrect responses</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Number of utterances using Similarity algorithm</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Number of rules fired during tutorial</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Pre-test and post-test scores</td>
<td>Log file</td>
<td>Hypothesis A</td>
</tr>
</tbody>
</table>

### 5.4. Participants and Ethical Consideration

The total sample size is 24 neurotypical participants aged between 10-12 years old and their first language is Arabic. The participants recruited for the evaluation are residents of the Greater Manchester Area, UK and none of them had any previous experience using LANA-I. All participants’ parents received an information sheet about the project and its aims, and a consent form to get their permission before conducting the experiment (see Appendix D and E for the information sheet and consent form). The participants were divided into two equal sized groups. The first group was the control group (12 participants) who used LANA-I without adapting to the learning style VAK model. The second group was the experimental group (12 participants) used LANA-I
with the adapting to the learning style VAK model. The reason of dividing the participants into two groups was to test the Hypothesis A (LANA-I can be adapted to the student learning style).

5.5. Participants Interaction

5.5.1 Experiment 1: LANA-I Tutoring with and without adapting to VAK learning Style

The aim of this experiment is to test the hypothesis HA₁ based on the metrics outlined in section 5.3. The experiment will compare the pre-test and post-test scores of participants with and without adapting to the VAK learning Style model. The subjective and objective metrics (Figure 5.1 GQM Model for LANA-I), were used to answer the two questions related to Hypothesis A (LANA-I can be adapted to the student learning style), which are:

Question1: Can LANA-I which embeds the learning Style VAK help a student to improve their learning?

Question2: Can LANA-I deliver personalised adaptation of a tutorial to the student’s learning style successfully?

Each group of the participants were asked first to register into the system and complete the pre-test questions. The control group used LANA-I without adapting to the VAK learning style model. They started the tutorial without VAK questionnaire, whereas the experimental group, who used the LANA-I with adapting to VAK learning style model, were asked to fill the VAK learning style questionnaire in order to adapt their learning style. After adapting to the learning style, the tutorial provided the suitable material during the session such as videos, images or instructions. The control group used the tutorial session based on a text conversation without any materials. When the session ended, both groups did the post-test questions in order to measure their learning gain (chapter 4, section 4.4.7). Finally, both groups had to complete the user feedback questionnaire.

5.5.2 Experiment 2 – LANA-I CA System Robustness

This experiment was conducted to test the hypothesis HB₁ based on the metrics outlined in section 5.3. The data for this experiment was gathered from the LANA-I log file and the user feedback questionnaire. The subjective and objective metrics
(Figure 5.1 GQM Model for LANA-I), were used to answer questions related to Hypothesis B (LANA-I is an effective Arabic CA):

**Question 1**: Are the students satisfied with the usability of LANA-I?

**Question 2**: Is the Arabic Conversational Agent used within LANA-I robust?

The data gathered from the log file allowed assessment of the performance of LANA-I CA and the algorithms deployed in the architecture. This data measured the success of the objective metrics (see Table 5.3 for list of objective metrics). The data from user feedback questionnaire was analysed in order to measure the success of the subjective metrics (see Table 5.2 for list of subjective metrics).

### 5.6 Experimental Data Analysis

The data gathered from the participant interactions in experiment 1 and 2 was collated, and analysed in order to explore the findings. The data was analysed using the software SPSS and Microsoft Excel. The analysed data was used to highlight weaknesses and areas for improvement within the system.

### 5.7 Data Normality Testing

A normality test was used to determine whether the data has been drawn from a normally distributed population (Moore et al., 2012). It is important to test the normality of the data to choose the right test. If the data is normal distribution, a parametric test will be used. If the data is not normal distribution, a non-parametric test will be used. Tests of normality can be done by using Kolmogorov-Smirnov test for a sample size greater than 50 or Shapiro-Wilk test if sample size is smaller than 50 (Moore et al., 2012). In order to know whether the data is normal distribution or not, the significant values greater than 0.05 indicates that sample scores are similar to a normal distribution. Appendix F shows the histograms for the questionnaire results and the pre-test and post-test scores along with the results of the normality test. The histograms and the Shapiro-Wilk test shows that the data is not normally distributed. Therefore, non-parametric tests will be used to analyse the data.

#### 5.7.1 Wilcoxon Signed Ranks Test

The Wilcoxon Signed Ranks Test (Moore et al., 2012) is an alternative to the parametric test (paired dependent t-test) - to compare two sets of scores that come
from the same participant. In the first experiment, the pre-test and post-test scores were taken from the same participant. It assesses whether the mean ranks for the two scores differ significantly. The two outputs that must be interested in are the Z value and the associated significance levels (must be less than P-Value = 0.05), presented as Asymp. Sig. (2-tailed). If there is a statistically significant difference between the groups, the direction of the difference must be presented by describing which group is higher from the Ranks table under the column Mean Rank. However, it is very important to provide an effect size statistic with the results even if the P-Value was significant. Effect size statistics is defined as “information about the magnitude and direction of the difference between two groups or the relationship between two variables” (Durlak, 2009). The Effect size will be measure according to (Cohen, 1988) criteria of 0.1 = small effect, 0.3 = medium effect, 0.5 = large effect. In Wilcoxon test, the value of Z can be used to calculate an approximate value of effect size (r).

\[ r = \frac{Z}{\text{square root of } N} \text{ where } N = \text{total number of cases}. \]

**Equation 2: effect size calculation (Moore et al., 2012)**

### 5.7.2 Mann-Whitney U test

Mann-Whitney U is used to test for differences between two independent groups on a continuous measure (Moore et al., 2012). This technique is used as an alternative to the t-test for independent samples. It is a non-parametric test to compare the medians of the two groups instead of comparing the means of the two groups, as in the case of the t-test. Mann-Whitney U test converts the scores on the continuous variable to ranks, across the two groups to evaluate whether the ranks for the two groups differ significantly. As same as Wilcoxon test, the two main outputs that must be interested in are the Z value (to calculate the effect size) and the associated significance levels (P-Value must be less than 0.05), presented as Asymp. Sig. (2-tailed). The effect size is calculated using the same equation (Equation 2).

### 5.7.3 Chi-Square Test of Independence

This test is used to explore the relationship between two categorical variables. Each of these variables can have two or more categories. In this test, the observed frequencies of cases that occur in each of the categories, are compared with the values that would be expected. Three tables will be created from this test, (1) a cross
tabulation table, which shows the cases classified according to the categories in each variable. The cross tabulation table illustrate the percentage between the categories in each variable. (2) Chi-square table, which has the main value Asymp. Sig. (2-sided), which shows the P-Value (the significant level). (3) Symmetric Measures table, which used to find out the effect size ($r$) that is available in this table in the variable phi coefficient. In this experiment, the Chi- Square test was used in some of the questionnaire’s questions to explore if there is a relationship between the user’s perception and the VAK learning style.

5.8 Experiment 1: results and discussion

The aim of this experiment is to answer two questions related to Hypothesis A, which are:

\textit{Question1}: Can LANA-I which embeds the learning Style VAK help a student to improve their learning?

\textit{Question2}: Can LANA-I deliver personalised adaptation of a tutorial to the student’s learning style successfully?

The experiment is based on the subjective and objective metrics outlined in section 5.3. The data was gathered from the user feedback questionnaire and the pre-test and post-test scores with and without adapting to the VAK learning Style.

The learning gain was measured using a pre-test and post-test approach (Kelly and Tangney, 2006; Graesser et al., 2005; Lee et al., 2006) (chapter 2, section 2.8.3). The same test questions were completed before and after the tutoring conversation. The test scores were compared to establish whether there is any improvement as follows:

\[ \text{Learning gain} = \text{post-test score} - \text{pre-test score}. \]

\textit{Equation 3: Learning gain}

Tables 5.4 and 5.5 show the pre-test, post-test, and the learning gain with and without adapting to the VAK learning style.
Table 5.4: Pre-test and Post-test scores in Control Group

<table>
<thead>
<tr>
<th>Participant</th>
<th>Control Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-test (out of 10)</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>The Mean</td>
<td>5.4</td>
</tr>
</tbody>
</table>

Table 5.5: Pre-test and Post-test scores in Experimental Group

<table>
<thead>
<tr>
<th>Participants</th>
<th>Experimental Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Learning Style</td>
</tr>
<tr>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
</tr>
<tr>
<td>4</td>
<td>A</td>
</tr>
<tr>
<td>5</td>
<td>K</td>
</tr>
<tr>
<td>6</td>
<td>K</td>
</tr>
<tr>
<td>7</td>
<td>K</td>
</tr>
<tr>
<td>8</td>
<td>K</td>
</tr>
<tr>
<td>9</td>
<td>V</td>
</tr>
<tr>
<td>10</td>
<td>V</td>
</tr>
<tr>
<td>11</td>
<td>V</td>
</tr>
<tr>
<td>12</td>
<td>V</td>
</tr>
<tr>
<td>The Mean</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Table 5.6 and Table 5.7 show the results of Wilcoxon Signed Ranks test carried out to determine if there was any difference between the pre-test and post-test scores in the Control Group.

Table 5.6: The difference between the mean of the pre-test and post-test scores in the Control Group

<table>
<thead>
<tr>
<th>Descriptive Statistics</th>
<th>Percentiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Mean</td>
</tr>
<tr>
<td>----</td>
<td>------</td>
</tr>
<tr>
<td>post_test</td>
<td>12</td>
</tr>
<tr>
<td>pre_test</td>
<td>12</td>
</tr>
</tbody>
</table>
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Table 5.7: The P Value between the means from Table 5.6

<table>
<thead>
<tr>
<th>Test Statistics*</th>
<th>pre_test - post_test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>-2.971b</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.003</td>
</tr>
</tbody>
</table>

a. Wilcoxon Signed Ranks Test
b. Based on positive ranks.

When comparing the mean ranks in Table 5.6 of the two scores, the post-test scores was ranked higher, which means that the students performed well in the post-test in the control group. As Table 5.7 shows p-values less than 0.01 (p = .003), which implies that the students performed significantly better in the post-test. The effect size (r) is calculated using the (Equation 2) and found that r = 0.6 indicating a large effect size using (Cohen, 1988) criteria.

Table 5.8 and Table 5.9 show the results of Wilcoxon Signed Ranks test carried out to determine if there was any difference between the pre-test and post-test scores in the Experimental Group.

Table 5.8: The difference between the mean of the pre-test and post-test scores in the Experimental Group

<table>
<thead>
<tr>
<th>Descriptive Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>post_testVAK</td>
</tr>
<tr>
<td>pre_testVAK</td>
</tr>
</tbody>
</table>

Table 5.9: The P Value between the means from Table 5.8

<table>
<thead>
<tr>
<th>Test Statisticsa</th>
<th>pre_testVAK - post_testVAK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>-3.108b</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.002</td>
</tr>
</tbody>
</table>

a. Wilcoxon Signed Ranks Test
b. Based on positive ranks.
The results from Table 5.8 and Table 5.9 show that there is a statistically significant difference between the pre-test and post-test scores with p-values less than 0.01 (p = .002) and the mean value in the post-test is greater than the mean in the pre-test. The effect size (r) is calculated using the (Equation 2) and found that r = 0.6 indicating a large effect size using (Cohen, 1988) criteria. It can be concluded that there is a statistically significant difference between the pre-test and post-test scores in the Experimental Group.

Table 5.10 illustrates the results of the Mann-Whitney U test conducted in order to measure whether there was a statistically significant difference between the learning gain between the two groups (Control Group: without using VAK, Experimental Group: with using VAK).

<table>
<thead>
<tr>
<th>Test Statisticsa</th>
<th>Learning gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>36.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>114.000</td>
</tr>
<tr>
<td>Z</td>
<td>-2.173</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.030</td>
</tr>
<tr>
<td>Exact Sig. [2*(1-tailed Sig.)]</td>
<td>.039b</td>
</tr>
</tbody>
</table>

Table 5.10 shows that there is a difference in the mean value between the Control Group learning gain and Experimental Group learning gain. The results show that the Experimental Group learning gain were improved more than the Control Group. The learning gain mean ranks in each case are Control Group (M= 9.50) and Experimental Group (M= 15.50). The learning gain between Control Group and Experimental Group is statistically significant different as the p-value is less than 0.05 (P= .03). The effect size (r) is calculated using the (Equation 2) and found that r = 0.4 indicating a medium to large effect size using (Cohen, 1988) criteria. It can be concluded that there is a statistically significant improvement in the learning gain in the Experimental Group comparing to the Control Group.
Relative learning gain was also measured in this experiment. Relative learning gain is a measure that calculates the average improvement in test scores as a percentage of the possible improvement (Latham et al., 2014). This measure additionally takes into account the opportunity for improvement. Average test score improvements were calculated and compared using the following formula:

\[
\text{Relative learning gain} = \frac{(\text{PostTest} - \text{PreTest})}{(\text{TotalPossibleScore} - \text{PreTest})}
\]

**Equation 4: Relative Learning Gain (Latham et al., 2014)**

For example, if a student gets 8/10 in pre-test and only improves by 1, this is different to another getting 3/10 in pre-test and only improving by 1 – improvement is 50% in first case but only 14.2% in the second case.

Table 5.11 illustrates the results of the Mann-Whitney U test conducted in order to measure the relative learning gain between Control Group and Experimental Group.

<table>
<thead>
<tr>
<th>Relative Learning gain</th>
<th>Group</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>12</td>
<td>9.04</td>
<td>108.50</td>
</tr>
<tr>
<td></td>
<td>Experimental</td>
<td>12</td>
<td>15.96</td>
<td>191.50</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>24</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Test Statistics**

<table>
<thead>
<tr>
<th>Relative Learning gain</th>
<th>Mann-Whitney U</th>
<th>Wilcoxon W</th>
<th>Z</th>
<th>(\text{Asymp. Sig. (2-tailed)})</th>
<th>Exact Sig. [2*(1-tailed Sig.)]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30.500</td>
<td>108.50</td>
<td>-2.428</td>
<td>.015</td>
<td>.014b</td>
</tr>
<tr>
<td>a. Grouping Variable: VAK</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| b. Not corrected for ties.

Table 5.11 shows that there is a difference in the mean value between Control Group and Experimental Group. The average improvement in test scores in the Experimental Group were improved more than the Control Group. The ranks in each case are: Control Group (\(M= 9.04\)) and Experimental Group (\(M= 15.96\)). The relative learning gain between the Control Group and the Experimental Group is statistically significant different, p-value less than 0.05 (\(P= .015\)). The effect size (\(r\)) is calculated using the (Equation 2) and found that \(r = 0.5\) indicating a large effect size using (Cohen, 1988) criteria. It can be concluded that the average improvement in test scores in the Experimental Group is statistically significant better than the Control Group.
This result highlights that the participants performed better when they are adapting to their preferred VAK learning style. It can therefore be concluded that there is statistically a significant difference between the pre-test and post-test scores with and without adapting to VAK learning style, indicating that HA1 can be accepted.

Another test was conducted to find out whether there was a significant difference in the scores for participants’ perception of remembering what they have learned from LANA-I. This was conducted between the Control Group (learning without adapting to VAK learning style) and the Experimental Group (learning with adapting to VAK learning style). The data was gathered from the user feedback questionnaire (Question 3: I think I remember what LANA has taught me in the tutorial). The results illustrated in Table 5.12 indicated that participants who learned by adapting to their VAK learning style (Experimental Group) were much happier with remembering what they have learned from LANA-I (91.7%) than participants who learned without adaptation to VAK learning style (50%) (Control Group). This result indicates that HA1 can be accepted.

Table 5.12: Crosstab * VAK - Question 3 (I think I remember what LANA has taught me in the tutorial)

<table>
<thead>
<tr>
<th>I think I remember what LANA has taught me in the tutorial</th>
<th>VAK</th>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With</td>
<td>Without</td>
<td></td>
</tr>
<tr>
<td>Happy</td>
<td>11</td>
<td>6</td>
<td>17</td>
</tr>
<tr>
<td>% within VAK</td>
<td>91.7%</td>
<td>50.0%</td>
<td>70.8%</td>
</tr>
<tr>
<td>Normal</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>% within VAK</td>
<td>8.3%</td>
<td>50.0%</td>
<td>29.2%</td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>% within VAK</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 5.13 shows the Chi-Square Tests for (Question 3: I think I remember what LANA has taught me in the tutorial) with and without adapting to VAK learning style. There is a statistically significant difference in answering this question, p = .025 (less than .05), Table 5.14 shows the effect size in this test, Phi = 0.45 ≈ 0.5 indicating a medium to large effect size using (Cohen, 1988) criteria, meaning that HA1 can be accepted.

<table>
<thead>
<tr>
<th>Table 5.13: Chi-Square Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>df</td>
</tr>
</tbody>
</table>

a. 2 cells (50.0%) have expected count less than 5. The minimum expected count is 3.50.
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Table 5.14: Testing the effect size

<table>
<thead>
<tr>
<th>Symmetric Measures</th>
<th>Value</th>
<th>Approx. Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal by Nominal</td>
<td>Phi</td>
<td>.458</td>
</tr>
<tr>
<td></td>
<td>Cramer’s V</td>
<td>.458</td>
</tr>
<tr>
<td>N of Valid Cases</td>
<td></td>
<td>24</td>
</tr>
</tbody>
</table>

Further tests have been carried out to find out whether there was a significant difference in the scores for participant’s satisfaction with adapting the tutorial to the VAK learning style. The data was gathered from the user feedback questionnaire (Question 4: I think I can learn better with adapting to my learning style (Visual – Auditory -Kinaesthetic). The results illustrated in Table 5.15 that participants are happy with (83.3%), indicating that HA1 can be accepted.

Table 5.15: Crosstab * using VAK - Question 4 (I think I can learn better with adapting to my learning style)

<table>
<thead>
<tr>
<th>VAK With</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happy</td>
<td>Count</td>
</tr>
<tr>
<td></td>
<td>% within VAK</td>
</tr>
<tr>
<td>Happy</td>
<td>10</td>
</tr>
<tr>
<td>Normal</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 5.16 shows the results of Wilcoxon Signed Ranks test conducted to test the students’ performance between the three learning styles (V: Visual learning style, A: Auditory learning style, K: kinaesthetic learning style).

Table 5.16: The differences between the mean ranks between the three learning styles (V: visual, A: auditory, K: kinaesthetic)

<table>
<thead>
<tr>
<th>Descriptive Statistics</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Percentiles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25th</td>
</tr>
<tr>
<td>pre_testA</td>
<td>4</td>
<td>4.7500</td>
<td>.50000</td>
<td>4.00</td>
<td>5.00</td>
<td>4.2500</td>
</tr>
<tr>
<td>pre_testV</td>
<td>4</td>
<td>5.5000</td>
<td>1.00000</td>
<td>4.00</td>
<td>6.00</td>
<td>4.5000</td>
</tr>
<tr>
<td>pre_testK</td>
<td>4</td>
<td>5.7500</td>
<td>.50000</td>
<td>5.00</td>
<td>6.00</td>
<td>5.2500</td>
</tr>
<tr>
<td>post_testA</td>
<td>4</td>
<td>7.2500</td>
<td>.50000</td>
<td>7.00</td>
<td>8.00</td>
<td>7.0000</td>
</tr>
<tr>
<td>post_testV</td>
<td>4</td>
<td>9.2500</td>
<td>.95743</td>
<td>8.00</td>
<td>10.00</td>
<td>8.2500</td>
</tr>
<tr>
<td>post_testK</td>
<td>4</td>
<td>10.0000</td>
<td>.00000</td>
<td>10.00</td>
<td>10.00</td>
<td>10.0000</td>
</tr>
</tbody>
</table>
Each of the three learning styles has differences between the means (the pre-test and post-test scores). The mean of the post-test scores are higher for all the learning style (V, A, and K) than the pre-test scores which means that the students performed well in the post test after adapting to their learning style. However, Table 5.17 shows that there is not a statistically significant difference between the pre-test and post-test scores for each learning style and this is because of the small sample size.

<table>
<thead>
<tr>
<th>Test Statisticsa</th>
<th>post_testA - pre_testA</th>
<th>post_testV - pre_testV</th>
<th>post_testK - pre_testK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>-1.857</td>
<td>-1.890</td>
<td>-1.890</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.063</td>
<td>.059</td>
<td>.059</td>
</tr>
</tbody>
</table>

a. Wilcoxon Signed Ranks Test

5.9 Experiment 2: results and discussion

This experiment was conducted to answer two questions related to Hypothesis B, which are:

*Question 1: Are the participants satisfied with the usability of LANA-I?*

*Question 2: Is the Arabic Conversational Agent used within LANA-I robust?*

The experiment is based on the subjective and objectives matrices outlined in section 5.3. The data was gathered from the LANA-I log file and the user feedback questionnaire. An example translated transcript is illustrated in Table 5.18. The participant in the example was given the tutorial that is adapted to Kinaesthetic learning style.

<table>
<thead>
<tr>
<th></th>
<th>English translation</th>
<th>Arabic Utterance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LANA Welcome to LANA, the tutoring system. The solar system is the system, which comprising the sun and the objects that orbit it. Look at solar system model. Tell me what objects that exist in the solar system?</td>
<td>مرحبًا بك في برنامج لانا التعليمي. النظام الشمسي هو النظام الذي يضم الشمس ومجموعة من الأجرام التي تدور حولها. انظر إلى نموذج النظام الشمسي أمامك. أذكر لي ما يتكون؟</td>
</tr>
<tr>
<td>2</td>
<td>User The stars and the planets</td>
<td>النجوم والكواكب</td>
</tr>
</tbody>
</table>
| 3 | LANA Well done, look at the solar system model, the solar system contains many objects such as the earth, moon and planets. | احسنت يا بارك الله فيك. انظر إلى نموذج النظام الشمسي أمامك. يتكون النظام الشمسي من مجموعة أجرام مثل الأرض والقمر والكواكب. تتحرك الأجرام حول الشمس في مسار يسمى المدار. تدور الأرض حول الشمس وتدور حول }
<table>
<thead>
<tr>
<th>User</th>
<th>24 Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>24 Hours</td>
</tr>
<tr>
<td>5</td>
<td><strong>Well done</strong>, the earth takes 24 hours to rotate around its axis. What is the result from this rotation?</td>
</tr>
<tr>
<td>6</td>
<td><strong>Day and night</strong></td>
</tr>
<tr>
<td>7</td>
<td><strong>Well done</strong>, Using the earth model and the light, turn on the light and face it to the earth model (the light here is as the model of the sun). Now you will see that the half of the earth is shine and the half is dark. The sun has many benefits; one of them is to know the time during the day. how we can use the sun to know the time?</td>
</tr>
<tr>
<td>8</td>
<td><strong>The Shadow</strong></td>
</tr>
<tr>
<td>9</td>
<td><strong>Well done</strong>, Use the light and a pen to create a shadow. A shadow is a space where light from a light source is blocked by an opaque object. Now we will learn how to use shadow to know the time during the daytime: the length of the shadow is changed depends on to the changing of the sun. The shadow's length is long on the morning, shortest on the afternoon, then the length is increased in the other side in until the sunset. The earth rotates around the sun. what the result of this rotation?</td>
</tr>
<tr>
<td>10</td>
<td><strong>Four seasons</strong></td>
</tr>
<tr>
<td>11</td>
<td><strong>Well done</strong>, Use the solar system model and orbit the earth around the sun. the earth rotates around the sun every year and this cause the four seasons. How long the earth takes to complete the rotation around the sun?</td>
</tr>
<tr>
<td>12</td>
<td>365 days</td>
</tr>
<tr>
<td>13</td>
<td><strong>Well done</strong>, the earth takes 365 days to complete one rotation around the sun. Look at the earth model, you will see a small object, this is the moon. The moon is the nearest object to the earth but it is different from the earth in many ways. What are the differences between the earth and the moon?</td>
</tr>
<tr>
<td>14</td>
<td>The moon does not have plants or oxygen.</td>
</tr>
<tr>
<td>15</td>
<td><strong>Well done</strong>, the moon doesn't have atmosphere and water whereas the earth has.</td>
</tr>
<tr>
<td>User</td>
<td>LANA</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Although the moon can appear a very bright white, its surface is actually dark. So from where the moon reflects the light?</td>
<td>Although the moon appears very bright white, its surface is actually dark. So from where does the light come that reflects on the moon?</td>
</tr>
<tr>
<td>The sun</td>
<td>The sun</td>
</tr>
<tr>
<td>Well done, the moon reflects the sun light, we see the moon in different shapes during the month. What is the reason for that?</td>
<td>Well done, the moon reflects the sun light. We see the moon in different shapes during the month. What is the reason for that?</td>
</tr>
<tr>
<td>one month</td>
<td>one month</td>
</tr>
<tr>
<td>The bright part in the moon is changing during the moon’s rotation around the earth and this changing is called moon’s phases. How many phases does the moon have?</td>
<td>The bright part in the moon is changing during the moon’s rotation around the earth and this changing is called moon’s phases. How many phases does the moon have?</td>
</tr>
<tr>
<td>eight</td>
<td>eight</td>
</tr>
<tr>
<td>Thanks for the trying, the answer is eclipses. Eclipses can only occur when the Sun, Earth, and Moon are all in a straight line. So watch how the eclipse occurs. Solar eclipses occur at new moon, when the Moon is between the Sun and Earth. Using the earth model place the moon between the light and the earth. In contrast, lunar eclipses occur at full moon, when Earth is between the Sun and Moon. Using the earth model place the earth between the light and the earth.</td>
<td>Thanks for the trying, the answer is eclipses. Eclipses can only occur when the Sun, Earth, and Moon are all in a straight line. So watch how the eclipse occurs. Solar eclipses occur at new moon, when the Moon is between the Sun and Earth. Using the earth model place the moon between the light and the earth. In contrast, lunar eclipses occur at full moon, when Earth is between the Sun and Moon. Using the earth model place the earth between the light and the earth.</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Table 5.18 illustrated how the tutorial was given to the participants when their preferred learning style was kinaesthetic. The blue sentences (also in Italic) are the system feedback based on the participant’s answer. The red sentences give instructions to the participant to interact with the models (the solar system model and the earth model). Figure 12 shows a picture of the models given to the participants.</td>
<td>Table 5.18 illustrated how the tutorial was given to the participants when their preferred learning style was kinaesthetic. The blue sentences (also in Italic) are the system feedback based on the participant’s answer. The red sentences give instructions to the participant to interact with the models (the solar system model and the earth model). Figure 12 shows a picture of the models given to the participants.</td>
</tr>
</tbody>
</table>
The example conversation also demonstrates the LANA-I engine and how it was able to recognise that utterance 14 from Table 5.18:

القمر ليس له غلاف جوي لذلك يختلف عن الأرض (The moon does not have atmosphere so it is different from the earth) was a variation of the scripted pattern: يختلف القمر عن الأرض بأن ليس له غلاف جوي (The moon is different from the earth that it does not have an atmosphere) and correctly respond to the user. The results of the log file analysis from LANA-I is illustrated in Table 5.19.

### Table 5.19: Data analysis from the log file

<table>
<thead>
<tr>
<th>METRIC</th>
<th>CONVERSATION ANALYSIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of conversations</td>
<td>24</td>
</tr>
<tr>
<td>Total number of utterances in all conversations</td>
<td>313</td>
</tr>
<tr>
<td>Average number of words per user utterance</td>
<td>3.1</td>
</tr>
<tr>
<td>Average number of utterances per conversation</td>
<td>13</td>
</tr>
<tr>
<td>Number of correct response from LANA</td>
<td>89.8%</td>
</tr>
<tr>
<td>Number of incorrect response from LANA</td>
<td>10.2%</td>
</tr>
<tr>
<td>Number of unrecognized utterances</td>
<td>38%</td>
</tr>
<tr>
<td>Number of utterances using Similarity Strength</td>
<td>57.18%</td>
</tr>
<tr>
<td>Number of rules fired</td>
<td>170</td>
</tr>
<tr>
<td>Average conversation duration (mins)</td>
<td>11.5</td>
</tr>
<tr>
<td>Percentage of conversations leading to goal</td>
<td>95.8%</td>
</tr>
</tbody>
</table>

In addition, the frequency analysis of the questionnaire results illustrated in Table 5.20 shows that all participants (N=24) satisfied with the usability of LANA-I. The results indicated that the majority (79.16%) of the participants felt that learning using (LANAI) is better than learning from the teacher in the class, meaning that HB₁ can be accepted.
An additional finding from the results indicated that the majority (91.6%) of the participants said that they would use LANA-I again with other lessons, however less than half of the participant felt that talking with LANA-I was like as talking with their friend.

5.10 Discussion

The results illustrated from the first experiment that there was statistically significant difference (as shown in Table 5.10) between the user’s learning gain with and without adapting to VAK learning style. The mean rank of the differences between the pre-test and post-test scores in each case are without adapting to the VAK (M= 9.50) and with adapting to the VAK (M= 15.50). The P-value of the mean’s variation between the two groups is 0.03 (less than 0.05). In terms of the relative learning gain, the results indicated that there was statistically significant difference (as shown in table 5.11) between the user’s relative learning gain with and without adapting to VAK learning style, p-value less than 0.05 (P=.015). This means that the users performed better when the tutorial is adapted to their preferred VAK learning style. In addition, the users who learned by adapting to VAK model were much happier with remembering what they have learned from LANA-I (91.7%) than users who learned without adapting to VAK model (50%). These results indicated that LANA-I can be adapted to the user’s learning style and enhance their learning. However, the results show in Table 5.16 that users with Auditory learning style have not performed well compared with Kinaesthetic and Visual learning style users. This could be addressed by adding more audio materials in the system. Based on these findings HA1 can be accepted in all (3 out of 3) metrics (Table 5.2 and table 5.3).
The results in Table 5.19 reveal that in general LANA-I performed well as an Arabic CA based on the number of correct and incorrect responses. The results show from the total conversations there were 281 correct responses (about 89.8% from the total utterances) and 32 incorrect responses (about 10.2% from the total utterances). Moreover, from the conversations that did reach the end of the tutorial, the majority 95.8% of them reached the end, meaning the user stayed with the tutorial and did not interrupt the conversation before the end of the tutorial. It could be concluded from these results that the users did enjoy using LANA-I as a tutoring system, this also reflected in the opinion of the participants in the end user questionnaire (Table 5.20) who thought that LANA-I was enjoyable (100%) and a majority stated they would use the system again (91.6%).

An additional insight provided from these results was that the LANA-I engine is allowing the reduction of scripted patterns. The results illustrated that (57.18%) of all the utterances input by the users were actually different from the scripted patterns and in this case the system used the Short Text Similarity algorithm (Cosine algorithm). The log file shows that 34 unique utterances relating to 15 different rules were correctly recognised and dealt with by the LANA-I algorithm by firing the appropriate rule. Based on these findings HB1 can be accepted as 10 out of 12 metrics tested were significant (Table 5.2 and Table 5.3).

However, the results show some of the weaknesses in LANA-I architecture, mainly the number of unrecognised utterances. LANA-I failed to recognise some utterances (38%) from the users. Upon further analysis of the log file it was found that some of these unrecognised utterances were due to:

- Spelling mistakes in users utterances. These mistakes are due to the phonological similarity of some of its alphabet characters that caused the engine to fail to recognise the sentence. This means that the strength of that utterance, was below the acceptable threshold set within LANA-I engine. For example, writing (اربعه) instead of (أربعة), which is the correct spelling. In this example, the two words have the same meaning but the first word has a common spelling mistake where each of the letters “ا” and “ة” has a different form in the two words.

- Word structure: some words have the same meaning but they are different because of the prefix and suffix. For example, the texts (الفصول الأربعة) and (اربع)
فصول (قصور) have the same meaning but they are different because of the prefix (ال) and the suffix (هـ).

- The other cause for the unrecognised utterances was due to gaps in the knowledge base, which can be easily addressed by expanding the knowledge base. However, further research is needed to overcome the spelling and word structure issues.

### 5.11 Chapter Summary

This chapter has outlined and detailed the experimental methodology that used to evaluate the LANA-I and illustrated the results to validate LANA-I architecture proposed in Chapter 4. Two experiments have been conducted using the sample of 24 neurotypical participants (aged 10-12 years old) and their first language is Arabic. The success of (LANA-I) was evaluated by measuring the success of two hypotheses:

- (LANA-I) using VAK learning style can be adapted to the student learning style.
- LANA CA is an effective Arabic CA.

The results from the experiments, using a combination of subjective and objective measures, show a significant evidence to support both of the hypotheses. However, further research is needed to overcome the weaknesses, which is detailed in the next chapter.

The main novel contributions in this chapter are:

- A new general evaluation framework has been developed and tested from the objective and subjective perspective.
- Evaluation of (LANA-I) through two empirical evaluation experiments which validate the architecture components and the VAK learning style model with neurotypical students in Arabic primary schools.
- A discussion of the four research questions and the main findings was:
  - Using VAK learning style with LANA-I improves the participants (neurotypical) learning.
  - LANA-I can be adapted to the user’s learning style and enhance their learning.
o LANA-I engine managed to reduce the number of scripted patterns by an average of 11% using the STS algorithm comparing to PM approach.

o LANA-I engine managed to respond correctly to the user by an average of 89%

o LANA-I is able to lead the user towards the goal of the tutorial, with 95.8% success of completing the tutorial.
Chapter 6 - LANA-II with Improved Architecture

6.1 Overview

This chapter aims to describe the development of the second prototype known as LANA-II which was designed in order to address the issues and the weaknesses based on the findings from the first evaluation (Chapter 5). The evaluation experiments revealed some positive results for the architecture and components of LANA-I, however, there were a number of areas highlighted that could be improved. The issues that were highlighted in the first evaluation were mainly due to grammatical features and the morphological nature of the Arabic language. Other issues that were identified were the need to further expand the knowledge base in order to increase the naturalness of the conversation.

The weaknesses that were made apparent through the end user evaluation and the log file are as follows:

- Arabic Language Features: Common spelling mistakes.
- Architecture Features: Cosine algorithm similarity calculation (Unrecognised words with prefix and suffix).
- Gaps in the knowledge base: Unrecognised utterances.

As well as addressing the weaknesses in the first prototype system, this chapter details the development of the TEACCH method (Section 6.5) that are used to educate autistic children and how this method could be effectively implemented into LANA-II.

The research and development decisions made in order to mitigate these weaknesses are as follows:

- Common spelling mistakes: To overcome the issue of common spelling mistakes and variations, a pre-processing feature was added to LANA-II architecture (see section 6.2).
- Cosine algorithm similarity calculation: The Cosine algorithm was improved in order to recognise and better deal with the words that have prefix, suffix or differences in the word composition (see section 6.3).
- Knowledge base expansion: The knowledge base was expanded in order for LANA-II to seem more natural during conversation. In addition, another
tutorial was added as well as general knowledge items were added to the database (see section 7.4).

- User Interface using TEACCH method: to make LANA-II suitable for Autistic children, TEACCH method was applied in the user interface (see section 7.5). These improved components are detailed in the subsequent sections of this chapter. Experiments in chapter 7 will assess whether these changes contribute to improve the effectiveness and accuracy of LANA-II engine.

6.2 Morphologic Pre-processing

As mentioned in the previous section, one of the issues that needed to be addressed is the common spelling variations and mistakes made by user. These mistakes are due to the phonological similarity of some of Arabic alphabet characters. In Arabic language, the letters change forms according to their position in the word (beginning, middle, end and separate). Some of these letters undergo a morphological modification in writing which does not influence the meaning of the word. For example, the letter "\v{a}" at the beginning of a word can take different forms: "\v{a}i", "i" or "\v{i}". A typical example is found in Arabic word (أربعة) instead of (اربعه), which is the correct spelling. In this example, the two words have the same meaning but the first word has a common spelling mistake where each of the letters "\v{a}" and "ة" has a different form in the two words. In order to overcome the problem of the variation in the representation of Arabic letters, pre-processing methods needed to be applied to the utterance before applying the similarity algorithm:

- Replacing "\v{a}", "i", "\v{i}" by \v{i}
- Replacing "ي", "ئ", "ىء" by \v{i} at the end of the words.
- Replacing "ة" by \v{a} at the end of the words.

The pre-processing method is applied by the controller (Chapter 4). The controller will be responsible for:

- Filtering the utterance to remove the special characters (i.e. $, &, *, !, ?, "", £, (, )
- Checking for rude words.
- Applying the pre-processing method.
6.3 Cosine similarity

Cosine similarity (Qian et al., 2004) was used in the LANA-I algorithm in order to calculate the string similarity between two texts. It determines the similarity between two pieces of text by representing each piece of text in the form of word vector. A word vector is a vector of length N where N is the number of different tokens in the text. The similarity is computed as the angle between the word-vectors for the two sentences in vector space. This means that the cosine compares the two text using the word level approach. For example, the texts (اضع فصول) and (اربع فصول) have the same meaning but they are different because of the prefix (ال) and the suffix (هـ). In this example, the similarity must be (1) but if the cosine algorithm is applied, the similarity results will be zero, which means there is no similarity between the two texts.

Therefore, in order to improve the similarity calculation, a novel algorithm was implemented. The cosine similarity was adjusted to use a character level approach. This means that each word will be compared with other word character by character after applying the Bi-gram method (Kondrak, 2005). The general process of the enhanced cosine algorithm is illustrated in the following steps for the two utterances t₁ and t₂:

\[ t₁: \text{الفصول الاربعه} \] (four seasons with the prefix (ال) and the suffix (هـ))

\[ t₂: \text{اربع فصول} \] (four seasons without the prefix and the suffix)

**Step 1:** Create Matrix[[[]] where the columns are the unique words from t₁ and t₂, and the rows are the words sequence of t₁ and t₂.

**Step 2:** Calculate the similarity between each word by applying the bi-gram method. It is difficult to compare the letters of the two words because some words have the same letters but different meaning. For example, the two words in English (rose, sore) or in Arabic (عنب, نبع) have identical letters but they are different in the meaning. In the bigram, each word is represented by a list of its constituent n-grams, where n is the number of adjacent characters in the substrings, n=2 in the bigram. Using the bigram list, similarity measures between pair of words are calculated based on cosine similarity approach. Table 6.1 shows an example of calculating the similarity of two utterances t₁ and t₂.
Table 6.1: Calculate the similarity between pair of words

Matrix $[][,] =$

<table>
<thead>
<tr>
<th>فصول (seasons without prefix)</th>
<th>اربع (four without prefix and suffix)</th>
<th>البيئة (ال (ال) and the suffix (هـ))</th>
<th>فصول (seasons with the prefix (ال))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.77</td>
<td>0</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0.71</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0.71</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.77</td>
</tr>
</tbody>
</table>

For example, the words 'فصل' and 'فصول' have the same meaning but they are different because the second word has the prefix 'ال'. If the cosine similarity is applied directly the similarity between these words will be zero. In the new algorithm, the bigram is applied first between the words, in this example the bigram will be:

Word 1: فص، صو، ول

Word 2: ال، نف، فص، صو، ول

Then the cosine similarity is applied between these words:

Union: ال، نف، فص، صو، ول

Vector 1: 1,1,1,0,0

Vector 2: 1,1,1,1,1

The cosine similarity is calculated using (Equation 1, Chapter 4), where $t_1$ is vector 1 and $t_2$ is vector 2. The similarity between the two words is 0.77. Table 6.1 shows the similarity measures between each two words after applying the bigram method and the cosine similarity.
Step 3: The last step here is to write the vector for each string when the similarity between the words is greater than 0.40:

\[
\begin{array}{cccc}
t_1 & 1 & 1 & 0.71 & 0.77 \\
t_2 & 0.77 & 0.71 & 1 & 1 \\
\end{array}
\]

Then the Cosine similarity measure is applied ((Equation 1, Chapter 4): \( \text{SIM}(t_1,t_2)=0.96 \). Table 6.2 shows a pseudo-code representation of the new similarity algorithm.

**Table 6.2: a pseudo-code representation of the new similarity algorithm.**

<table>
<thead>
<tr>
<th>String1= Words sequence of Pattern</th>
<th>String2= Words sequence of user’s Utterance</th>
<th>Union= all words (String1 AND String2)</th>
<th>Unique = Unique words (String1 AND String2)</th>
<th>Bigram_word= each word is represented by a list of its constituent n-grams, where n=2 character</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculate the similarity between pair of words</td>
<td>FOR EACH (Union) AND (Unique)</td>
<td>{</td>
<td>Bigram_word1= Bigram (Union)</td>
<td>Bigram_word2= Bigram (Unique)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>| Matrix [Union][Unique]= Cosine Similarity ((Bigram_word1), (Bigram_word2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>} | Calculate the String1 vector</td>
<td>FOR EACH (Unique) AND (String1)</td>
<td>{</td>
<td>IF (Matrix [String1][Unique] &gt;=0.40)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>String1_vectors =Matrix [String1][Unique]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ELSE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>String1_vectors =0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>} | Calculate the String2 vector</td>
<td>FOR EACH (Unique) AND (String2)</td>
<td>{</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IF (IF (Matrix [String2][Unique] &gt;=0.40)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
String2_vectors = Matrix [String2][Unique]
ELSE
String2_vectors = 0
}
COSINE SIMILARITY (String1_vectors, String2_vectors)
IF COSINE SIMILARITY >= 80 THEN
   Similarity = TRUE
ELSE
   Similarity = FALSE

The new LANA-II similarity algorithm explained above, solves the complex word order issue that comes with the Arabic language. It also significantly reduces the number of scripts that have to be scripted to deal with the issue of word order or word structure (adding the prefix or suffix). An example of this is illustrated in Table 6.3, where the scripted pattern will cover five different patterns.

Table 6.3: The number of scripts patterns for the pattern (Four seasons)

<table>
<thead>
<tr>
<th>Scripted pattern</th>
<th>الفصول</th>
</tr>
</thead>
<tbody>
<tr>
<td>الفصول (seasons without prefix)</td>
<td>الفصول</td>
</tr>
<tr>
<td>اربع (four without prefix and suffix)</td>
<td>اربع</td>
</tr>
<tr>
<td>اربع (four without prefix)</td>
<td>اربع</td>
</tr>
<tr>
<td>الفصول (seasons without prefix)</td>
<td>الفصول</td>
</tr>
<tr>
<td>الفصول (seasons with the prefix (ال) and the suffix (هـ))</td>
<td>الفصول</td>
</tr>
</tbody>
</table>

Table 6.4 shows the differences in the similarity scores between LANA-I and LANA-II similarity algorithm. As shown in the table, it is noticed that LANA-II performed better when the two strings are different because of the word structure such as the prefix (line 1) and spelling mistakes such as duplicate the letter (line 7). In addition,
 Lana-II performed better when there are differences in the word composition such as the words ‘اختلاف’ (difference, differ) noun and verb (line 2).

**Table 6.4: Comparison of the similarity algorithm scores between LANA-I and LANA-II**

<table>
<thead>
<tr>
<th>Line number</th>
<th>Reason</th>
<th>LANA-I</th>
<th>LANA-II</th>
<th>Utterance</th>
<th>Pattern</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Prefix and suffix</td>
<td>0</td>
<td>0.98</td>
<td>الفصول *</td>
<td>الريه</td>
<td>الدور الأرض حول الشمس كل سنة ما هي نتيجة هذا الدوران؟</td>
</tr>
<tr>
<td>2</td>
<td>Word composition and prefix</td>
<td>0</td>
<td>0.90</td>
<td>اختلاف الصور السنة</td>
<td>اختلاف الصور السنة</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>prefix</td>
<td>0.23</td>
<td>0.89</td>
<td>ليس لقصر ع/games</td>
<td>الجو</td>
<td>ليل هو أقرب الأجرام الفضاء إلى الأرض ما هو وجه الهدف عن الأرض؟</td>
</tr>
<tr>
<td>4</td>
<td>Word composition and prefix</td>
<td>0.50</td>
<td>0.91</td>
<td>يختلف بعدم وجود هواء</td>
<td>وجود هواء</td>
<td>ما هو الفصل المقدم في الفصول الأربعة؟</td>
</tr>
<tr>
<td>5</td>
<td>prefix</td>
<td>0.55</td>
<td>0.82</td>
<td>لا يوجد غاز</td>
<td>الأكسجين</td>
<td>ما هو وجه الهدف عن الأرض؟</td>
</tr>
<tr>
<td>6</td>
<td>prefix</td>
<td>0</td>
<td>0.92</td>
<td>ليل والنهار</td>
<td>الليل والنهار</td>
<td>تستغرق الأرض 24 ساعة أي يوم كامل ما ينتج عن هذا الدوران؟</td>
</tr>
<tr>
<td>7</td>
<td>Duplicate the letter</td>
<td>0.52</td>
<td>1</td>
<td>الكواكب</td>
<td>الكواكب</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>prefix</td>
<td>0</td>
<td>0.98</td>
<td>الكواكب</td>
<td>الكواكب</td>
<td></td>
</tr>
</tbody>
</table>

**6.4 Knowledge base expansion**

The knowledge base was expanded to address the finding from the end user questionnaire and the log file. The participants expressed that the naturalness in LANA-I conversation is low. In addition, the results from the LANA-I evaluation (Chapter 5) found that there are 38% unrecognised utterances. This means there are some utterances that LANA-I could not recognise because of the gap in the general and tutorial knowledge base. Therefore, the knowledge base was expanded to make LANA-II more natural in term of conversation.

The domain specific knowledge was increased by adding new contexts. This process involved further interviews with three primary school teachers in Saudi Arabia, who teach the science subject (see Appendix G for interview questions). The result of the interviews recommended to expand the knowledge base to include another tutorial related to the science topics. In addition, the first tutorial was expanded by adding new patterns. All unrecognised utterances resulting from weakness in the knowledge base from the LANA-I evaluation were added as new patterns to the knowledge base. Furthermore, the general topics of the knowledge base was expanded to include more topics and patterns such as greeting, weather and sport.
6.4.1 Tutorial 2: Electrical circuit and the magnetism

A new tutorial was added in LANA-II. After it was designed and approved by the teachers from Saudi Arabia, the tutorial questions were mapped to the VAK learning style model. The pictures and the video clips that are used for the visual learner, were provided from the Saudi Ministry of education website (Education, 2017). All these materials were evaluated and approved by the Primary school teachers in Saudi Arabia. Table 6.5 shows how the tutorial questions for the second topic are mapped to the learning style model VAK. Figure 6.1 shows the models that are used with the Kinaesthetic learning style.

Table 6.5: The second Tutorial

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Question 1: Electricity is a big impact in our lives; we use it to the light of the lamp. Electricity is generated from electric charges, which are very small and cannot be seen. Electric charges are divided into two types: negative charges and positive charges. When a charged object comes near to another object, they will either attract or repel each other. What happens when similar charges converge (positive or negative)?</td>
<td>V: video</td>
<td>A: Audio</td>
<td>K: Electrical circuit.</td>
</tr>
<tr>
<td>Question 2: If we rub the balloon on the woolly object and then hold the balloon up on the wall. What will happen?</td>
<td>V: Picture</td>
<td>A: Audio</td>
<td>K: Electrical circuit.</td>
</tr>
<tr>
<td>Question 3: Electrical charges can be passed through some materials to be power supply. The power supply only works in a closed path. What is the name of this path?</td>
<td>V: Picture</td>
<td>A: Audio</td>
<td>K: Electrical circuit.</td>
</tr>
<tr>
<td>Question 5: The power is applied when the circuit is closed which means it is connected. How can we control the flow of electricity in the circuit to switch on or off the lamp?</td>
<td>V: video</td>
<td>A: Audio</td>
<td>K: Electrical circuit.</td>
</tr>
<tr>
<td>Question 6: Magnet is a material used to attract certain objects. Do you know what objects are attracted by the magnet?</td>
<td>V: Picture</td>
<td>A: Audio</td>
<td>K: Magnet.</td>
</tr>
<tr>
<td>Question 7: Magnet can pull or push some objects without touching it, because there is an area around the magnet showing the effect of its power. What is this area called?</td>
<td>V: Picture</td>
<td>A: Audio</td>
<td>K: Magnet.</td>
</tr>
<tr>
<td>Question 9: What happens when we if you bring two north poles together, or two south poles together in two magnates?</td>
<td>V: video</td>
<td>A: Audio</td>
<td>K: Magnet.</td>
</tr>
</tbody>
</table>
Each question in the tutorial is mapped to Visual learning style through pictures and videos, Auditory learning style through audios, Kinaesthetic learning style through models and instructions.

![Figure 6.1: The models that are used with the Kinaesthetic learning style.](image)

### 6.5 Mapping TEACCH method to the tutorial

TEACCH (the Treatment and Education of Autistic and related Communication handicapped Children) (Mesibov et al., 2003) is an education programs approach for people with ASD. This approach is developed by Eric Schopler (Schopler and Reichler, 1972) at the University of North Carolina in 1972. TEACCH is based on Structured Teaching technique for autistic students. This program is used in UK schools since 1990 then the National Autistic Society start collaboration with the Division TEACCH.

The aim of structured teaching is to enhance the teaching methods and the environment by considering the cognitive ability, needs and interest of the autistic students. In addition, the structured teaching aims to organize the classroom and to make the teaching methods and style friendly for autism. It is reported that pupils with ASD who used this approach, become calmer, and can work productively and independently for longer periods of time. Many advantages could be gain from using the Structured Teaching, as a method of delivering the curriculum. Such as, enhancing and facilitating the teaching and learning process. In addition, it can improve access to the curriculum for many pupils with ASD (Mesibov et al., 2003). TEACCH has four main components: physical structure, daily schedules, work system, and visual cues and instruction.
6.5.1 Physical Structure

The Physical structure is to arrange the materials, furniture and general surrounding in order to enhance the environment. In LANA-II, the physical structure is applied by enhancing the Graphics User Interface (GUI) making the screen less complicated as possible by adding only relevant material that is mandatory for that page. In addition, the colours were chosen to be suitable to the autistic students by using soft and mild colours (Pavlov, 2014).

6.5.2 Work System

This work system aims to organise the teaching activity by explaining the activity, the required time to finish this activity, undertake evaluation the student’s progress and what will they gain after completing the activity. In LANA-II, the character LANA will provide the student an explanation of each interface. For example, the character LANA in Figure 6.2 explained the pre-test and why and how to do it.

Figure 6.2: applying the work system approach of TEACCH method

6.5.3 Daily Schedule

This provides all activities and their order, which will be conducted during the day. This helps the autistic students to understand clearly, what they have to do and give a predictable environment as they need (Mesibov, 2018). In LANA-II, an activity timeline in each interface is added that shows the current activity (Figure 6.3 and Figure 6.4).
6.5.4 Visual Cues and Instruction

Visual structure is used to clarify the tasks; it provides the pupil with ASD with information on how to complete the task. It is reported that the visual skills is usually strong in autistic pupils (Banire et al., 2015; O’Connell et al., 2013; Snyder et al., 2012). Visual information can be very helpful in developing understanding for pupil with ASD. Visual information has three kinds, which are utilised within LANA-II. The first type is the visual clarity, which engages the autistic pupil attention to important information. In LANA-II the conversation is coloured in which the red
colour is the question, the black colour is the user utterance, and the blue colour is the instruction (see Figure 6.5).

Figure 6.5: Visual instruction approach of the TEACCH method.

The second type is the visual organisation, which is the way to organise the tasks to allow the pupil with ASD focus on the task and complete it. In LANA-II, the using of the activity timeline (Figure 6.3, Figure 6.4, and Figure 6.5) helped to organise the tasks and helped the pupil with ASD to complete the whole tutorial.

The third type is the visual instruction, which are written cues that gives the pupils with ASD information on what is the next task and how to complete it. In LANA-II, the instruction interface is used before each activity in order to give the pupil information about the next task (see Figure 6.2).

6.6 Updated Architecture Diagram

Figure 6.6 illustrates the updated architecture from the LANA-I architecture (Chapter 4). The figure outlines all the new components presented in this chapter and how they interact with each other to overcome the issues highlighted through the first end user evaluation.
Empty utterance or utterance contains inappropriate words is rejected and the user is warned.

Morphologic Pre-processing
Cleansing the utterance
Check for rude and offensive words.

Once the utterance is checked and cleansed it is sent forward to the Conversational agent manager.

The conversation manager checks whether the user stays on the tutorial topic, or the user switch the context by communicating with the Database.

Pattern Matching algorithm goes through the scripts stored in the database. String similarity algorithm is used to calculate the similarity and generate the right response.

Figure 6.6: LANA-II Architecture and the Utterance Processing
6.7 Scripting tool

Writing the patterns and storing them in the database is time consuming. Therefore, a scripting tool has been developed as illustrated in Figure 6.7. The aim of developing this tool is to make the task of scripting easier. The scripting tool is not connected to the engine, it is connected to the LANA-II Database. The tool acts an interface between the scripter and the knowledge base/database.

![Scripting Tool](image)

Figure 6.7: The scripting tool.

6.8 Chapter Summary

This chapter has outlined the additional research, development and approaches undertaken to address the weaknesses brought to light during the evaluation of (LANA-I). TEACCH method has been added to the GUI in order to adapt the tutorial environment to the autistic students learning. Additionally, new string similarity algorithm and pre-processing method have been developed and added to architecture the in order to improve the robustness and accuracy of LANAs-II engine. The knowledge base was expanded by adding a new tutorial and expanding the general topics in order to address the unrecognised utterances from (LANA-I) evaluation (Chapter 5). The new updated architecture of LANA-II will undergo end user evaluation with the intention of gauging whether or not the new components have any impact on the success and effectiveness of LANA-II as a CITS compared to LANA-I. The evaluation methodology and results are outlined in the following chapter.
The main novel contributions in this chapter are:

- Presentation of a new architecture (Improved from LANA-I) for creating an Arabic CITS.
- A new LANA-II Conversation Agent (CA) algorithm that reduces the scripting effort and unrecognised utterances by processing the spelling mistakes and morphological nature of the Arabic language, which were issues in LANA-I.
- Cosine algorithm similarity calculation: the similarity algorithm (used to match inputs with responses in LANA I) was improved in order to recognise and better deal with the words that have prefix, suffix or differences in the word composition.
- Knowledge base expansion: The knowledge base was expanded in order for LANA II to seem more natural during conversation. In addition, more domain specific (i.e. Science topics) as well as general knowledge were added to the database.
- Development a new CITS called LANA II, which adapts the TEACCH method that is used to educate autistic children. LANA II is the first CITS that mapped TEACCH method to the user interface.
Chapter 7 - LANA-II Evaluation Methodology and Results

7.1 Overview

This chapter presents the design of an evaluation methodology for the enhanced component of LANA-I architecture, which was proposed in Chapter 4. The LANA-I evaluation (Chapter 5) was focused on evaluating metrics related to the different components of LANA-I architecture. In the LANA-II evaluation, these metrics will be carried over to evaluate the effectiveness of the enhancements made to those components. The metrics from LANA-I will be compared with the metrics from the LANA-II. The intention behind this is to bring to light any significant improvements between the two systems revealed by the metrics. In addition, the LANA-II evaluation will test the adaptation of the VAK model to the autistic students learning style. The following sections outline the evaluation methodology through three experiments, the aim of the first experiment is to test two questions related to Hypothesis A (LANA-II can be adapted to the autistic students learning style), which are:

*Question 1*: *Can LANA-II improve the autistic students’ perceptions of the learning experience by adapting to VAK learning Style?*

*Question 2*: *Can LANA-II by adapting to VAK learning style improve the learning gain of the autistic students?*

This experiment was conducted with the autistic students using LANA-II in two tutorials (the solar system, Chapter 4) and (the electricity and magnetic, Chapter 6). The second experiment was conducted to test the Hypothesis B (The enhancements made to LANA-II architecture improve the overall effectiveness of LANA-II engine):

*Question 1*: *Is LANA-II engine more effective than (LANA-I) engine?*

*Question 2*: *Do the improvements added in the LANA-II engine improve perceptions over (LANA-I) by the user?*

This experiment was conducted with the neurotypical students using LANA-II in the solar system tutorial as this tutorial was used in LANA-I evaluation (see the tutorial in chapter 4).
The third experiment will be a case study to test and evaluate LANA-II qualitatively with three autistic students. The aim of the third experiment is to test a question related to Hypothesis C (LANA-II is appropriate as a virtual tutor for Autistic students).

**Question: Are the autistic students satisfied with the usability of LANA-II?**

The results derived from the three experiments will contribute towards concluding the main research questions, which are:

1. Can an Arabic Conversational Intelligent Tutoring System (CITS) be adapted to the learning styles for autistic children?
2. Can an Arabic Conversational Intelligent Tutoring System (CITS) for children with autism enhance their learning?

### 7.2 Experimental Design

This section describes the experimental design for evaluation of LANA-II. The first experiment was conducted with Autistic children on the target age group (10-12) years old whose first language is Arabic and have a high functioning autism (HFA) who have no language problems and intellectual impairment. This experiment was conducted to measure the capabilities from different aspects such as tutoring success, VAK learning style model and user evaluation. The second experiment was conducted with participants in the target age group (10-12) years old whose first language is Arabic. None of the children have been diagnosed as Autistic. This experiment was test the enhancement made in LANA-II engine to compare the metrics from the LANA-I with the same metrics from LANA-II. This will bring to light whether the enhancements made in LANA-II components improve LANAs conversation. The third experiment was a case study with three autistic students to test if LANA-II is appropriate as a virtual tutor for Autistic students. The results derived from the three experiments will contribute towards concluding the main research question.

#### 7.2.1 Ethical considerations

The following ethical guidelines were put into place for the research period (see Appendix D). MMU ethical approval was obtained (No. SE151615, Appendix L):

- No personal information about any child will be stored.
• Parents who do not wish their children to be included in the project and do not sign the consent form will be excluded.
• The children’s teachers will be present as observers, with the authority to withdraw them from the study if they see fit.

7.2.2 Hypothesis

The main hypotheses of the experiments are:

• \( H_{A0} \): LANA-II using the VAK model cannot be adapted to the Autistic learning style.
• \( H_{A1} \): LANA-II using the VAK model can be adapted to the Autistic learning style:
  This hypothesis requires a VAK questionnaire to be filled before starting the tutorial in order to identify the autistic student’s learning style and then the student is automatically provided with suitable materials depending on their learning style result: video and images for visual learning style, sounds for auditory learning style, and models and touching screen for the kinaesthetic learning style.
• \( H_{B0} \): the enhancement made to LANA-II architecture did not improve the overall effectiveness of LANA-II engine.
• \( H_{B1} \): The enhancements made to the LANA-II architecture improve the overall effectiveness of LANA-II engine:
  This hypothesis relates to the improvements and changes made to the LANA-II similarity algorithm. The newly proposed similarity algorithm has an impact on the accuracy and effectiveness of LANA-II engine and reduces the percentage of unrecognised utterances.
• \( H_{C0} \): LANA-II is not appropriate as a virtual tutor for Autistic students.
• \( H_{C1} \): LANA-II is appropriate as a virtual tutor for Autistic students.
  This hypothesis will be measured using a case study with three autistic students including interview and observation.

7.2.3 Designing of evaluation metrics

In order to successfully test the hypotheses defined in section 7.2.2, a number of metrics are required. Figure 7.1 shows the GQM model that consists of three goals
related to hypotheses and each goal has questions. These questions use a combination of subjective metrics (questionnaire metrics), and objective metrics (log file metrics).
**GOAL (Hypothesis A)**
LANA-II using VAK model can be adapted to the Autistics learning style

**Question**
Can LANA-II by adapting to VAK learning style improve the learning gain of the autistic students?

**GOAL (Hypothesis B)**
The enhancement made to LANA-II architecture improve the overall effectiveness of LANA-II engine

**Question**
Can LANA-II improve the autistic students’ perceptions of the learning experience by adapting to VAK learning Style?

**GOAL (Hypothesis C)**
LANA-II is appropriate as a virtual tutor for Autistic students

**Question**
Is the enhanced LANA-II engine more effective than the (LANA-I) engine?

**Question**
Are the Autistic students satisfied with the usability of LANA-II?

**Metric**
Pre and post scores

**Metric**
QQ1- Questionnaire Question 1: percentage of students enjoying using LANA CITS

**Metric**
QQ2- Questionnaire Question 2: percentage of students who thought LANA has a right amount of information in one Tutorial.

**Metric**
QQ3- Questionnaire Question 3: percentage of students who remembered what LANA has taught them in the tutorial.

**Metric**
QQ4- Questionnaire Question 4: percentage of students who thought they can learn better with using their learning style.

**Metric**
QQ5- Questionnaire Question 5: percentage of students who liked the design and colour of LANA.

**Metric**
QQ6- Questionnaire Question 6: percentage of students who thought the learning by using LANA-I is better than learning from the teacher.

**Metric**
QQ7- Questionnaire Question 7: percentage of students who would like to use LANA again with different lessons.

**Metric**
QQ8- Questionnaire Question 8: percentage of students who thought the conversation was natural.

**Metric**
#incorrect response: Number of incorrect responses

**Metric**
#correct response: Number of correct responses

**Metric**
Fired Rule: Number of the rule fired

**Metric**
Similarity Strength: Number of utterances using the LANA similarity algorithm instead of using the PM

**Metric**
Unrecognised Utterance: Number of utterances that are not recognised from LANA engine.

**Question**
I think I would like to use LANA-In the classroom

**Metric**
Completion time: Average conversation duration (mins)

**Figure 7.1:** GQM Model for the second prototype evaluation.
The feedback questionnaire that was used in the LANA-I evaluation (Chapter 5) has been modified in this experiment by adding one more question (Q9). This is to evaluate whether the autistic student is satisfied with LANA-II and if he/she would like to use it in their classroom. Table 7.1 shows the modified feedback questionnaire.

**Table 7.1: The modified feedback Questionnaire (Translated version).**

<table>
<thead>
<tr>
<th>Question</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I think LANA Tutor is enjoyable to use</td>
<td>![Smiley Face]</td>
</tr>
<tr>
<td>2. I think LANA had a right amount of information in one Tutorial.</td>
<td>![Smiley Face]</td>
</tr>
<tr>
<td>3. I think I remember what LANA has taught me in the tutorial.</td>
<td>![Smiley Face]</td>
</tr>
<tr>
<td>4. I think I can learn better with using my learning style (Visual – Auditory -Kinaesthetic).</td>
<td>![Smiley Face]</td>
</tr>
<tr>
<td>5. I like the design and colour of LANA.</td>
<td>![Smiley Face]</td>
</tr>
<tr>
<td>6. I think I can learn from LANA better than my teacher.</td>
<td>![Smiley Face]</td>
</tr>
<tr>
<td>7. I think I would like to use LANA again with other lessons.</td>
<td>![Smiley Face]</td>
</tr>
<tr>
<td>8. I think talking with LANA is like talking with my friend.</td>
<td>![Smiley Face]</td>
</tr>
<tr>
<td>9. I would like to use LANA in the classroom</td>
<td>![Smiley Face]</td>
</tr>
</tbody>
</table>

The subjective metrics, the methods used with each metric and the related hypotheses are illustrated in Table 7.2. Table 7.3 shows the objective metrics and their evaluation methods and the related hypothesis.
Table 7.2: Subjective Evaluation Metrics

<table>
<thead>
<tr>
<th>Subjective Metrics</th>
<th>Method of Evaluation</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>QQ1: LANA Tutor is enjoyable to use</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hypothesis C</td>
</tr>
<tr>
<td>QQ2: LANA has a right amount of information in one Tutorial.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hypothesis C</td>
</tr>
<tr>
<td>QQ3: I remember what LANA has taught me in the tutorial.</td>
<td>Questionnaire</td>
<td>Hypothesis A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hypothesis C</td>
</tr>
<tr>
<td>QQ4: I can learn better with using my learning style.</td>
<td>Questionnaire</td>
<td>Hypothesis A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hypothesis C</td>
</tr>
<tr>
<td>QQ5: I like the design and colour of the interface.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hypothesis C</td>
</tr>
<tr>
<td>QQ6: I think I can learn from LANA better than my teacher.</td>
<td>Questionnaire</td>
<td>Hypothesis A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ7: I think I would like to use LANA again with other lessons.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hypothesis C</td>
</tr>
<tr>
<td>QQ8: The conversation was natural.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hypothesis C</td>
</tr>
<tr>
<td>QQ9: I would like to use LANA in the classroom</td>
<td>Questionnaire</td>
<td>Hypothesis C</td>
</tr>
</tbody>
</table>

Table 7.3: Objective Evaluation Metrics

<table>
<thead>
<tr>
<th>Objective Metrics</th>
<th>Method of Evaluation</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completion time</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Number of unrecognised Utterance</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Number of correct and incorrect response</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Similarity Strength</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>The rule fired</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Pre-test and Post-test</td>
<td>Log file</td>
<td>Hypothesis A</td>
</tr>
</tbody>
</table>

The hypothesis $H_{A1}$ will be evaluated through the differences between the pre-test and the post-test scores and through the end user questionnaire. The hypothesis $H_{B1}$ will be evaluated through a comparison between the metrics from the first set of data (from LANA-I -Chapter 6) and the metrics from second set of data (from LANA-II). This comparison will show if there is any statistically significant improvement between the two data sets. The hypothesis $H_{C1}$ will be evaluated through a case study that was conducted with three autistic students.

### 7.3 Experimental Methodology

This section will describe the experimental methodology in evaluating LANA-II. The tutorial that was given by LANA-II is based on Science tutorials for children age group
(10-12) years old (Chapter 6, section 6.4.1). All experiments were undertaken in a classroom environment, and each student individually worked on a computer. The computer used in this experiment is a touchscreen computer (Windows 10) in order to let the students use both the keyboard and the screen to interact with LANA-II. The teacher was present during the experiment and the students were given instructions about using LANA-II.

During the tutorial session, all the questions from the system, the student answers, and the conversation variables/metrics were captured and saved in the log file.

7.4 Experimental Data Analysis

In order to analyse the log file data, a normality test (Chapter 5, section 5.7) was conducted. Appendix H shows the histograms for the questionnaire results and the pre-test and post-test scores along with the results of the normality test. The histograms and the Shapiro-Wilk test shows that the data is not normally distributed. Therefore, non-parametric tests will be used to analyse the data, which are, Chi-Square test, Wilcoxon test and Mann-Whitney U test (see Chapter 5, section 5.7.1, section 5.7.2, section 5.7.3). For the effect size, the same equation will be used (Equation 2, chapter 5).

7.5 Experiment 1: Adapting the VAK model to the autistic students learning Style

7.5.1 Participant

(Aljameel et al., 2016) reviewed Nineteen articles of technology interventions for children with ASD. The average participants in these studies was 13. In LANA-II experiment, thirty autistic students were recruited from five mainstream primary schools, that provide care for children with ASD in Saudi Arabia and Bahrain. Each child had previously received a community clinical diagnosis of high functioning autism spectrum disorder or Asperger’s, who they have no language problem and intellectual impairment. All participants with the age group (10-12) years old and their first language is Arabic and none of them had a previous experience using LANA-II. An information sheet about the project and its aims and a consent form were sent to participant’s parents to get their permission before conducting the experiment (see Appendix D and Appendix E for the information sheet and consent form). The
participants were divided into two equal sized groups. The first group was the Control Group (15 participants) used the LANA-II without adaptation to their VAK learning style. The second group was the Experimental Group (15 participants) whom used LANA-II with adaptation to their VAK learning style.

7.5.2 Experiment 1 Methodology

The aim of this experiment was to test the hypothesis HA1 based on the metrics outlined in section 7.2.3. The experiment was based on the pre-test and post-test scores with and without adapting to VAK learning style model. The subjective and objective metrics in Table 7.4 were used to answer the two questions related to Hypothesis A (LANA-II can be adapted to the autistic student learning style), which are:

*Question1*: *Can LANA-II improve the autistic students’ perceptions of the learning experience by adapting to VAK learning Style?*

*Question2*: *Can LANA-II by adapting to VAK learning style improve the learning gain of the autistic students?*

### Table 7.4: Experiment 1 metrics

<table>
<thead>
<tr>
<th>Metrics to be Evaluated</th>
<th>Method of Evaluation</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test and post-test</td>
<td>Log file</td>
<td>Hypothesis A</td>
</tr>
<tr>
<td>QQ3: I remember what LANA has taught me in the tutorial.</td>
<td>Questionnaire</td>
<td>Hypothesis A</td>
</tr>
<tr>
<td>QQ4: I can learn better with using my learning style.</td>
<td>Questionnaire</td>
<td>Hypothesis A</td>
</tr>
<tr>
<td>QQ6: I can learn from LANA better than learning from my teacher.</td>
<td>Questionnaire</td>
<td>Hypothesis A</td>
</tr>
</tbody>
</table>

7.5.3 Experiment 1: Results and Discussion

This section will present the collected results of four metrics outlined in Table 7.4. The data was extracted from the tutoring log file (pre-test and post-test scores), and the questionnaire (Questions 3, 4 and 6). These two data (pre-test and post-test scores, and Questionnaire) were used to determine whether the hypothesis A should be accepted or rejected, which is: LANA-II can be adapted to the autistic student learning style.
7.5.3.1 Pre-test and Post-test – Results and Discussion

Table 7.5 and Table 7.6 show the results of Wilcoxon Signed Ranks test carried out to determine if there was any difference between the pre-test and post-test scores in the Experimental Group.

Table 7.5: the difference between the mean of the pre-test and post-test scores in the Experimental Group

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>25th</th>
<th>50th (Median)</th>
<th>75th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td>15</td>
<td>4.200</td>
<td>1.56753</td>
<td>1.00</td>
<td>7.00</td>
<td>3.0000</td>
<td>4.0000</td>
<td>5.0000</td>
</tr>
<tr>
<td>Post-test</td>
<td>15</td>
<td>9.800</td>
<td>.41404</td>
<td>9.00</td>
<td>10.00</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
</tr>
</tbody>
</table>

Table 7.6: The P Value between the means from Table 7.5

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Post-test - Pre-test</th>
<th>Z</th>
<th>.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Statistics*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td></td>
<td></td>
<td>-3.431</td>
<td>.001</td>
</tr>
</tbody>
</table>

a. Wilcoxon Signed Ranks Test
b. Based on negative ranks.

When comparing the mean ranks in Table 7.5 of the two scores, the post-test scores were ranked higher, which means that the students performed better in the post-test. As Table 7.6 shows p-values less than 0.05 (p = .001), it can be concluded that there is a statistically significant difference between the pre-test and post-test scores in the Experimental Group. The effect size (r) is calculated using (Equation 2) and found that r = 0.6 indicating a large effect size using (Cohen, 1988) criteria.

Table 7.7 and Table 7.8 show the results of Wilcoxon Signed Ranks test carried out to determine if there was any difference between the pre-test and post-test scores in the Control Group.

Table 7.7: the difference between the mean of the pre and post-test scores in the Control Group

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>25th</th>
<th>50th (Median)</th>
<th>75th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td>15</td>
<td>5.200</td>
<td>1.01419</td>
<td>4.00</td>
<td>7.00</td>
<td>4.0000</td>
<td>5.0000</td>
<td>6.0000</td>
</tr>
<tr>
<td>Post-test</td>
<td>15</td>
<td>7.600</td>
<td>.73679</td>
<td>6.00</td>
<td>9.00</td>
<td>7.0000</td>
<td>8.0000</td>
<td>8.0000</td>
</tr>
</tbody>
</table>
The results from Table 7.7 and Table 7.8 show that there is statistically significant difference between the pre-test and post-test scores p-values less than 0.05 (p = .0004) and the mean value in the post-test is greater than the mean in the pre-test, which indicates that the students performed better in the post-test. The effect size (r) is calculated using the (Equation 2) and found that r = 0.6 indicating a large effect size using (Cohen, 1988) criteria.

Table 7.9 illustrates the results of the Mann-Whitney U test conducted in order to measure whether there was a statistically significant difference in the learning gain (Equation 3, chapter 5) between the two groups (Control Group: without using VAK, Experimental Group: with using VAK).

From this result, it can be concluded that the differences between the pre-test and post-test scores between Control Group and Experimental Group are statistically significant p-value less than 0.05 (P= .000009). The effect size (r) is calculated using the
(Equation 2) and found that $r = 0.8$ indicating a very large effect size using (Cohen, 1988) criteria.

When comparing the mean ranks it can be seen that the Experimental Group – that used VAK - had a higher rank than the Control Group, meaning that the leaning gain for the Experimental Group was significantly improved compared to the learning gain of Control Group. This means that adapting the tutorial to VAK learning style, improve the students’ learning gain.

Relative learning gain (A. Latham et al., 2014) was also measured in this experiment. (see Chapter 5, section 5.8). Table 7.10 illustrates the results of the Mann-Whitney U test conducted in order to measure the relative learning gain (Equation 4) between Control Group and Experimental Group.

Table 7.10: Mann-Whitney U test for the relative learning gain between Control Group and Experimental Group.

<table>
<thead>
<tr>
<th>Ranks</th>
<th>Group</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Learning gain</td>
<td>Control</td>
<td>15</td>
<td>8.00</td>
<td>120.00</td>
</tr>
<tr>
<td></td>
<td>Experimental</td>
<td>15</td>
<td>23.00</td>
<td>345.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Statisticsa</th>
<th>Learning gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>120.000</td>
</tr>
<tr>
<td>Z</td>
<td>-4.838</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.000001</td>
</tr>
<tr>
<td>a. Grouping Variable: VAK</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.10 shows that there is a difference in the mean value between Control Group and Experimental Group. The average improvement in test scores in the Experimental Group were improved more than the Control Group. The ranks in each case are: Control Group (M= 8.00) and Experimental Group (M= 23.00). The relative learning gain between the Control Group and the Experimental Group are statistically significant different, p-value less than 0.05 (P= .000001). The effect size ($r$) is calculated using the (Equation 2) and found that $r = 0.8$ indicating a large effect size using (Cohen, 1988) criteria. It can be concluded that the average improvement in test scores in the Experimental Group are statistically significant comparing to the Control Group.
Table 7.11 and 7.12 show the results of Wilcoxon Signed Ranks test conducted to test the students’ performance between the three learning styles (V: Visual learning style, A: Auditory learning style, K: kinaesthetic learning style).

**Table 7.11: the differences between the mean between the three learning style (V: visual, A: auditory, K: kinaesthetic)**

<table>
<thead>
<tr>
<th>Learning Style</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>25th</th>
<th>50th (Median)</th>
<th>75th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post-score_K</td>
<td>5</td>
<td>10.00</td>
<td>.000</td>
<td>10</td>
<td>10</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
</tr>
<tr>
<td>Post-score_V</td>
<td>5</td>
<td>9.600</td>
<td>.54772</td>
<td>9.00</td>
<td>10.00</td>
<td>9.000</td>
<td>10.0000</td>
<td>10.000</td>
</tr>
<tr>
<td>Post-score_A</td>
<td>5</td>
<td>9.800</td>
<td>.44721</td>
<td>9.00</td>
<td>10.00</td>
<td>9.500</td>
<td>10.0000</td>
<td>10.000</td>
</tr>
<tr>
<td>Pre-score_K</td>
<td>5</td>
<td>4.60</td>
<td>1.517</td>
<td>3</td>
<td>7</td>
<td>3.50</td>
<td>4.00</td>
<td>6.00</td>
</tr>
<tr>
<td>Pre-score_V</td>
<td>5</td>
<td>3.600</td>
<td>2.07364</td>
<td>1.00</td>
<td>6.00</td>
<td>1.500</td>
<td>4.0000</td>
<td>5.500</td>
</tr>
<tr>
<td>Pre-score_A</td>
<td>5</td>
<td>4.400</td>
<td>1.14018</td>
<td>3.00</td>
<td>6.00</td>
<td>3.500</td>
<td>4.0000</td>
<td>5.500</td>
</tr>
</tbody>
</table>

**Table 7.12: The P-Values between the means from table 7.10.**

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Post-score_K - Pre-score_K</th>
<th>Post-score_V - Pre-score_V</th>
<th>Post-score_A - Pre-score_A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>-2.032</td>
<td>-2.032</td>
<td>-2.041</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.042</td>
<td>.042</td>
<td>.041</td>
</tr>
</tbody>
</table>

a. Wilcoxon Signed Ranks Test
b. Based on negative ranks.

It can be seen from table 7.11 that there are differences between the means (the pre-test and post-test scores) for each learning style. The mean of the post-test scores are higher for all the learning style (V, A, and K) than the pre-test scores which suggests that the students performed well in the post test after adapting to their learning style. Table 7.12 illustrates the P-Value for each learning style, which highlighted that the difference between the pre-test and post-test scores is statistically significant (less than P-Value .05) for all three leaning styles (Visual: P = .042, Auditory: P=.041, kinaesthetic: P=.042).

**7.5.3.2 Adapting VAK model to autistics learning style (Questionnaire) – Results and Discussion**

Table 7.13, Table 7.14 and Table 7.15 demonstrate the results of the third statement in the questionnaire to test the participant’s perception of remembering what LANA-
II has taught them between Control Group (without using VAK) and Experimental Group (with using VAK).

Table 7.13: Crosstab *with and without VAK - Questiona3: I think I remember what LANA-II has taught me in the tutorial.

<table>
<thead>
<tr>
<th></th>
<th>VAK</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With</td>
<td>Without</td>
<td></td>
<td>Total</td>
</tr>
<tr>
<td>I think I remember what</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA has taught me in the</td>
<td>Happy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tutorial</td>
<td>Count</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>% within VAK</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>93.3%</td>
<td>53.3%</td>
<td>73.3%</td>
</tr>
<tr>
<td>Normal</td>
<td>Count</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>% within VAK</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.7%</td>
<td>46.7%</td>
<td>26.7%</td>
</tr>
<tr>
<td>Sad</td>
<td>Count</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>% within VAK</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Total</td>
<td>Count</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>15</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>% within VAK</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 7.14: Chi-Square Test **with and without VAK - Questiona3: I think I remember what LANA has taught me in the tutorial.

<table>
<thead>
<tr>
<th>Chi-Square Tests with and without VAK</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Chi-Square</td>
<td>Value</td>
<td>df</td>
<td>Asymp. Sig. (2-sided)</td>
<td>Exact Sig. (2-sided)</td>
</tr>
<tr>
<td>Continuity Correctionb</td>
<td>4.261</td>
<td>1</td>
<td>.039</td>
<td></td>
</tr>
<tr>
<td>Likelihood Ratio</td>
<td>6.719</td>
<td>1</td>
<td>.010</td>
<td></td>
</tr>
<tr>
<td>Fisher's Exact Test</td>
<td></td>
<td></td>
<td>.035</td>
<td>.018</td>
</tr>
<tr>
<td>N of Valid Cases</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. 2 cells (50.0%) have expected count less than 5. The minimum expected count is 4.00.
b. Computed only for a 2x2 table

Table 7.15: The effect size table for question 3..

<table>
<thead>
<tr>
<th>Symmetric Measures</th>
<th>Value</th>
<th>Approx. Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal by Nominal</td>
<td>Phi</td>
<td>.452</td>
</tr>
<tr>
<td></td>
<td>Cramer's V</td>
<td>.452</td>
</tr>
<tr>
<td>N of Valid Cases</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.13 illustrates that the majority of students in Experimental Group answered they remembered the content of the tutorial (93.3%). (6.7%) of the students have a neutral feeling (i.e. selected Normal face on the questionnaire); whereas students in
Control Group were remembering the tutorial with a percentage of (53.3%) and (46.7%) stated they have a neutral feeling when rating this question. A Chi-Square Test in table 7.14 shows that there is statistically significant relationship between (adapting, not adapting) the learning style and answering this question (P- value less than .05) P=.013. Table 7.15 shows the effect size in this test, Phi = 0.45 \approx 0.5 indicating a large effect size using (Cohen, 1988) criteria.

Figure 7.2 shows that the students in Experimental Group (adapting to VAK learning style) were happier in remembering the tutorial than the students in Control Group (without adapting to VAK learning style). This indicates that the students in Experimental Group believed that using their leaning style helped them to remember the tutorial.

![I think I remember what LANA has taught me in the tutorial](image)

**Figure 7.2: Question 3 between Control Group and Experimental Group**

Table 7.16 shows the result of the fourth question in the questionnaire to test the participant’s perception of LANA-II adapting to their learning style in the tutorial.
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Table 7.16: Crosstab Question 4: I think I can learn better with adapting to my learning style (Visual – Auditory - Kinaesthetic).

<table>
<thead>
<tr>
<th>VAK</th>
<th>Happy</th>
<th>Normal</th>
<th>Sad</th>
</tr>
</thead>
<tbody>
<tr>
<td>With Count</td>
<td>14</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>% within VAK</td>
<td>93.3%</td>
<td>6.7%</td>
<td>0%</td>
</tr>
<tr>
<td>Total Count</td>
<td>15</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>% within VAK</td>
<td>100.0%</td>
<td>100.0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

The results from Table 7.16 and Figure 7.3 highlighted that the majority of the students are happy with adapting to their learning style with percentage (93.3%), whereas (6.7%) of the student have a neutral feeling when rating this question.

![I think I can learn better with using my learning style](image)

Figure 7.3: Question 4 analysis bar chart

Table 7.17, Table 7.18 and Table 7.19 illustrate the result of the sixth question in the questionnaire to test the participant’s perception of learning from LANA-II more than leaning from the teacher.
Table 7.17: Crosstab *with and without VAK - Question 6: I think I can learn from LANA-II better than learning from my teacher.

<table>
<thead>
<tr>
<th></th>
<th>VAK</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With</td>
<td>Without</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>I think I can learn</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>from LANA better</td>
<td>14</td>
<td>9</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>than my teacher</td>
<td>93.3%</td>
<td>60.0%</td>
<td>76.7%</td>
<td></td>
</tr>
<tr>
<td>Happy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>% within VAK</td>
<td>6.7%</td>
<td>40.0%</td>
<td>23.3%</td>
<td></td>
</tr>
<tr>
<td>Sad</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>% within VAK</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>15</td>
<td>15</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>% within VAK</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.18: Chi-Square Test *with and without VAK – Question 6: I think I can learn from LANA-II better than learning from my teacher.

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
<th>df</th>
<th>Asymp. Sig. (2-sided)</th>
<th>Exact Sig. (2-sided)</th>
<th>Exact Sig. (1-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Chi-Square</td>
<td>4.658</td>
<td>1</td>
<td>.031</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuity Correctionb</td>
<td>2.981</td>
<td>1</td>
<td>.084</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Likelihood Ratio</td>
<td>5.058</td>
<td>1</td>
<td>.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fisher's Exact Test</td>
<td></td>
<td></td>
<td>.080</td>
<td>.040</td>
<td></td>
</tr>
<tr>
<td>N of Valid Cases</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. 2 cells (50.0%) have expected count less than 5. The minimum expected count is 3.50.

b. Computed only for a 2x2 table

Table 7.19: The effect size table for Question 6.

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
<th>Approx. Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetric Measures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal by Nominal</td>
<td>Phi</td>
<td>.394</td>
</tr>
<tr>
<td></td>
<td>Cramer’s V</td>
<td>.394</td>
</tr>
<tr>
<td>N of Valid Cases</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

The results show that the majority of students in the Experimental Group were preferring to learn from LANA-II than learning from the teacher with percentage of (93.3%), and (6.7%) of the students have a neutral feeling. The students in the Control Group were preferring to learn from LANA-II than learning from the teacher with percentage of (60%), and (40%) stated they have a neutral feeling when rating this question. A Chi-Square Test in table 7.18 shows that there is statistically significant relationship between (adapting, not adapting) the learning style and answering this
question (P-value less than .05) P=.031. Table 7.19 shows the effect size in this test, \( \Phi = 0.39 \approx 0.4 \) indicating a nearly large effect size using (Cohen, 1988) criteria.

Figure 7.4 shows that the students in the Experimental Group (adapting to VAK learning style) are happier in learning from LANA-II than the students in the Control Group (without adapting to their VAK learning style). This indicates that student’s leaning style has a strong effect in the student’s learning especially when material is presented to them in accordance to their learning style.

![Figure 7.4: Question 6 between Control Group and Experimental Group](image)

### 7.5.4 Experiment 1 Conclusion

As stated in section 7.5.2, the experimental results evaluated four metrics related to Hypothesis A:

1. Pre-test and Post-test with and without adapting to the VAK learning style.
2. The participant’s perception of remembering the tutorial with and without adapting to VAK learning style.
3. The participant’s perception of the tutorial adaption in accordance with their learning style.
4. The participant’s perception of learning the tutorial from LANA-II more effectively than from the teacher.

It can be summarized from the results that LANA-II can be successfully adapted to the learning styles of autistic students. As illustrated in section (7.5.3.1), there is a significant difference in results between (the pre-test and post-test scores) between
adapting to the VAK learning style and without adapting to VAK (p-value= 0.000001). This provided evidence that the learning gain of the Experimental Group is improved over the Control Group.

The results of the participant’s perception of remembering the tutorial were measured through the user questionnaire. The results showed that the students that were adapted to their VAK learning style were able to remember the tutorial (93.3%) more than the students that are not adapted to their VAK learning style (53.3%) (Section 7.5.3.2). The participant’s perception of adapting their learning style was indicated using the user questionnaire. The results found that the majority of the students were happy with adapting to their learning style with the tutorial (93.3%) (Section 7.5.3.2). The participant’s perception of learning using LANA-II rather than learning from the teacher was measured using the user questionnaire. It can be seen from the results (section 7.5.3.2) that the students that used a VAK leaning style had greater preference to learn from LANA-II (93.3%) than the students that are not adapted to their VAK learning style (60%). Therefore, the main hypothesis (LANA-II using VAK model can adapt to the Autistics learning style) can be accepted.

7.6 Experiment 2 – LANA-II engine effectiveness

7.6.1 Participants

The total size of the sample was 24 participants with age group (10-12) years old and their first language was Arabic. The participants recruited for the evaluation are from the UK and none of them had a previous experience using LANA-I or LANA-II. All of the participant’s parents received an information sheet about the project and its aims, and a consent form to get their permission before conducting the experiment (see Appendix D and Appendix E for the information sheet and consent form). The participants were divided into two equal sized groups. The first group was the Control Group (12 participants) used the LANA-II without the adaptation to VAK learning style model. The second group was the Experimental Group (12 participants) used LANA-II with the adaptation to VAK learning style model.

7.6.2 Experiment 2 Methodology

This experiment was conducted to test the hypothesis HB1 based on the metrics outlined in section 7.2.3. The data for this experiment was gathered from the LANA-
II log file and the user feedback questionnaire. The subjective and objective metrics (Table 7.20) were used to answer questions related to Hypothesis B (The enhancements made to LANA-II architecture improve the overall effectiveness of LANA-II engine):

*Question 1: Is the LANA-II engine more effective than the (LANA-I) engine?*

*Question 2: Do the improvements made to the LANA-II engine result in improved perception over (LANA-I) by the user?*

The data gathered from the log file will allow assessment of the performance of the LANA-II components and the algorithms deployed in the architecture (Chapter 6). This data will be compared with the first set of data (LANA-I - Chapter 5).

### Table 7.20: Experiment 2 metrics

<table>
<thead>
<tr>
<th>Metrics to be Evaluated</th>
<th>Method of Evaluation</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>QQ1: LANA Tutor is enjoyable to use</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ2: LANA has a right amount of information in one Tutorial.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ5: I like the design and colour of the interface.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ7: I would like to use LANA again with different topics.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ8: The conversation was natural.</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>QQ6: I think I would like to learn using LANA better than the teacher in class</td>
<td>Questionnaire</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Completion time</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Number of unrecognised Utterance</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Number of correct and incorrect response</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>Similarity Strength</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
<tr>
<td>The rule fired</td>
<td>Log file</td>
<td>Hypothesis B</td>
</tr>
</tbody>
</table>

#### 7.6.3 Experiment 2 Results and Discussion

##### 7.6.3.1 Log file analysis

The data from the LANA-II log file was collated, processed and analysed. Table 7.21 summarises the results of data gathered through the log file during the LANA-II and LANA-I evaluation (see Chapter 5). These results show that LANA-II performed better during the end user evaluation. Further analysis is done for these results in the following sections to determine whether these results are significantly different from the results of the LANA-I.
Table 7.21: Log file analysis from the second and first prototype

<table>
<thead>
<tr>
<th>METRIC</th>
<th>LANA-II</th>
<th>LANA-I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of conversations</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Total number of utterances in all conversations</td>
<td>310</td>
<td>313</td>
</tr>
<tr>
<td>Average number of words per user utterance</td>
<td>3.1</td>
<td>3.1</td>
</tr>
<tr>
<td>Average number of utterances per conversation</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Percentage of correct response</td>
<td>96.4%</td>
<td>89.8%</td>
</tr>
<tr>
<td>Percentage of incorrect response</td>
<td>3.6%</td>
<td>10.2%</td>
</tr>
<tr>
<td>Percentage of unrecognized utterance because of the knowledge gap</td>
<td>5.4%</td>
<td>38%</td>
</tr>
<tr>
<td>Percentage of utterances using Similarity Strength</td>
<td>42.7%</td>
<td>57.18%</td>
</tr>
<tr>
<td>Percentage of utterances have corrected response using STS algorithm</td>
<td>42.7%</td>
<td>19%</td>
</tr>
<tr>
<td>Number of the rule fired</td>
<td>280</td>
<td>170</td>
</tr>
<tr>
<td>Average conversation duration (mins)</td>
<td>12</td>
<td>11.5</td>
</tr>
</tbody>
</table>

7.6.3.2 Objective data analysis from old and new data sets

This section illustrates the objective data analysis to find out the differences in the data in order to test hypothesis HB1 (The enhancement made to the LANA-II architecture improve the overall effectiveness of LANA-II engine). Mann-Whitney U Tests are used to test the significance of the results.

7.6.3.3 Number of unrecognised utterances

Table 7.22 shows the results of the Mann-Whitney U test to determine if there was any difference in number of unrecognised utterances between LANA-I and LANA-II.

Table 7.22: Mann-Whitney U test for unrecognised utterances

<table>
<thead>
<tr>
<th>Ranks</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of unrecognised utterances</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA-I</td>
<td>24</td>
<td>36.50</td>
<td>876.00</td>
</tr>
<tr>
<td>LANA-II</td>
<td>24</td>
<td>12.50</td>
<td>300.00</td>
</tr>
<tr>
<td>Total</td>
<td>48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test Statistics*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of unrecognised utterances</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mann-Whitney U</td>
<td></td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td></td>
<td>300.00</td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td></td>
<td>-6.371</td>
<td></td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td></td>
<td>.000</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.22 shows that there is a statistically significant difference in the number of unrecognised utterances between LANA-I and LANA-II, p-values less than 0.05 (reported by the SPSS as p = .000). When comparing the mean ranks, of the two systems LANA-I was ranked higher, which means LANA-I having more unrecognised
utterances. The effect size (r) is calculated using the (Equation 2) and found that r = 0.9 indicating a very large effect size using (Cohen, 1988) criteria.

### 7.6.3.4 Number of correct responses

Table 7.23 illustrates the results of the Mann-Whitney U test conducted in order to measure whether there was a statistically significant difference between the numbers of correct responses between LANA-I and LANA-II.

<table>
<thead>
<tr>
<th>Number of correct response</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANA-I</td>
<td>24</td>
<td>17.67</td>
<td>424.00</td>
</tr>
<tr>
<td>LANA-II</td>
<td>24</td>
<td>31.33</td>
<td>752.00</td>
</tr>
<tr>
<td>Total</td>
<td>48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Test Statistics**

<table>
<thead>
<tr>
<th></th>
<th>Number of correct response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>124.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>424.000</td>
</tr>
<tr>
<td>Z</td>
<td>-3.911</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>0.000092</td>
</tr>
</tbody>
</table>

From this result, it can be concluded that the number of correct responses between the LANA-I and LANA-II was statistically significant (p = 0.000092). In comparing the mean rank LANA-II ranks higher, which indicates that LANA-II having more correct responses than LANA-I. The effect size (r) is calculated using the (Eq1) and found that r = 0.5 indicating a large effect size using (Cohen, 1988) criteria.

### 7.6.3.5 Number of incorrect responses

Table 7.24 outlines the results of a Mann-Whitney U test conducted to test if there was a statistically significant difference between the numbers of incorrect responses between LANA-I and LANA-II.

<table>
<thead>
<tr>
<th>Number of incorrect response</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANA-I</td>
<td>24</td>
<td>30.56</td>
<td>733.50</td>
</tr>
<tr>
<td>LANA-II</td>
<td>24</td>
<td>18.44</td>
<td>442.50</td>
</tr>
<tr>
<td>Total</td>
<td>48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Test Statistics**

<table>
<thead>
<tr>
<th></th>
<th>Number of incorrect response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>142.500</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>442.500</td>
</tr>
<tr>
<td>Z</td>
<td>-3.237</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.001</td>
</tr>
</tbody>
</table>

The results indicated that there are statistically significant differences between the numbers of the incorrect response between LANA-I and LANA-II (p = 0.001). When
comparing the mean ranks it can be seen that LANA-I ranks higher than LANA-II, meaning that LANA-I having more incorrect responses than LANA-II. The effect size (r) is calculated using the (Equation 2) and found that r = 0.4 indicating a nearly large to large effect size using (Cohen, 1988) criteria.

### 7.6.3.6 Number of utterances have corrected response using STS algorithm

Table 7.25 illustrates the results of a Mann-Whitney U test conducted to test if there was a statistically significant difference between the numbers of utterances have correct response using STS algorithm between LANA-I and LANA-II.

<table>
<thead>
<tr>
<th>Ranks</th>
<th>Prototype</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of utterances have correct response using STS algorithm</td>
<td>LANA-I</td>
<td>24</td>
<td>15.25</td>
<td>366.00</td>
</tr>
<tr>
<td></td>
<td>LANA-II</td>
<td>24</td>
<td>33.75</td>
<td>810.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Statisticsa</th>
<th>Number of utterances have corrected response using STS algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>66.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>366.000</td>
</tr>
<tr>
<td>Z</td>
<td>-5.194</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.000</td>
</tr>
<tr>
<td>a. Grouping Variable: Prototype</td>
<td></td>
</tr>
</tbody>
</table>

From this result, it can be deduced that there is a statistically significant difference between LANA-I and LANA-II (reported by the SPSS as p = .000). When comparing the mean ranks it can be seen that LANA-II ranks higher than LANA-I, meaning that the correct responses using the new STS algorithm in LANA-II was significantly improved compared to the correct responses using STS algorithm of LANA-I. The effect size (r) is calculated using the (Equation 2) and found that r = 0.7 indicating a very large effect size using (Cohen, 1988) criteria.
7.6.3.7 Number of rules fired

Table 7.26 illustrated the results of a Mann-Whitney U test conducted to test if there was a statistically significant difference between the numbers of rules fired between LANA-I and LANA-II for the same tutorial (solar system tutorial, chapter 4).

<table>
<thead>
<tr>
<th>Number of rule fired</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANA-I</td>
<td>24</td>
<td>12.50</td>
<td>300.00</td>
</tr>
<tr>
<td>LANA-II</td>
<td>24</td>
<td>36.50</td>
<td>876.00</td>
</tr>
<tr>
<td>Total</td>
<td>48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Statisticsa</th>
<th>Rule_fired</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>300.00</td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>-6.395</td>
<td></td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

a. Grouping Variable: Prototype

The results indicated that there are statistically significant differences between the numbers of the rules fired between LANA-I and LANA-II (reported by the SPSS as $p = 0.000$). When comparing the mean ranks it can be seen that LANA-II ranks higher than LANA-I. This means that for the same tutorial, LANA-II had more fired rules than LANA-I. The effect size ($r$) is calculated using the (Equation 2) and found that $r = 0.9$ indicating a very large effect size using (Cohen, 1988) criteria.

7.6.3.8 Number of utterances using Similarity Strength

Table 7.27 shows the results of a Mann-Whitney U test to test if there was a statistically significant difference between the numbers of utterances using similarity strength between LANA-I and LANA-II. This result is for all utterances that used STS algorithm (which have correct and incorrect responses).

<table>
<thead>
<tr>
<th>Number of utterances using Similarity Strength</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANA-I</td>
<td>24</td>
<td>27.08</td>
<td>650.00</td>
</tr>
<tr>
<td>LANA-II</td>
<td>24</td>
<td>21.92</td>
<td>526.00</td>
</tr>
<tr>
<td>Total</td>
<td>48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Statisticsa</th>
<th>Number of utterances using Similarity Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>226.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>526.000</td>
</tr>
<tr>
<td>Z</td>
<td>-1.369</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>0.171</td>
</tr>
</tbody>
</table>

a. Grouping Variable: Prototype
The results illustrate that there is not a statistically significant ($p = .171$) difference between the number of user utterances which using similarity strength between the LANA-I and LANA-II.

### 7.6.3.9 Time taken to complete the tutorial

Table 7.28 illustrates the results of the Mann-Whitney U test conducted in order to measure whether there was a statistically significant difference between the times taken to complete the tutorial between LANA-I and LANA-II.

<table>
<thead>
<tr>
<th>Ranks</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average conversation duration (mins)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA-I</td>
<td>24</td>
<td>23.00</td>
<td>552.00</td>
</tr>
<tr>
<td>LANA-II</td>
<td>24</td>
<td>26.00</td>
<td>624.00</td>
</tr>
<tr>
<td>Total</td>
<td>48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test Statistics

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Average conversation duration (mins)</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>252.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>552.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>-.864</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.388</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Grouping Variable: Prototype

From this result, it can be concluded that the time taken to reach the conversation goal between LANA-I and LANA-II was not statistically significant ($p = 0.388$).

This concludes the results analysis of the log file data. The following section explores and analyses the questionnaire data that was gathered in order to gauge participants perceptions related to the subjective metrics.

### 7.6.3.10 Analysis of questionnaire data

Table 7.29 summarises the findings of the questionnaire from the evaluation of LANA-I and Table 7.30 outlines a summary of the results of the questionnaire from the evaluation of the LANA-II. Table 7.31 and Table 7.32 shows the means values of the questionnaire one and two.
### Table 7.29: Frequency analysis LANA-I questionnaire data results

<table>
<thead>
<tr>
<th>QUESTIONNAIRE RESULTS</th>
<th>Happy</th>
<th>Normal</th>
<th>Sad</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think LANA Tutor is enjoyable to use</td>
<td>100%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I think LANA had a right amount of information in one Tutorial.</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
<tr>
<td>I like the design and colour of LANA.</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
<tr>
<td>I think I remember what LANA has taught me in the tutorial.</td>
<td>91.7%</td>
<td>8.3%</td>
<td>0</td>
</tr>
<tr>
<td>I think I can learn better with using my learning style (Visual – Auditory -Kinaesthetic).</td>
<td>83.3%</td>
<td>16.7%</td>
<td>0</td>
</tr>
<tr>
<td>I think I would like to use LANA again with other lessons.</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
<tr>
<td>I think talking with LANA-Is like as talking with my friend.</td>
<td>45.8%</td>
<td>50%</td>
<td>4.2%</td>
</tr>
<tr>
<td>I think I would like to learn using LANA better than the teacher in class</td>
<td>79.16%</td>
<td>20.84%</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 7.30: Frequency analysis LANA-II questionnaire data results

<table>
<thead>
<tr>
<th>QUESTIONNAIRE RESULTS</th>
<th>Happy</th>
<th>Normal</th>
<th>Sad</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think LANA Tutor is enjoyable to use</td>
<td>100%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I think LANA had a right amount of information in one Tutorial.</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
<tr>
<td>I like the design and colour of LANA.</td>
<td>100%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I think I remember what LANA has taught me in the tutorial.</td>
<td>91.7%</td>
<td>8.3%</td>
<td>0</td>
</tr>
<tr>
<td>I think I can learn better with using my learning style (Visual – Auditory -Kinaesthetic).</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
<tr>
<td>I think I would like to use LANA again with other lessons.</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
<tr>
<td>I think talking with LANA-Is like as talking with my friend.</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
<tr>
<td>I think I would like to learn using LANA better than the teacher in class</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 7.31: Mean values from evaluation questionnaire LANA-I

<table>
<thead>
<tr>
<th>Mean</th>
<th>Enjoyable</th>
<th>Satisfaction with the information</th>
<th>Remembering and understanding</th>
<th>Satisfaction with learning style (Visual – Auditory -Kinaesthetic)</th>
<th>Design and colour</th>
<th>Learning from LANA-Is better than the teacher.</th>
<th>Using LANA again with other lessons.</th>
<th>Naturalness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.0000</td>
<td>2.9583</td>
<td>2.9583</td>
<td>2.9167</td>
<td>2.9583</td>
<td>2.7917</td>
<td>2.9583</td>
<td>2.4583</td>
</tr>
</tbody>
</table>

### Table 7.32: Mean values from evaluation questionnaire LANA-II

<table>
<thead>
<tr>
<th>Mean</th>
<th>Enjoyable</th>
<th>Satisfaction with the information.</th>
<th>Remembering and understanding</th>
<th>Satisfaction with learning style (Visual – Auditory -Kinaesthetic)</th>
<th>Design and colour</th>
<th>Learning from LANA-Is better than the teacher.</th>
<th>Using LANA again with other lessons.</th>
<th>Naturalness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.0000</td>
<td>2.9583</td>
<td>2.9583</td>
<td>2.9583</td>
<td>3.0000</td>
<td>2.9167</td>
<td>2.9583</td>
<td>2.9583</td>
</tr>
</tbody>
</table>
Table 7.33 illustrates the results of the Mann Whitney test conducted on the matching questions from the questionnaires administered in the LANA-I and LANA-II evaluations. The results show that there is one significant difference in question 8 (the naturalness) p-value = 0.000163. The effect size (r) is calculated using the (Equation 2) and found that r = 0.5 indicating a large effect size using (Cohen, 1988) criteria. When comparing the mean values from (LANA-I) questionnaire and LANA-II questionnaire, it is found that four questions (Q1,Q2,Q3,Q7) from both questionnaires have the same mean values whereas the mean values of four questions (Q4,Q5,Q6,Q8) in questionnaire two are higher than (LANA-I) questionnaire which indicated an improvement in these questions rating (see Figure 7.5).

Table 7.33: Mann Whitney test between LANA-I and LANA-II questionnaire data.

<table>
<thead>
<tr>
<th>Test Statistics*</th>
<th>Enjoyable Satisfaction with the information</th>
<th>Remembering and understanding</th>
<th>Satisfaction with learning style</th>
<th>Design and colour</th>
<th>Learning from LANA-I better than the teacher</th>
<th>Using LANA again with other lessons</th>
<th>Naturalness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>288.000</td>
<td>288.000</td>
<td>288.000</td>
<td>276.000</td>
<td>276.000</td>
<td>240.000</td>
<td>288.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>588.000</td>
<td>588.000</td>
<td>588.000</td>
<td>576.000</td>
<td>576.000</td>
<td>540.000</td>
<td>588.000</td>
</tr>
<tr>
<td>Z</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>-.590</td>
<td>-1.000</td>
<td>-1.727</td>
<td>.000</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>.555</td>
<td>.317</td>
<td>.084</td>
<td>1.000</td>
</tr>
</tbody>
</table>

a. Grouping Variable: Prototype

Figure 7.5: Bar Chart questionnaire results between LANA-I and LANA-II
In the next section, the collected data from LANA-II will be compared between two groups participants (Autistic and Neurotypical children) in order to highlight any differences that may be present between these data. This will provide further insights in to whether or not the autistic participants and neurotypical participants demonstrated any significant differences during their interaction with LANA-II during the evaluation.

7.6.4 Comparative descriptive analysis of data from autistic participants and neurotypical participants

This section presents further descriptive analysis of the collected data through the log file. This data was collected from all autistic students (30 participants) and all neurotypical students (24 participants). Both participants used LANA-II in both tutorials (Solar system, Electrical circuit and the magnetism). The analysis of results presented in this part are intended to highlight differences of the results between autistic participants and neurotypical participants. The Man-Whitney U test was used in order to highlight any statistically significant differences in the data. The findings are as follows:

7.6.4.1 Duration of conversation whilst engaged with tutorial

Table 7.34 illustrates the results of a Mann-Whitney U test conducted to test whether there was a difference in the time taken to complete the tutorial between the two groups participants.

<table>
<thead>
<tr>
<th>Ranks</th>
<th>Participants</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average conversation duration (mins)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NT</td>
<td>24</td>
<td>12.50</td>
<td>300.00</td>
</tr>
<tr>
<td></td>
<td>Autistic</td>
<td>30</td>
<td>39.50</td>
<td>1185.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Statistics(a)</th>
<th>Average conversation duration (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>300.000</td>
</tr>
<tr>
<td>Z</td>
<td>-6.866</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.000</td>
</tr>
</tbody>
</table>

The results show that there is a statistically significant difference in the time taken to complete the tutorial between the two groups participants (reported by the SPSS as p
When the mean ranks are compared, the results show that autistic participants rank higher than the neurotypical participants, indicating that the autistic participants spent time more than the neurotypical participants to complete the tutorial. The effect size (r) is calculated using the (Equation 2) and found that r = 0.9 indicating a very large effect size using (Cohen, 1988) criteria.

### 7.6.4.2 Number of unrecognised utterances

Table 7.35 shows the results of the Mann-Whitney U test to determine if there was any difference in number of unrecognised utterances between the two groups participants.

<table>
<thead>
<tr>
<th>Ranks</th>
<th>Participants</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of unrecognised utterance</td>
<td>NT</td>
<td>24</td>
<td>31.63</td>
<td>759.00</td>
</tr>
<tr>
<td></td>
<td>Autistic</td>
<td>30</td>
<td>24.20</td>
<td>726.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test Statistics

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Number of unrecognized utterance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>261.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>726.000</td>
</tr>
<tr>
<td>Z</td>
<td>-2.002</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.045</td>
</tr>
</tbody>
</table>

a. Grouping Variable: Participants

The results show that there is a statistically significant difference in the number of unrecognized utterances between the two groups participants (p = .045). When the mean ranks are compared the results show that neurotypical participants ranks higher than the autistic participants, indicating that the number of unrecognised utterances from neurotypical participants was more than the autistic participants. The effect size (r) is calculated using the (Equation 2) and found that r = 0.3 indicating a medium effect size using (Cohen, 1988) criteria.

### 7.6.4.3 Number of correct responses

Table 7.36 illustrate the results of the Mann-Whitney U test conducted in order to measure whether there was a statistically significant difference between the numbers of correct responses between the two groups participants.
Table 7.36: Mann-Whitney U test for the number of correct utterances between the two groups participants

<table>
<thead>
<tr>
<th>Ranks</th>
<th>Participants</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of correct response</td>
<td>NT</td>
<td>24</td>
<td>22.81</td>
<td>547.50</td>
</tr>
<tr>
<td></td>
<td>Autistic</td>
<td>30</td>
<td>31.25</td>
<td>937.50</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test Statistics

<table>
<thead>
<tr>
<th>Number of correct response</th>
<th>Mann-Whitney U</th>
<th>Wilcoxon W</th>
<th>Z</th>
<th>Asymp. Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>247.500</td>
<td>547.500</td>
<td>-2.560</td>
<td>.010</td>
</tr>
</tbody>
</table>

a. Grouping Variable: Participants

From this result, it can be concluded that the number of correct responses between the two groups participants was statistically significant (p = .010). In comparing the mean ranks the autistic participants rank higher, which indicates that the autistic participants having more correct responses than the neurotypical participants. The effect size (r) is calculated using the (Equation 2) and found that r = 0.3 indicating a medium effect size using (Cohen, 1988) criteria.

7.6.4.4 Number of incorrect responses

Table 7.37 outlines the results of a Mann-Whitney U test conducted to test if there was a statistically significant difference between the numbers of incorrect responses between the two groups participants.

Table 7.37: Mann-Whitney U test for the number of incorrect utterances between the two groups participants

<table>
<thead>
<tr>
<th>Ranks</th>
<th>Participants</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of incorrect response</td>
<td>NT</td>
<td>24</td>
<td>32.38</td>
<td>777.00</td>
</tr>
<tr>
<td></td>
<td>Autistic</td>
<td>30</td>
<td>23.60</td>
<td>708.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test Statistics

<table>
<thead>
<tr>
<th>Number of incorrect response</th>
<th>Mann-Whitney U</th>
<th>Wilcoxon W</th>
<th>Z</th>
<th>Asymp. Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>243.000</td>
<td>708.000</td>
<td>-2.625</td>
<td>.009</td>
</tr>
</tbody>
</table>

a. Grouping Variable: Participants

The results indicated that there were statistically significant differences between the numbers of the incorrect response between the autistic participants and the neurotypical participants (p = 0.009). When comparing the mean ranks it can be seen that the neurotypical participants ranks higher than autistic participants, meaning the
neurotypical participants having more incorrect responses than the autistic participants. The effect size (r) is calculated using the (Equation 2) and found that $r = 0.4$ indicating a nearly large effect size using (Cohen, 1988) criteria.

### 7.6.4.5 Number of utterances using Similarity Strength

Table 7.38 shows the results of a Mann-Whitney U test to test if there was a statistically significant difference between the numbers of utterances using similarity strength between the two groups participants.

<table>
<thead>
<tr>
<th>Number of utterances using Similarity Strength</th>
<th>Participants</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neurotypical</td>
<td>NT</td>
<td>24</td>
<td>39.54</td>
<td>949.00</td>
</tr>
<tr>
<td>Autistic</td>
<td>Autistic</td>
<td>30</td>
<td>17.87</td>
<td>536.00</td>
</tr>
<tr>
<td>Total</td>
<td>Total</td>
<td>54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Test Statistics**

- **Mann-Whitney U**: 71.000
- **Wilcoxon W**: 536.000
- **Z**: -5.327
- **Asymp. Sig. (2-tailed)**: .000

From this result, it can be summarized that there is a statistically significant difference between the two groups participants (reported by the SPSS as $p = .000$). When comparing the mean ranks it can be seen that the neurotypical participants ranks higher than autistic participants, meaning that the number of utterances used the similarity strength in neurotypical participants was more than the number in autistic participants, which means most of the autistic student utterances were matched the scripted patterns. The effect size (r) is calculated using the (Equation 2) and found that $r = 0.7$ indicating a very large effect size using (Cohen, 1988) criteria.

### 7.7 Case Study

This case study was conducted to test the hypothesis $HC_1$ based on the metrics outlined in section 7.2.3. The data for this experiment was gathered from interviews and observations (section 7.7.3.1).

### 7.7.1 Participants

There are no rules for sample size in a qualitative inquiry (Patton, 2005) the sample size is dependent upon the purpose of the study, access to participants, and time and
resources (Patton, 2005). In this research study, three participants who met the following criteria were interviewed and observed:

- Participant was within the age group (10-12) years old.
- He/she had previously received a community clinical diagnosis of high functioning autism spectrum disorder or Asperger’s, no language problem and intellectual impairments. This was determined by the classroom teacher.
- His/her first language was Arabic.
- The participant was studying in mainstream primary schools in Saudi Arabia.
- They had no previous experience using LANA CITS.

Parents received an information sheet about the project and its aims, and a consent form to get their permission before conducting the experiment (see Appendix D and Appendix E for the information sheet and consent form). To ensure data privacy, the names of participants have been changed in this study.

In this study, three autistic students are involved and all of them are female (Mariam, Fatimah, and Dana). Two of them (Mariam and Fatimah) are in (Grade 5), and their age is 11 years old, the third students (Dana) is in (Grade 4) and her age is 10 years old. The three participants are studying in mainstream primary school, providing care for children with ASD in Saudi Arabia. All the three participants have a first language of Arabic and none of them had a previous experience using LANA CITS. Each child had previously received a community clinical diagnosis of Asperger’s, who they have no problem with language and intellectual impairments.

**7.7.2 Ethical Considerations**

Because the participants were children, a consent form and information sheet were sent to the participant’s parents (see Appendix E). The information sheet outlined the details and purpose of the study, and the benefits for participating in the study. They also informed that the information gathered from the participant is stored securely.

**7.7.3 Data Collection Methods**

There are several data collections methods in qualitative research. (Marshall and Rossman, 2006) identified three primary methods that qualitative researchers use for gathering information. Primary methods involve gathering information from the
source directly. These three methods are: 1) participating in the setting, 2) observing directly, and 3) interviewing in depth. In this study, two primary methods are used: Observation and Interviewing. “Observation involves the systematic noting and recording of events, behaviors, and artefacts in the social setting,” (Marshall and Rossman, 2006). (Kvale and Brinkmann, 2009) say that an interview is a conversation with structure and a purpose. There are secondary methods that may also be used to gather information. This involves gathering information from someone or something else outside of the original source by analysing documents such as: videos, photography, interaction analysis, and questionnaires (Marshall and Rossman, 2006).

7.7.3.1 Interviewing

Interviewing is a universal method in qualitative research (Byrne, 2004; Patton, 2005). Interviews have been divided into three categories: structured, unstructured, and semi-structured. In structured interviews, all participants will have the same questions using the same wording and in the same order (Corbetta, 2003). However, while a structured interview ensures that comparable responses are gathered from each participant, it leaves no room for elaboration (Berg, 2004).

The second category is an unstructured interview, which contains open questions and subsequent questions depending on the participant’s responses (Holloway and Galvin, 2016). The drawbacks of this type of interview are the difficulty of processing data and the effort required. It is difficult to find similar statements from different participants and hence the links are often difficult to make.

The most common type of interviews used in qualitative research are the third category, which is semi-structured interviews (Holloway and Galvin, 2016). It involves structured questions and the researcher is free to vary the order and wording of the questions (Power et al., 2010), depending on the direction of the interview, and to ask additional questions (Corbetta, 2003).

In this study, two interviews were conducted. The first interview was with the autistic student participant and the second interview was with the teacher. The first interview, which was with the autistic student, contains nine questions and the interviewer was free to ask follow-up questions. Table 7.39 shows the nine questions that are used in the interview.
According to (Berg, 2004), the researcher is able to adjust the wording of the questions, and add or delete probes, as necessary. With this structure, the interviewer guided the interview, to obtain a good description from the participant’s perspective. Moreover, this structure allowed the researcher the flexibility to dive deeper when appropriate. (Patton, 2005) asserted that the semi-structured process lets the researcher to explore and ask follow-up questions if necessary to clarify the particular subject. This was an extremely beneficial process in the field of qualitative interviewing. The use of semi-structured interviewing was important to this study because the participants are children and the level of comprehension may vary. The interview was interactive and the participants were able to ask questions. In addition, notes were taken during the interview to capture the core of the participant’s comments and to note any non-verbal behaviour and facial expressions.

The second interview was conducted with the teacher. The aim of this interview is to measure the student’s interaction and behaviour from the teacher’s point of view. The interview contains five questions as shown in Table 7.40.

Table 7.39: The Interview Sheet for the autistic student (translated version).

<table>
<thead>
<tr>
<th>Question</th>
<th>Probe</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Do you think LANA Tutor is enjoyable to use?</td>
<td>● Which part do you like?</td>
</tr>
<tr>
<td></td>
<td>● Why do you like this part?</td>
</tr>
<tr>
<td>2. Do you think LANA had a right amount of information in one Tutorial?</td>
<td></td>
</tr>
<tr>
<td>3. Do you remember what LANA has taught you in the tutorial?</td>
<td>● Tell me in one or two things you was learned from LANA</td>
</tr>
<tr>
<td>4. Did you like using your learning style (Visual – Auditory -Kinaesthetic) in LANA?</td>
<td>● Would you like to use your learning style with all subjects and tutorials?</td>
</tr>
<tr>
<td>5. Do you like the way LANA looked?</td>
<td>● What do you think of the colour of LANA?</td>
</tr>
<tr>
<td></td>
<td>● Any suggestion to add in the design or the character.</td>
</tr>
<tr>
<td>6. Do you think you can learn from LANA better than your teacher?</td>
<td></td>
</tr>
<tr>
<td>7. Would you like to use LANA again with other lessons?</td>
<td></td>
</tr>
<tr>
<td>8. Is talking with LANA like talking with your friend?</td>
<td></td>
</tr>
<tr>
<td>9. Would you like to use LANA-In the classroom?</td>
<td></td>
</tr>
</tbody>
</table>
Table 7.40: The Interview Sheet with the teacher (translated version).

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Is there any behavioural issue with the student?</td>
</tr>
<tr>
<td>2.</td>
<td>What is the student’s education level in the school?</td>
</tr>
<tr>
<td>3.</td>
<td>How was the student’s interaction during the tutorial?</td>
</tr>
<tr>
<td>4.</td>
<td>Did the student interact with the LANA’s tutorial in the same way as the class tutorial?</td>
</tr>
<tr>
<td>5.</td>
<td>Do you have any suggestions to add to LANA?</td>
</tr>
</tbody>
</table>

7.7.3.2 Participant Observation

In addition to semi-structured interviews, the participant was been observed during the interview by the teacher and the researcher. Observations allow the interviewer to observe the context in which the participants interact (Patton, 2005). Additionally, observations allow the researcher to notice the participant’s behaviors, facial expressions, and the interactions.

7.7.4 Data Analysis

Following the interviews, the data was analysed using the following methodology (Creswell et al., 2007):

1. Data management: This involves organizing and gathering all the data. In this study, the interview was transferred into a written format.
2. Reading and noting: This involves reading through all the transcriptions and making notes in the margins regarding the interviewee’s comments.
3. Describing: this involves describing the participant’s experience with the study.
4. Classifying: The researcher then makes a list of significant statements, quotes that emerged from the data and then grouped them together.
5. Interpreting: the researcher develops textural and structural descriptions of the data. Textural descriptions are the written descriptions of what the participants experienced (Creswell et al., 2007). After the textural descriptions are written, the researcher outlined the contextual influence, and this is the structural description.
6. Representing and visualizing: After both the textual and structural descriptions are written, the researcher writes the findings of the study. In addition, tables were created to help illustrate the data (Creswell et al., 2007).
7.7.5 Participant’s interaction

The study started by detecting the participant’s learning style using the VAK questionnaire, which was answered by both the student and the teacher. The registration interface started to register the participant with her learning style in order to adapt the tutorial according to her learning style. Then, a pre-test interface started and the participant was asked to complete the pre-test by choosing the right answer using the touch screen. When the test was completed, the tutorial started and the participant interacted with the tutorial and answered the questions. During the tutorial, materials were used according to the learning style (Visual: video and images, Auditory: sounds, Kinaesthetic: models). After the participant completed the tutorial, a post-test interface started and the participant answered the questions in the test. An interview was conducted after the tutorial in order to measure the participant satisfaction and their opinion about using LANA-II. During the tutorial and the interview, the student was observed by the researcher and the teacher to notice the participant’s behaviors, facial expressions, and the interactions.

7.7.6 Case Study: Results and discussion

In this section, the data that was gathered from the interview (Table 7.39, Table 7.40) and the observations are described and classified in order to answer the question related to Hypothesis C (LANA-II is appropriate as a virtual tutor for Autistic students).

Question: Are the Autistic students satisfied with the usability of LANA-II?

- Mariam: The first participant interviewed in this study was, Mariam. She is eleven years old in Grade 5 and she has an early community clinical diagnosis of Asperger’s, with no problem with language and intellectual impairments. Based on the teacher’s interview, Mariam made an improvement in her behaviour during her study in the school from Grade 1 to 5. Her education level is very good especially in Maths and English. She is interested in using technology such as a computer, IPad, and mobile devices. The study begun by detecting Mariam’s learning style using the VAK questionnaire. The results from the questionnaire showed that her learning style was Visual. Mariam completed the pre-test and then interacted with the tutorial and
answered the questions. During the tutorial, videos/images appeared for each information in the tutorial. After she completed the tutorial, a post-test interface started and she answered the questions in the post-test. Mariam enjoyed using LANA-II as indicated in her interview answers. She said that she especially liked watching to the videos and the pictures during the tutorial. She was able to use LANA-II independently with ease and required no additional support once told how to use it. Her learning was improved by measuring learning gain and the relative learning gain between the pre-test and the post-test scores. Table 7.41 shows the pre-test and the post-test scores for all three participants. She was able to remember what she had learned from LANA-II, when she was asked in the interview. The rest of the interview questions were positive but when she was asking if she like learning from LANA-II more than learning from her teacher, she answered ‘Maybe’. The teacher said that Mariam interacted positively with LANA-II and her interaction with LANA-II was better than in the classroom. According to the teacher’s comments, Mariam does not like to listen to the lesson in the classroom for more than 15 minutes, she feels bored and she starts to do another task. Whereas, during the experiment, Mariam spent 25 minutes and she did not exhibit her typical behaviour associated with boredom and she completed the whole tutorial.

- **Fatimah**: The second participant interviewed in this study, Fatimah. She is eleven years old in Grade 5 and she had a late diagnosis of Asperger’s, when she was nine years old. Based on the teacher’s interview, Fatimah’s education level is below the average because she does not like to study although she has an excellent memory. She has the ability to remember everything she have seen or read. Her learning style was detected using the questionnaire and it was found that her learning style was Visual. Fatimah completed the pre-test and then interacted with the tutorial and answered the questions. When she completed the tutorial, a post-test interface started and she answered the questions in the test. Fatimah said that using LANA-II was very enjoyable. She liked watching to the videos and the pictures during the tutorial. She was using LANA-II independently and easily with no additional support once she was told in how to use it. According to her scores in pre-test and post-test (Table 7.41), her learning gain the relative learning gain were improved the post-test score was greater than the pre-test score. She was able to remember what she have been learned from LANA-II, when she was asked in the interview.
When she was asking if she like learning from LANA-II more than learning from her teacher, she answered ‘Both’. The rest of the questions were answered positively. The teacher said that Fatimah interacted with LANA-II better than in the classroom. Based on the teacher comments, Fatimah feels sleepy in the classroom and sometimes she sleeps during the lessons. On the other hand, during the experiment Fatimah spent 30 minutes, she did not feel sleepy and she completed the whole tutorial.

- **Dana**: The third participant interviewed in this study, Dana, she is ten years old in Grade 4 and she also had a late diagnosis of Asperger’s, when she was nine years old. Based on the teacher’s interview, Dana’s education level is above the average. She is very good student in all subjects. Her learning style was detected using the questionnaire and it was found that her learning style was Kinaesthetic. Dana completed the pre-test and then interacted with the tutorial and answered the questions. When she completed the tutorial, a post-test interface started and she answered the questions in the test. Dana was very interested when using LANA-II CITS and during the tutorial she was saying comments with positive words such as ‘nice’, ‘I like it’, ‘I know the answer’. She was very excited when she used the magnetism model and the electric circuit during the tutorial. She was using LANA-II CITS independently and easily with no additional support once she was told in how to use it. She made a good improvement on her learning gain and the relative learning gain based on her scores in pre-test and post-test (Table 7.41). The post-test score was greater than the pre-test score. When she was asked in the interview if she can remember the tutorial, she said that she remembered it and she recalled information about the tutorial. She said that she preferred to learn from LANA-II more than from her teacher. The rest of the questions were answered positively. The teacher said that Dana also interacted with LANA-II better than in the classroom because Dana likes learning from the computer more than learning from the teacher.
7.8 Discussion

When looking at experiment 2 with the autistic students, the evaluation results taken from the log file reveal that the post-test scores are ranked higher, which means that the students performed well in the post-test. The P-values less than 0.05 ($p = .001$) (Section 7.5.3.1), indicates there was a statistically significant difference between the pre-test and post-test scores when adapting to the VAK learning style model. In addition, the learning gain between the Control Group (without adapting to VAK) and the Experimental Group (with adapting to VAK) were also statistically significant P-value less than 0.05 ($P= .000009$). In addition, the Experimental Group had a higher mean rank than the Control Group, meaning that the leaning gain for the Experimental Group was significantly improved compared to the learning gain of the Control Group (Section 7.5.3.1). The results from the questionnaire reveal the participant’s perception of remembering what LANA-II has taught them between the Control Group and the Experimental Group. The majority of students in the Experimental Group reported remembering the tutorial 93.3% and 6.7% of the students had a neutral feeling; whereas students in the Control Group reported remembering the tutorial with a percentage of 53.3% and 46.7% stated they had a neutral feeling when rating this question (Section 7.5.3.2). The analysis of results showed that there was a statistically significant relationship between adapting or not adapting to the student’s learning style and answering this question P-value less than .05 ($P=.013$), indicating that adapting to VAK learning style helped the students to remember the tutorial. Furthermore, the evaluation results taken from the questionnaire reveal the participant’s perception of adapting their learning style in the tutorial. The majority of the students 93.3% were happy with adapting their learning style, whereas 6.7% of the students had a neutral

<table>
<thead>
<tr>
<th>Student’s Name</th>
<th>Pre-Test</th>
<th>Post-Test</th>
<th>Learning gain</th>
<th>Relative learning gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mariam</td>
<td>4</td>
<td>9</td>
<td>5</td>
<td>80%</td>
</tr>
<tr>
<td>Fatimah</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>100%</td>
</tr>
<tr>
<td>Dana</td>
<td>6</td>
<td>10</td>
<td>4</td>
<td>100%</td>
</tr>
</tbody>
</table>
feeling when rating this question (Section 7.5.3.2). When looking at the results of the participant’s preference of learning from LANA-II rather than leaning from the teacher, the evaluation results reveal that the majority of students 93.3% in the Experimental Group preferred to learn from LANA-II more than learning from the teacher, and 6.7% of the students had a neutral feeling. The students in the Control Group were preferring to learn from LANA-II than learning from the teacher with percentage of 60%, and 40% stated they had a neutral feeling when rating this question. In addition, there was statistically significant relationship between adapting or not adapting to the learning style and answering this question P- value less than .05 (P=.031) (Section 7.5.3.2). It can be concluded from the above results and analysis that adapting LANA-II to autistic students using the VAK model succeeded. Therefore, the hypothesis HA1 (LANA-II with VAK model can be adapted to the Autistics learning style) can be accepted.

When looking at the improvements made to the LANA-II algorithm, a morphologic pre-processing method was applied to address the common spelling variations and mistakes made by user because of the phonological similarity of some of Arabic alphabet characters (see chapter 6 section 6.2). Furthermore, the similarity algorithm (i.e. Cosine similarity) was redeveloped to allow the common variations of certain words to be recognised and responded to correctly (see chapter 6 section 6.3). These improvements have reduced the number of unrecognised utterances and incorrect responses which were evident in the results. The evaluation results taken from the log file revealed that unrecognised utterances were reduced to 5.4% in LANA-II (Chapter 7, Table 7.21) compared to 38% in LANA-I (Chapter 5, Table 5.19). The results of the test revealed a statistically significant difference between the numbers of unrecognised utterances, with LANA-II having a lower mean rank of unrecognised utterances. The results also showed that the incorrect responses were reduced to 3.6% (Table 7.21) in the LANA-II compared to 10.2% in LANA-I (Chapter 5, Table 5.19). There were statistically significant differences between the numbers of the incorrect response between LANA-I and LANA-II (p = 0.001). In terms of the correct responses, the results revealed that the correct responses using STS algorithm in LANA-II was significantly improved 96% compared to the correct responses using STS algorithm of LANA-I 89%. The findings of the questionnaire from the evaluation of LANA-I and LANA-II showed there was a significant difference in question 8 (the
naturalness) \( p = 0.000163 \). This revealed that the users perceived the LANA-II to be better in relation to conversation naturalness with 91.6% of the participants expressing that the conversation level of naturalness was good which is a major improvement from LANA where 45.8% who expressed the conversation level of naturalness was good. Hence based on these results there is enough evidence to suggest that \( \text{HB}_1 \) (The enhancements made in LANA-II architecture improve the overall effectiveness of LANA-II engine) can be accepted.

Additional findings of interest derived from the evaluation of LANA-II were highlighted through the comparison of the data gathered from the autistic students and neurotypical students. The results show that there was a statistically significant difference in the number of unrecognized utterance between the two participants (\( p = .045 \)). The neurotypical participants mean values rank higher than the autistic participants, indicating that the number of unrecognized utterances from neurotypical participants was more than the autistic participants. In addition, the number of correct responses between the two participants was statistically significant (\( p = .010 \)). The autistic participants had more correct responses than the neurotypical participants. Furthermore, the results indicated that there were statistically significant differences between the numbers of the incorrect response between the autistic participants and the neurotypical participants (\( p = 0.009 \)), meaning the neurotypical participants had more incorrect responses than the autistic participants. Most prominent of the differences observed between the autistic students and the neurotypical students was in terms of the number of utterances that used the new STS algorithm, the results revealed that the number of utterances required the new STS algorithm in neurotypical participants 42.7% were more than autistic participants 31.12%. The comparison of the data from the two participant datasets illustrated that the utterances from the neurotypical participants contained significantly more instances where the utterance required the new STS algorithm. Most of the utterances from the autistic participants were matched the scripted patterns without need to apply the STS algorithm. A reason for this could be that the way that the autistic students speak and write. They tend to use a classical to modern Arabic language (formal language) on their speaking and writing, whereas the neurotypical students usually speak and write modern to colloquial Arabic language. (unformal language). The language used in the scripted patterns is modern Arabic language (formal language), therefore the autistic student’s
utterances matched the scripted patterns, whereas the neurotypical students used some colloquial language in their writing, therefore their utterances didn’t match the scripted patterns and required the string similarity algorithm.

The evaluation results taken from the case study of three autistic students showed an improvement on the autistic students learning gain and the relative learning gain when comparing their scores in the pre-test and the post-test (Table 7.41). Observation and interview questions, which were answered by both the student and the teacher, were used to collect the data. In terms of the student preference of learning from LANA-II more than learning from the teacher, the results show few differences in their answers. One student said that she liked the learning from LANA-II more than the learning from the teacher, whereas the two students were hesitated when they answered the question and one of them answered ‘Maybe’ and the other said ‘Both’. A reason for this could be that the teacher presence during the interview. In terms of the teacher interview results, the teacher particularly liked the adapting to the student’s learning style in the tutorial because this will meet the individual learning needs for the students with ASD. Furthermore, the teacher reported positive comments with regards the student’s interaction with the tutorial using LANA-II comparing with the classroom. The teacher reported that one student feels sleepy and the other feels bored all the time in the classroom, whereas when they used LANA-II they were very interested and excited, because many students with ASD enjoy the use of technology. The teacher recommended that using LANA-II in the classroom would be beneficial because it will increase the students’ independence from the teacher. For example, students with using LANA-II will not need to wait for a teacher to explain the lesson and then the teacher can focus in other aspects such as the student’s behaviour, and social skills.

Based on these results, it can be concluded that there is enough evidence to support **HC1 (LANA CITS is appropriate as a virtual tutor for Autistic students)**.

Inevitably, as with any research and evaluation effort the evaluation of LANA-II did highlight some areas that can be improve through further research. It is found that the knowledge base has some gaps in its domain and general knowledge which cause some unrecognised utterances. However, it is easy to address this weakness by adding the missing information (scripted patterns) into the knowledge base. It is expected to have this type of weakness because it is hard to cover all questions and general knowledge
that could be asked by the user. This is discussed in detail in the further work, chapter 8.

7.9 Chapter Summary

This chapter has detailed the experimental methodology that used to evaluate LANA-II through three experiments. The success of LANA-II was evaluated by measuring the success of three hypotheses:

1. Hypothesis A: LANA-II can be adapted to the autistic students learning style.
2. Hypothesis B: The enhancements made to LANA-II architecture improve the overall effectiveness of LANA-II engine.
3. Hypothesis C: LANA-II is appropriate as a virtual tutor for Autistic students.

The results from the experiments, using a combination of subjective and objective measures, show a significant evidence to support all the hypotheses. The implications of these findings and results on the research hypothesis are discussed in the following chapter.

The main novel contributions in this chapter are:

- Conducted an experiment to test the enhancement made in LANA-II engine by comparing the metrics from the (LANA-I) with the same metrics from LANAII.
- Evaluated LANA-II by conducting an experiment with Autistic children to measure the capabilities from different aspects such as tutoring success, adapting to VAK learning style model and user evaluation.
- Comparative descriptive analysis of data from autistic participants and neurotypical participants.
- A case study evaluation with three autistic students to test if LANA-II is appropriate as a virtual tutor for Autistic students.
Chapter 8 – Conclusion and Future Work

8.1 Overview

The research presented in this thesis aimed to answer two research questions:

1. Can an Arabic Conversational Intelligent Tutoring System (CITS) be adapted to the learning styles for autistic children?
2. Can an Arabic Conversational Intelligent Tutoring System (CITS) for children with autism enhance their learning?

To answer these questions an Arabic Conversational Intelligent Tutoring System for autistic children (LANA) was researched, designed and developed. The research involved investigation in to several key areas such as, Conversational Agents (CAs), Intelligent tutoring systems (ITS), Arabic Language Processing techniques (i.e. natural language processing, sentence similarities measures and pattern matching), the VAK learning style, and the TEACCH method for children with autism spectrum disorder. Two prototypes were developed in this research. The first prototype was (LANA-I) that contains two main components: the first component of LANA-I is the CA engine. Due to grammatical features and the morphological nature of the Arabic language, the research into CA development techniques revealed that a hybrid approach was the most appropriate approach to develop an Arabic CA. The LANA-I CA engine is based on the two main CA development strategies, pattern matching (PM) and short text similarity (STS) that calculates the matching strength of a pattern to the user utterance. The two parts of the engine work together in order to overcome some of the unique language challenges of the Arabic language. PM is a popular method for developing CAs, however CAs based on the PM principle have disadvantages such as the large number of scripted patterns that have to be covered in order to create a robust knowledge base specially with Arabic language due to the free word order in the Arabic language. The second component of LANA-I is the intelligent tutoring system which adapts the tutorial to the autistic children learning style. LANA-I personalises the tutorial according to the autistic children learning style: Visual, Auditory, Kinaesthetic (VAK). The results of the log file and end user evaluation of LANA-I revealed some weaknesses and some negative perceptions from the participants. The issues that were highlighted in LANA-I evaluation were mainly due to its grammatical features and the morphological nature. Other issues that were identified were the need
to further expand the knowledge base in order to increase the naturalness of the conversation. The participants expressed that they perceived the naturalness of their conversation with LANA-I to be low.

The second prototype LANA-II aimed to overcome these weaknesses. LANA-II CA algorithm was developed in order to reduce the effort required in scripting the knowledge base/domain by using pre-processing feature and new version of Cosine similarity approach. In addition, the tutorial interface is mapped to the TEACCH method, which is based on Structured Teaching technique for autistic children. From the evaluation of LANA-II, statistically significant improvements were observed in terms of the objective and subjective metrics measured in LANA-II CA engine. Furthermore, LANA-II using VAK learning style succeeded in adapting to the autistic students learning style and enhance their learning based on the objectives and subjective metrics from the experiment and the results from the case study. Additional findings of interest derived from the evaluation of LANA-II were highlighted through the comparison of the data gathered from the autistic students and neurotypical students. The results show differences observed between the autistic students and the neurotypical students in terms of the number of utterances using the STS algorithm. The results revealed that the number of utterances that used the STS algorithm in neurotypical participants was higher than autistic participants. Most utterances from the autistic participants matched the scripted patterns without need to apply the STS algorithm. A reason for this could be that the way that the autistic students speak and write; they tend to use a classical to modern Arabic language (formal language) on their speaking and writing, whereas neurotypical students usually speak and write modern to colloquial Arabic language (informal language). The language used in the scripted patterns is modern Arabic language (formal language), therefore the autistic student’s utterances matched the scripted patterns, whereas the neurotypical students used some colloquial language in their writing, therefore their utterances did not match the scripted patterns and required the string similarity algorithm.

Based on the results observed from the evaluations, the evidence supports the conclusion that LANA-II can be adapted to autistic students learning style and enhance their learning. In addition, the LANA-II CA engine is effective as a CA in Arabic language. Further work in the field of CITS development can build a top of this work which is discussed in section 8.3.
8.2 Research Contribution

This research has produced some significant contributions in the field of conversational intelligent tutoring system. The primary aim of this research was to design and implement an Arabic CITS for high functioning autistic students called LANA using the VAK model to adapt to autistic learning style and enhance their learning in mainstream schools. LANA architecture uses the pattern matching (PM) and an Arabic short text similarity (STS) measure to extract facts from user’s responses to match rules in scripted conversation in a particular domain (Science). The outcome of the project is the development of an Arabic CITS for autistic students (10 to 12 years old) who have previously received a community clinical diagnosis of high functioning autism spectrum disorder or Asperger’s, who they have no language problem and intellectual impairment. Also, they are studying in Arabic mainstream schools.

The prominent contributions derived from this research are as follows:

8.2.1 Method for developing LANA CA engine

The research has led to the development of a novel CA engine based on hybrid similarity method, which contains pattern matching principles and lexical string similarity in order to converse with the user to reach the goal of the conversation. The LANA CA engine handles the language unique features such as the grammatical features and the morphological nature of the Arabic language. Thus, this research makes a contribution in terms of a framework for developing CA engines in Arabic language. Pre-processing methods were applied on the utterance before applying the similarity algorithm in order to overcome the spelling mistake issues due to the phonological similarity of some of its alphabet characters. In addition, the cosine similarity was adjusted to use the character level approach by comparing each word with every other word character by character after applying the Bi-gram method. This algorithm solves the complex word order issue that comes with the Arabic language. It also significantly reduces the number of scripts that have to be written to deal with the issue of word order or word structure, such as adding the prefix or suffix.
8.2.2 Method for developing an Arabic scripting language for LANA CITS

A new Arabic scripting language has been developed in order to script the domain. The domain used to script the CA was from the Science curriculum for the age 10-12 years old. The material was provided by the Ministry of Education in Saudi Arabia. Scripts consisting of a context structured according to the topics in the science book such as the Earth, Moon, Solar System, eclipse, etc.). LANA CITS is designed to deliver the Science topic to Autistic learners in the Arabic language based on the science book that is taught in schools in Saudi Arabia. The scripting language proposed in this research contains new features that deal with the unique features of the language such as allowing word order variations of certain patterns. In addition, the scripting language includes supporting material to the user depending on the user’s learning style (Visual: images and videos – Auditory: Sounds – Kinaesthetic: Instructions and objects).

8.2.3 Method for adapting the tutorial to the VAK learning style

A proof of concept adaptation the tutorial to the autistic VAK learning style has been researched, developed and implemented into LANA CITS. LANA CITS has the ability to personalise the lesson to the user’s learning style (VAK) and provide suitable material to the user according to the user’s learning style (images and videos for Visual learner, Sound for Auditory learner, physical models for Kinaesthetic learner). Adapting the tutorial to the autistics’ VAK learning style was evaluated and it significantly improve the students’ learning gain and enhance their learning.

8.2.4 Method for designing GUI using TEACCH method

A new GUI was designed, implemented and evaluated that adopted the TEACCH method, which is an educational approach for people with ASD. In this research the TEACCH method (G. Mesibov, 2018) WAS adopted in GUI by applying the four main TEACCH components: physical structure, Daily schedules, Work system, and Visual cues and instructions (Chapter 6, Section 6.5). LANA is the first CITS that mapped TEACCH method to the user interface.
8.2.5 Framework for CITS evaluation

A new evaluation framework has been researched and tested in order to give an overall performance related CITS evaluation. The proposed methodology focuses on evaluating metrics related to the CITS ability to achieve the goal of its development by employing software evaluation methodologies such as the Goal Question Metric (GQM). This mechanism was based on supposition that goals must be identified for a system then number of questions was defined for each goal, and a set of metrics associated with each question (Fenton and Pfleeger, 1998). In addition, a qualitative evaluation was used by conducting three case studies in order to test the system in depth from the autistic children point of view and to notice their interactions and perceptions during the tutorial.

8.3 Future Work

The research presented in this thesis has outlined a novel approach to Arabic conversation intelligent tutoring system that adapts to autistic children learning style and enhance their learning. The conversation engine was designed in an Arabic language which is resource poor and completely different to English in its grammatical and morphological structure. However, there are areas which can be improved through further research and development such as the suggestions below:

8.3.1 Semantic similarity

LANA CA similarity algorithm can be strengthened with the addition of semantic rather than lexical similarity when a suitable Arabic WordNet is available. The paraphrased version of a scripted pattern will be recognised by using the semantic similarity. This will further reduce the scripting patterns and making the task of scripting an Arabic CA even less exhausting. Future research could be made to the Arabic WordNet in order to extend its coverage and turn it into a more useful knowledge base.

8.3.2 Knowledge base expansion

As the knowledge base of LANA is based on the science subjects, specifically two lessons from the science book of grade 4, future work can entail the expansion of the knowledge base to cover all lessons of the science topics for grade 4. Moreover, the
knowledge base could be expanded to cover other lessons for other grades. Furthermore, the general topics of the knowledge base could also be expanded to include more topics and patterns related to general topics.

8.3.3 Automatically predict autistic children learning styles

As detecting the learning style in LANA is based on a questionnaire. However, if the questionnaire is not completed accurately, this leading to incorrect assessment of learning styles. Future work can be made to detect the autistic children learning style by analysing learner behaviour throughout tutoring.

8.3.4 Voice Recognition

Adding voice recognition feature will make LANA more fixable for autistic students as some individuals may prefer speaking to typing, whereas others may have low auditory tolerance and prefer typing.
References


Al-Ramahi, M. A. and Mustafa, S. H. (2012) 'N-Gram-Based Techniques for Arabic Text Document Matching; Case Study: Courses Accreditation.'


Crockett, K., James, O. S. and Bandar, Z. (2011a) Goal orientated conversational agents: applications to benefit society. Springer.


Latham, A. M. (2011) *Personalising learning with dynamic prediction and adaptation to learning styles in a conversational intelligent tutoring system*. Manchester Metropolitan University.


Limoges, E. l., Mottron, L. and Bolduc, C. B., Claude Godbout, Roger. (2005) 'Atypical sleep architecture and the autism phenotype.' *Brain*, 128 1061,


modelling to teach textual responses in children with autism.' *Journal of applied behaviour analysis*, 42 341,


---

161


Noori, Z., Bandarl, Z. and Crockett, K. (2014) 'Arabic goal-oriented conversational agent based on pattern matching and knowledge trees.'


O’Roak, B. and State, M. (2008) 'Autism Genetics: Strategies, Challenges, and Opportunities.' *Autism Research,* 1 17,


Weizenbaum, J. (1966) 'ELIZA—a computer program for the study of natural language communication between man and machine.' *Communications of the ACM,* 9(1) pp. 36-45.


Yaman, S. G. (2016) 'Alan Turing: the Unknown Mind.'


Appendices
Appendix A – Interview Questions with primary school teachers to develop the tutorial (Arabic version)

درس النظام الشمسي

ما هي أهداف الدرس؟

------------------------------------------------------------------------------

كيف يتم شرح كل هدف؟

------------------------------------------------------------------------------

هل يتم استخدام اللوحات التعليمية في الدرس؟

------------------------------------------------------------------------------

هل يتم استخدام وسائل تكنولوجيا تعليمية؟ ما هي؟

------------------------------------------------------------------------------

ما هي الأسئلة الافتتاحية التي يبدأ منها الدرس؟

------------------------------------------------------------------------------

ما هي الأسئلة التي يتم استخدامها لتقييم فهم الطالب للدرس؟

------------------------------------------------------------------------------

هل يحبذ الطالب الأسئلة المقالية أم الموضوعية؟

------------------------------------------------------------------------------
Appendix B – Screenshot of all GUI
في هذه المرحلة ستتحدث عن لانا لكتبتها وسوف تنظم من خلالها درس من الدوريات. اضغط أولاً لleccion الدرس.
### Appendix C – Learning style questionnaire (Arabic version)

1. هل تستمتع بالدرس من خلال مناقشة الموضوع مع زميلك ومجموعة من الزملاء
   - نعم
   - لا

2. هل انت جيد في عمل أشياء مختلفة كالصلصال والألعاب التركيبات
   - نعم
   - لا

3. هل تتذكر وجه الأشخاص حتى عندما لا تراهم لفترة طويلة
   - نعم
   - لا

4. هل تجد من السهولة تذكر الأشياء التي طلبت منك
   - نعم
   - لا

5. هل تجد من السهولة تذكر القصص التي سمعتها
   - نعم
   - لا

6. هل تفضل تعلم الأشياء الجديدة من خلال رؤيتها بأكثر من لون وصوره
   - نعم
   - لا

7. عندما تتعلم حروف كلمة جديدة هل تفضل رؤية الكلمة جيدا وتتخيل شكلها في مخيلتك
   - نعم
   - لا

8. هل تحب استعمال يديك لشرح لأصدقاءك عن ماتعلمت
   - نعم
   - لا

9. هل تتذكر حروف الكلمة من خلال التفكير بشكل الكلمة وكتابة بيدك
   - نعم
   - لا
Appendix D – Information sheet for parents

**Researcher:** Mrs. Sumayh Aljameel  
**Supervisors:** Dr. James O’Shea – Dr. Keeley Crocket

**Address:** E113  
John Dalton Building  
School of computing, Maths and Digital Technology  
Chester Street  
Manchester, M1 5GD

**Phone:** +(44)7492464666  
**Email:** sumayh.s.aljameel@stu.mmu.ac.uk

You child is being invited to take part in a research study. In order for you to decide whether your child would like to take part, this information sheet explains why the research is being undertaken and what it will involve. For more information, please email Sumayh Aljameel at the address above.

What is the purpose of the study?

The purpose of this research study is to evaluate a new technology for a computer based tutoring system called LANA. The new tutoring system is developed for children on the autistic spectrum age (10-16) to predict their learning styles and provide personalised tutoring within a science domain. The system incorporates graphics, questions/answering and conversation to teach them the science subject.

**Why is the study being done?**

The study is being undertaken to evaluate the new tutoring system to offer an additional support for learning by children who are on the autistic spectrum.

**Why are being asked to allow your child to take part?**

As part of this research we are looking for children aged (10 to 16) who have been diagnosed as on the autistic spectrum. The tutoring system has been developed to be appropriate to this age group because they have the ability to write in Arabic language using keyboard.

**Does my child have to take part?**

No. this is an entirely voluntary study. If you choose not to participate, it will not affect you or your child in any way. If you give your consent for your child to participate, you will be asked to sign a consent form (attached). Even if you give consent, you will still be free to withdraw your child at any time and without giving a reason. Also, your child’s class tutor will be able withdraw your child during the study if he or she judges it is right for your child.

**Are there any disadvantage or risks in allowing the children to take part?**

No, there is no risk or disadvantage beyond ordinary use of a computer in the classroom.

**What will happen to your child if you agrees to take part?**
Your child will be in a familiar classroom setting with both class teacher and Sumayh Aljameel (the researcher).

Sumayh Aljameel (the researcher) will first introduce the tutoring system to the children.

Your child will be asked first to login to the tutoring system using nickname provided by Sumayh. This prevents personal data from being capture.

Your child will then use the system by having a conversation based tutorial with the system. At the start of the tutorial, a questionnaire will be conducted in order to capture their learning style. Then a tutorial will start on science topic. A pre and post test will be provided to the child before and after the tutorial in order to evaluate their learning gain. These tests are not intended to measure the children’s ability or intelligence and will not be part of their academic record, the overall learning gains of the children involved will be used to measure the performance of LANA.

Who will have access to the data?

Mrs Sumayh Aljameel (the researcher). Sumayh’s supervisors will have access to completely anonymous numeric data as part of their supervisory role, but will not have any knowledge of the children involved.

Who is funding the research?

Royal Embassy of Saudi Arabia Cultural Bureau in London

Who they should contact for further information?

Mrs Sumayh Aljameel (the researcher) at the contact address at the top of this sheet.

How will data be anonymised?

The information gathered from pupil is stored securely, coded anonymously, and presented in aggregate form, so that the identity of any individual or home cannot be disclosed outside the research site. The procedures for handling, processing, storage and destruction of data gathered in this study are compliant with Data Protection Act 2008 and the Q.U.B Data Protection Policy. Data will be destroyed within 6 months of either, completion of Sumay’s PhD thesis OR completion of the last publication it is used for.

How many participants?

The number of participants will be more than 30 pupils.

Where will the research sessions take place?

The session will take place at your child’s home. Every effort will be made to ensure that the research sessions are as enjoyable and relaxed as possible for the children. The total testing time will not exceed 60 minutes.

What is the impact of the study?

At the end of the study the “findings” (scientific principles discovered) will be published and these will contribute to improved education of the community of children on the autistic spectrum and will shape the strategy of future research intended to improved education of the community of children on the autistic spectrum.
Appendix E – Consent Form

Researcher: Mrs. Sumayh Aljameel
Supervisors: Dr. James O’Shea – Dr. Keeley Crocket- Dr. Annabel Latham
Address: E113
  John Dalton Building
  School of computing, Maths and Digital Technology
  Chester Street
  Manchester, M1 5GD
Phone: +(44)7492464666
Email: sumayh.s.aljameel@stu.mmu.ac.uk

I have read the information sheet for parents. I understand it and I give my consent for my child ____________________________ (child’s name) to take part in the above named research project.

I understand that all data will be kept confidential, it will be destroyed at the end of the study as set out in the information sheet for parents, and that I have the right to withdraw my child from the study at any time.

Print Name: _________________________
Signature: _________________________
Date: ___________________________
Appendix F – Normality histogram of the first evaluation
Appendix G – Interview questions with primary school teachers to enhance the tutorial (Arabic version)

من خلال استخدامك لبرنامج لناوة 1. ما هو تقييمك للمعلومات المدرجة به وكيف يمكن تحسينها؟

-------------------------------------------------------------------------------------------------------------------------------------

سيتم إدراج درس الدائرة الكهربائية والمغناطيسية للبرنامج. ما هي أهداف الدرس؟

-------------------------------------------------------------------------------------------------------------------------------------

كيف يتم شرح كل هدف؟

-------------------------------------------------------------------------------------------------------------------------------------

هل يتم استخدام اللوحات التعليمية في الدرس؟

-------------------------------------------------------------------------------------------------------------------------------------

هل يتم استخدام وسائل تكنولوجيا تعليمية؟ ما هي؟

-------------------------------------------------------------------------------------------------------------------------------------

ما هي الأسئلة الافتتاحية التي يبدأ منها الدرس؟

-------------------------------------------------------------------------------------------------------------------------------------

ما هي الأسئلة التي يتم استخدامها لتقييم فهم الطالب للدرس؟

-------------------------------------------------------------------------------------------------------------------------------------

هل يحبذ الطالب الأسئلة المقالية أم الموضوعية؟

-------------------------------------------------------------------------------------------------------------------------------------
Appendix H – Normality Histogram of the second evaluation
Appendix I – Pre-test and Post test questions (Solar system tutorial)

- Mahjura hoal ledour al ardren تستغرق كم تعرف فهل محورها حول وتدور الشمس حول الأرض كدور
  
  a. 24 ساعه
  b. 22 ساعه
  c. 12 ساعه

- ماذا ينتج عن دوران الأرض حول محورها:
  a. الفصول الأربعة
  b. الليل والنهار
  c. الخسوف والكسوف

- ماهي نتيجة هذا الدوران:
  a. الفصول الأربعة
  b. الليل والنهار
  c. الخسوف والكسوف

- كم يستغرق دوران الأرض حول الشمس:
  a. 365 يوم
  b. 350 يوم
  c. 300 يوم

- يختلف القمر عن الأرض ب:
  a. القمر ليس لديه غلاف جوي ولا ماء
  b. القمر ليس لديه صخور
  c. القمر أكبر من الأرض

- ضوء الشمس ما هو:
  a. ضوء الشمس
  b. ضوء الأرض
  c. ضوء الكواكب الأخرى

- نرى القمر في أشكال مختلفة خلال الشهر. فما سبب هذا الاختلاف:
  a. بسبب دوران الأرض حول الشمس
  b. بسبب دوران القمر حول الأرض
  c. بسبب دوران الشمس حول القمر

- ماهي المدة التي يتم فيها القمر دورته حول الأرض:
  a. في 29 يوما أي شهر كامل
  b. 20 يوم
  c. سنة كاملة

- كم عدد أطوار القمر:
  a. 6
  b. 7
  c. 8

- خسوف القمر يحدث عندما:
  a. تقوع الأرض بين القمر والشمس
  b. تقوع الشمس بين القمر والأرض
  c. تقوع القمر بين الشمس والأرض
Appendix J – Pre-test and Post-test questions (Tutorial 2: Electrical circuit and the magnetism)

1. What happens when similar charged particles approach each other?
   - Opposite charges repel
   - Like charges repel
   - Nothing happens
   - No change

2. Does the electrical current work only in a closed circuit? What is the name of this conductor?
   - Electric field
   - Electric circuit
   - Electric current

3. The electrical circuit is composed of three basic parts. What is the third part?
   - Magnets
   - Wires
   - Charges

4. How can we control the flow of electric current and light a bulb in the electric circuit?
   - Cut the wires
   - Use an electric switch
   - Use electricity

5. What happens when we touch a balloon with a piece of wool and then bring it close to the wall?
   - The balloon falls
   - The balloon sticks to the wall
   - The balloon flies away

6. What are the objects that are attracted by a magnet?
   - Made of iron or nickel or cobalt
   - Made of wood
   - Made of glass

7. There is a region around the magnet that shows its strength. What is called this area?
   - North and South poles
   - Electric charges
   - Magnetic field

8. A magnet consists of two poles. What are they?
   - North and South
   - Eastern and Western
   - Center and North

9. What happens when two similar poles of magnets are brought close to each other?
   - Attract each other
   - Repel each other
   - Nothing happens

10. What happens when two different poles of magnets are brought close to each other?
    - Attract each other
    - Repel each other
    - Nothing happens
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A Review of Current Technology-Based Intervention for School Aged Children with Autism Spectrum Disorder
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Abstract. For individuals with autism spectrum disorder (ASD), the use of Computer technology to provide intervention in learning is promising. This review focuses on research that has used technology to improve the performance for school aged (10–16) children with ASD. This paper reviews technologies that enhanced intervention, which target three cognitive domains: (1) languages and literacy, (2) social skills, and (3) emotion recognition. A review of the literature from 2005 to the end of 2015 identified 19 studies that documented efficacy in order to determine whether empirical findings support technology as an evidence-based practice. The conclusion reports that it is important to support development, evaluation, and clinical usage of technology-based intervention for individuals with autism spectrum disorders. Future directions for research and practice with each technology are discussed.

Keywords: Autism spectrum disorder · Computer · Technologies · Intervention

1 Introduction

Autism spectrum disorder (ASD) is a lifelong developmental disability, which affects communication skills, social skills and repetitive behavior [1]. ASD has four main subtypes of autism: Autistic Disorder, Asperger Syndrome, Pervasive Developmental Disorder and Childhood Disintegrative Disorder. Autism is a spectrum condition that means people with autism have shared specific difficulties, but they will be affected by their condition in different ways. Some autistic people have the ability to live relatively independently where others need a specialist support to live their lives. People with autism may also have sensitivity to sounds, lights, colours, touch, smells, and tastes. Autism affects three areas: communication (verbal and non-verbal language), social interaction (understanding and recognizing emotions and expression), and repetitive behaviours (adaptation to the environment). Over the past two decades, the cases of autism have increased worldwide. It is reported that more than one out of every 100 people has autism in UK [2]. Some studies suggests that ASD is genetic [3, 4].
The genetic cause can be identified in 20%-25% of children with ASD using standard medical genetic evaluation techniques [5]. However, observations of behavioural aspect are the only way to diagnose ASD. The average age of diagnosis of ASD in UK is over three years old, although another study recommends that all children should be screened for ASD earlier at 18 to 24 months [6].

Several studies reported that people with ASD have the ability to deal with technology and computers better than human [7-9]. Computer Applications offer a structured environment that is preferred by people with autism because of routine and repetitive behaviours [10]. Virtual tutors have shown to benefit children with ASD, who have difficulties in social interactions [11]. Traditional teaching using human tutors is a challenge for children with autism whereas virtual tutors can meet the individual child needs. This is because some autistic children are uncomfortable looking at faces; the virtual tutor face looks like a cartoon, and when the child becomes familiar with it, the complexity of expression can be increased. In the same way, the session content can be adjusted depending on the child’s current level of need and interest. There is some evidence to suggest that autistic children those taught by virtual tutors gain more information than who were taught by human tutors. [12]. Virtual tutors have many benefits, for example, children learn and practice their skills independently with no pressure on the person who works with them. Consequently, the human tutor will focus on complex aspects and tasks while the virtual tutor will focus on the general topics. [13]. Another advantage from using the virtual tutor is that learners can practice at any time of the day because the virtual tutor never gets impatient or tired, which suits with autistic people who have abnormal sleep patterns. [14]. Regarding developing nonverbal skills, it is reported that virtual tutors can be useful in modelling the learner’s behaviours, such as gaze and facial expression [15].

The main purpose of this paper is to:

- review different technologies that are used to enhance the emotion recognition, social skills and language skills for children with ASD aged (10 to 16) or covered this age.
- review different contexts and evaluation methods that are used for measuring the efficiency of technology-based interventions for children with ASD in the age group of 10 to 16 years.
- Recommend the future directions for research and practice with each technology.

This paper is organized as follows: Sect. 2 describes the methods that are used in this review. Section 3 includes the technology-based interventions in the three cognitive domains: (1) languages and literacy, (2) social skills, and (3) emotion recognition. Section 4 contains the conclusion.

2 Methods

2.1 Literature Search Procedures

Online searches were conducted within multiple research databases, such as Google Scholar and PubMed using the following search terms: ‘Virtual agent and autism’,
"autism and technology, ‘computer-based intervention and autism’ and ‘robotics and autism’. In addition, relevant articles were involved in this review (e.g. Wass and Porayska-Pomsta [16], Mc Cleery [17]).

2.2 Inclusion Criteria

Our inclusion criteria for this review were as follows:

- The research tested their system using participants in the age group of 10 to 16 or covered this age. The reason for choosing this age group is that many researchers concentrate on the younger children (3–7 years old or pre-school age).
- The system is to enhance one or more social skills, emotion recognition, and language and literacy.

A total of 19 articles from 2005 to the end of 2015 met the inclusion criteria as technology interventions for children with ASD. Table 1 contains information from the

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Title</th>
<th>Participant age and gender</th>
<th>Design of study</th>
<th>Objectives</th>
<th>Method</th>
<th>Evaluation methods</th>
<th>Description of technology</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aljameel et al. [14]</td>
<td>2015</td>
<td>Improving social behavior of children with ASD through virtual reality</td>
<td>8-12 years old</td>
<td>Experimental</td>
<td>Promoting social skills</td>
<td>Video feedback and a computer-based intervention</td>
<td>Virtual reality software was used to assess the social behavior of participants</td>
<td>Improvement in social behavior was observed.</td>
<td></td>
</tr>
<tr>
<td>videographic analysis of social interaction</td>
<td>186</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elahi et al. [15]</td>
<td>2015</td>
<td>Evaluating the effects of virtual reality on the social skills of children with ASD</td>
<td>6-12 years old</td>
<td>Experimental</td>
<td>Enhancing social skills</td>
<td>Video feedback and a computer-based intervention</td>
<td>Virtual reality software was used to assess the social behavior of participants</td>
<td>Improvement in social behavior was observed.</td>
<td></td>
</tr>
<tr>
<td>videographic analysis of social interaction</td>
<td>186</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barman et al. [16]</td>
<td>2015</td>
<td>Using virtual reality and social scenarios to improve social skills in children with ASD</td>
<td>6-12 years old</td>
<td>Experimental</td>
<td>Enhancing social skills</td>
<td>Video feedback and a computer-based intervention</td>
<td>Virtual reality software was used to assess the social behavior of participants</td>
<td>Improvement in social behavior was observed.</td>
<td></td>
</tr>
<tr>
<td>videographic analysis of social interaction</td>
<td>186</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheng et al. [17]</td>
<td>2015</td>
<td>Using a computer-based intervention to improve social skills in children with ASD</td>
<td>6-12 years old</td>
<td>Experimental</td>
<td>Enhancing social skills</td>
<td>Video feedback and a computer-based intervention</td>
<td>Virtual reality software was used to assess the social behavior of participants</td>
<td>Improvement in social behavior was observed.</td>
<td></td>
</tr>
<tr>
<td>videographic analysis of social interaction</td>
<td>186</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chang et al. [18]</td>
<td>2016</td>
<td>Computer-based intervention to improve social skills in children with ASD</td>
<td>6-12 years old</td>
<td>Experimental</td>
<td>Enhancing social skills</td>
<td>Video feedback and a computer-based intervention</td>
<td>Virtual reality software was used to assess the social behavior of participants</td>
<td>Improvement in social behavior was observed.</td>
<td></td>
</tr>
<tr>
<td>videographic analysis of social interaction</td>
<td>186</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al. [19]</td>
<td>2017</td>
<td>Using a computer-based intervention to improve social skills in children with ASD</td>
<td>6-12 years old</td>
<td>Experimental</td>
<td>Enhancing social skills</td>
<td>Video feedback and a computer-based intervention</td>
<td>Virtual reality software was used to assess the social behavior of participants</td>
<td>Improvement in social behavior was observed.</td>
<td></td>
</tr>
<tr>
<td>videographic analysis of social interaction</td>
<td>186</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al. [20]</td>
<td>2017</td>
<td>Augmented reality-based intervention to improve social skills in children with ASD</td>
<td>6-12 years old</td>
<td>Experimental</td>
<td>Enhancing social skills</td>
<td>Video feedback and a computer-based intervention</td>
<td>Virtual reality software was used to assess the social behavior of participants</td>
<td>Improvement in social behavior was observed.</td>
<td></td>
</tr>
<tr>
<td>videographic analysis of social interaction</td>
<td>186</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Summary of the studies featured in this review
3 Technology-Based Intervention

Technology-based interventions are the most studied for children with ASD. Technology has been used to teach a variety of skills, such as how to recognize and predict emotions [18], enhance problem solving [19], improve vocabulary [20], and improve reading and communication skills [21]. Our review focuses on technologies that enhanced intervention, which targets three cognitive domains: (1) languages and literacy, (2) social skills, and (3) emotion recognition.

3.1 Languages and Literacy

Language learning is often delayed in children with ASD [20]. Therefore, many interventions focus on enhancing language and communication by developing programs that are used to teach ASD children language content. Four articles are summarized in this section that used technology to enhance the language and literacy skills.

The first one is developed by Coleman-Martin et al. [22], which is Power Point software. Each slide has two components: visual and auditory. Each word has a slide that showing the entire word and encouraging the child to slowly say the word aloud as the word was slowly pronounced by the computer program. The experiment is conducted using one student with ASD who’s age is 12 and two others with different disabilities. The result showed an improvement within the training. However, the software used in this experiment is (PowerPoint), which is considered as a low technology intervention because it has limited properties such as the dynamic feedback. Furthermore, one child with ASD was involved in this research, which is considered as a disadvantage of this research because the sample size is assessing the utility of interventions. This allows for the long-term refinement and development of training targets. Hetzroni and Shalem [23] develop an application, which is a computer program for teaching nonverbal children with autism. The program asked the children to match the sight words to the sample. Six children aged 10 to 13 were involved in this research and the result shows that all children matched the right answer and most of them generalized to actual food items. However, sample sizes are small and no control group was included in this research. Massaro and Bosseler [20] developed a computerized tutor (Baladi) to teach vocabulary and functional language use to children with ASD with and without a face to identify pictures and verbal production of vocabulary words. They evaluated whether the face would increase the rate of learning for receptive measures. Five children aged 8 to 13 with ASD are involved in this research and the Retention was good and effective with the face condition more than no face condition but they did not perform statistical tests on their small sample.

The last study in this review related to enhancing the language skills is Knight et al. [24]. They developed (eText), or text altered to provide support, to promote comprehension of science content. Four participants aged 10 to 12 years were involved in this
research, and the result showed that three of four students increased the mean number of correct responses. However, the sample size was small and there is no control group involved in this study (Fig. 1).

3.2 Social Skills

Individuals with ASD have a poor social understanding and social awareness [25]. This causes difficulty in building a relationship or integrating into a mainstream classroom and other environments [19]. Thus, it is important to develop an effective social skills interventions, which targeting individuals with ASD. This section will outline ten studies of programs that have used innovative technology to teach social skills. Bauminger-Zviely et al. [26] designed two computer programs to teach social conversation. The programs were developed based on principles of Cognitive Behavioural Therapy (CBT). 22 children with ASD were involved in the study and the results showed improvements on the concept of the problem-solving, and on Theory of Mind (ToM). However, the study does not contain a control group. Moreover, the results should be treated with caution because of the differences in the children’s age (mean = 9.8 years, standard deviation = 10.7 years). Bernardini et al. [27] developed an autonomous virtual agent (ECHOES), which is a serious game for supporting social communication skills of children with ASD. A total of 29 children aged 4 to 14 years were involved in this study. The results indicated significant improvements for the social behaviours using gaze and for children’s speech to the agent. However, the system does not have a strict goal-directed training because it focuses on free play and exploration. In addition, children of different ages (4–14) were involved in the experiment, which made it difficult to create an environment suitable for all age groups (Fig. 2).
Cheng et al. [28] report on developing a three-dimensional system that teaches social skills with a head-mounted display. Three children with ASD were involved in the study in the age group of 10–13 years. The results reported that participants’ targeted behaviors improved from baseline to intervention through maintenance following their use of the system. The main limitation was the small sample size, which may have limited the generalizability of the data. Furthermore, the study used children with ASD who had above average IQs and selective attention, which may have helped them learn quickly.

Chien et al. [29] report on developing iCAN, a tablet-based system that adopts the successful aspects of the traditional Picture Exchange Communication System (PECS). Eleven children with ASD were involved in the study age 5–16 years old. It is reported that iCAN reduced content-preparation time by over 70% because the system allows user to add and edit picture cards and categories by using Card Creator and Editor mode. After selecting the image from any source (snapshot, hand-drawing, or any existing digital pictures), the user can then record the associated word’s pronunciation and customize the representative picture of the categories based on their preference. The system also enhanced the willingness of children with ASD to learn and interact with others. This study used a control group to recognize the efficiency of using iCAN. Therefore, the system successfully conducted quantitative analyses on interview questions in order to compare the time that was spent in producing and retrieving the picture cards between users who used traditional Picture Exchange Communication System (PECS) and users who used iCAN.

Escobedo et al. [25] developed MOSOCO for teaching the social skills in real-life situations. Students are guided through six fundamental social skills of the Social Compass curriculum. Three children with ASD were involved in the study in the age group of 8 to 11 years. The results indicated that the system increases the social interactions and reduces social and behavioral missteps. Moreover, the results showed that the system enables the integration of autistic children in social groups of neurotypical children. Although control group is used, the small number of participants limited this study.
Grynszpan et al. [30] report on developing Text-based software, which teaches subjects to understand dialogues that contain pragmatic subtleties, such as, irony, metaphors or sarcasm. The study sometimes used a static computer-generated face and sometimes not. Ten children with High Functional Autism (HFA) were involved in the study, and the result indicated an improvement in recognizing the facial expressions with the no-face condition.

Josman et al. [31] report on developing virtual reality for teaching street-crossing skills to children and adolescents with autism aged 8 to 16 years old and the results showed improvements in the ability to cross the virtual street safely within the training. The limitation here is that the research did not apply the same experiment in the real life.

Lahiri et al. [32] developed a virtual reality (VR) based interactive system with Gaze-sensitive adaptive response technology. The system integrates VR-based tasks with eye-tracking techniques to teach social communication skills. A total of 8 HFA children were involved in the study, and the results reported a quantitative improvement of performance metric increased viewing of the face of the communicator. However, this study has some disadvantages. For example, the wearable eye-tracker and the bi-directional conversational module required use of a mouse, which may not be suitable for children with low functioning ASD. Furthermore, the sample size is small and this may affect the results.

Mfine et al. [33] report on developing autonomous agent as social skills tutor. It is used to teach autistic children conversation skills and how to deal with bullying. The study involved three children with HFA, ten children with Asperger Syndrome (AS), and one child with ASD. Their age was from 6 to 15 years and the results indicate improvements within the training.

Rice et al. [34] developed computer-based social skills intervention called Face-SayTM, which was used to enhance the memorizing, affect recognition, and social skills of school-aged children with ASD. 31 autistic children were involved in the study in the age group of 5 to 11 years. The results report an improvement in their memorizing skills, affect recognition, and their social skills.

3.3 Emotion Recognition

People with ASD usually have difficulty in understanding and identifying others’ emotions [35]. One way to develop this skill is to train individuals in emotion identification and recognition. Five articles are reviewed in this section, which is related to enhancing emotion recognition using technologies.

Alves et al. [36] developed a serious game that enhances emotional and facial recognition skills in autistic children. Eleven children with ASD are involved in the study aged 5 to 15 years. LIFE is GAME contains five games modes. The first mode is Recon Mee-Free where the player should join a thought, such as, join a gift, to the character’s facial expression. The second mode is Recon Mee-Match where the player needs to match character’s facial expressions to other facial expressions. The third mode is Sketch Mee where the player uses the drawn facial expressions and creates a video to watch the changing of the character’s face. The fourth mode is Memory Game
where the player should join facial expressions of models. The fifth mode is Build the Face where the player needs to draw a facial on the character’s face based on a target expression showed in a card. The results show an improvement in the children performance within the training (Fig. 3).

![Game mode “Build the Face” from Alves et al. [36]](Image)

Chen et al. [37] developed the augmented reality-based (AR) system to enhance emotional judgments and social skills by providing three-dimensional (3-D) animations of six basic facial expressions overlaid on participant’s faces. Three participants aged 10 to 13 years were involved in this study. The results indicated that AR intervention could improve the appropriate recognition and response to facial emotional expressions seen in the situational task. However, the small number of participants and no control group limited the results. LaCava et al. [38] developed an assistive system to train emotion recognition to students with AS. They used Silent movie clips, voice clips, and written descriptions (separate modalities). Eight children with AS were involved in this study between the ages of 8 and 11 years. The results showed an improvement on face and voice emotion recognition for basic and complex emotions that were in the software. Again the sample size was small and no control group was used.

Moore et al. [39] developed an Avatar to recognize four emotions: sad, happy, frightened, and angry. The research question here is to determine if children with ASD could understand basic emotions as represented by a humanoid avatar. A total of 34 children with ASD were involved in the study, and the results indicated an improvement within the training. Over 90% of the participants accurately recognized emotions displayed by avatar representations. Although the sample size was not small comparing with other studies, the study did not use control group to emphasise on the positive results.

Tanaka et al. [40] administered an interactive gameto enhance face recognition skills, which can be played at home. Their research question was whether face recognition skills can be enhanced through a direct training intervention. 42 children were involved in the study with average age 10.5. The results show that there was an efficient improvement in their analytic recognition of mouth features and holistic recognition of a face based on its eyes features within the training. However, it is
reported that these improvements failed to generalise to emotion and face recognition tasks that use various emotions and faces to the participants involved in the training set.

4 Conclusion

The review contributes to the literature in three important ways. First, it focused the review on technologies that are used as an intervention for children with ASD aged 10–16 years old. Second, this review concentrated on technologies that enhanced intervention, which targets three cognitive domains: (1) languages and literacy, (2) social skills, and (3) emotion recognition. Third, this review was comprehensive in that it provided information across the participant's number, diagnoses criteria, specific target, context, evaluation methods, description of training, and results.

Nineteen articles were reviewed in this paper, and the results indicated that there is a sufficient improvement in learning for children with ASD within the computerised training paradigm. However, many of the existing technologies have limited capabilities in their performance and thus limit the success in the clinical approach of children with ASD:

- Due to difficulties in recruiting participants, the sample size was small in all studies, and most have no control group. Future research should increase the participants number and to involve a control group without Cognitive Behavioural Treatment (CBT) and a control group with CBT and without collaborative technology.
- Participants included in this review were diagnosed with ASD, and have differences in functional abilities [21]. Future research should examine the effect of participant characteristics on program results. For example, a program that teaches children with ASD advanced language may not be appropriate for children with ASD who uses one to two words to communicate.
- Most studies did not assess whether the participants demonstrate the target behaviors in daily life or not. All the participants performed their tasks in the system with improved self-efficacy after the intervention.

In conclusion, technology-based intervention for children with ASD is a promising strategy for treating them. However, future research must demonstrate the effectiveness of such technologies by using larger number of participants in order for the technologies be used by individuals, schools and mental health agencies in real-life scenarios. A meta-analysis review is recommended as a future work, which will provide a quantitative estimate for the effect of a technology intervention for children with ASD.
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Abstract—Measuring the similarity between strings plays an increasingly important role in many applications such as information retrieval, short answer grading, and conversational agent software. There has been much recent research interest in applying string similarity within Arabic language applications; however, the use of string similarity in Arabic poses a substantial challenge such as the complexity of the morphological system, ambiguity, and lack of resources. This survey discusses the existing research into string similarity approaches and the difficulties posed by the Arabic language by dividing them into three approaches: lexical-based similarity, semantic-based similarity, and hybrid similarity. The aim of this paper is to review these approaches and to identify suitable approaches with Arabic language.
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1. INTRODUCTION

String similarity approaches play an important role in many applications within natural language processing (NLP) and related areas such as information retrieval [1], document clustering[2], essay scoring [3]and machine translation[4]. One of the more well-known areas where string similarity plays an important role is conversational agents (CA), which is a computer program that interacts with humans through natural language dialogs. O'Shea et al.[5]based string similarity in a conversational agent. The similarity of words in the context of given string, can be evaluated in two ways: semantically and lexically. If two words have a similar sequence of characters, they are considered to be lexically similar. On the other hand, if the words have the same context and meaning although they contain different characters, they are considered to be semantically similar [6]. In this paper, lexical similarity is reviewed using character-based and statement-based algorithms [7], and semantic similarity is reviewed through Corpus-based and knowledge-based algorithms [8]. A furthermore, more recent approach is reviewed in this paper; this is the hybrid similarity, which is a combination of different similarity measures. Figure 1 summarises these string similarity approaches.

The Arabic language is spoken and written by more than 300 million people in more than twenty countries worldwide [9]. Applying NLP tasks in general and in CA, in particular, is very challenging within the Arabic language. Arabic language has many features, which are considered as challenges for Arabic CA.

The first challenge is that there are 3 types of Arabic language, which are known as Classical, Modern and Colloquial. Classical Arabic, which is used in the Quran, is more complex in its grammar and vocabulary than modern Arabic. It has a large number of diacritics that facilitate word pronunciation and detection in their grammatical cases. The second type is the Modern Arabic, all diacritics were omitted to make the process of the reading and writing easier and fast. This type is considered as the official language of the Arab countries and is used in everyday language, education, and in the media. Usually, computational Arabic-based researches use Modern Arabic[10]. In Colloquial Arabic, which is the third type, the grammar and vocabulary are less sophisticated in comparison to Modern Arabic. However, most people use it in their everyday spoken conversations and in informally writes letters because of its simplicity [11]. Arabic people make many mistakes in grammar when they use Modern Arabic and they mix between Modern and Colloquial Arabic. Moreover, different Arab countries have different Colloquial Arabic. Consequently, the challenges increase for Arabic CA to recognise the user's utterance. The second challenge is the Arabic Morphology. Arabic language is complex because of the morphological variation and the agglutination phenomenon[12]. The form of letters change depending on their position in the word. In addition, the word may consist of prefixes, lemma and suffixes in different combinations, which results in a very complicated morphology[13]. These features will increase the challenge for Arabic CA to determine the grammatical case for a user's utterance words. The third challenge is the capitalisation. Arabic language does not support capitalisation of proper nouns such as countries names, people names. Whereas, in Latin languages these begin with a capital letter[14]. Arabic CA may not recognise these words and this increases the difficulty of detecting such nouns in textual Arabic conversations.

The fourth challenge is that the short vowels and diacritics are optional in Arabic. They are needed for pronunciation and disambiguation. However, Modern Arabic texts do not include...
dictionaries. Therefore, the form of a word may have two or more
different meanings depending on the context. This creating an
ambiguity during the conversation in Arabic CA.

The last challenge is the lack of linguistic resources. Generally,
there is a limitation on the number of Arabic linguistic
resources, which are available free for research purposes. This
challenge is discussed in section III.

The previous challenges need to be resolved when building a
system for Arabic CA. The aim of this paper is to review some
approaches of String similarity (Lexical and Semantic) to use it
with Arabic applications such as CA. The remainder of this
paper is set out as follows: Section II presents the lexical-based
similarity measurements (LBS) offered by the two approaches
of character-based similarity and statement-based similarity;
Section III discusses semantic-based similarity measurement
(SBS) from the two aspects of corpus-based similarity and
knowledge-based similarity; Section IV describes the hybrid
similarity; and Section V presents the conclusion.

\[
\begin{align*}
\text{lev}_{\alpha}(a, b) &= \max(l_i, j) \\
\text{lev}_{\alpha}(i, j) &= \begin{cases} 
\max(l_i, j) & \text{if } \min(l_i, j) = 0 \\
\text{lev}_{\alpha}(i-1, j) + 1 & \text{if } \min(l_i, j) = 1 \\
\min(l_i, j) & \text{otherwise} \\
\text{lev}_{\alpha}(i, j-1) + 1 & 
\end{cases}
\end{align*}
\]

where \(i, j\) are the indices for strings \(a\) and \(b\) respectively [18]. It
has been reported [19] that the Levenshtein distance similarity
generates improved results when it is used for a short string, the
long string cost of the Levenshtein distance algorithm is same
as the length of the string. For Arabic language, many
researchers used Levenshtein distance algorithm such as
Shaalan et al. [20] who used it to develop Spell Checking tool
for Arabic words. However, Levenshtein does not give
accurate results when applied on the Arabic language. For
example, when comparing (\(\text{\text{Aff}}\)) and (\(\text{\text{\text{Aff}}\})\), the
Levenshtein distance is equal to one. The Arabic reader does not
differentiate between (\(\text{\text{Aff}}\) with Hamza) and (\(\text{\text{\text{Aff}}\) without
Hamza}) and therefore the distance should be zero [21].

2. N-gram similarity

The n-gram method [22] determines the similarity of a sub-
sequence of \(n\) items from a given text sequence. The similarity
is computed based on a distance between each character in two
strings. The distance is calculated by dividing the number of
similar grams by a maximal number of n-grams [18]. For
different words \(w, w_1, w_2, w_3, \ldots, \) N-gram similarity is

\[
P(w) = P(w_1)P(w_2/w_1)P(w_3/w_1w_2) \cdots \cdots
\]

N-gram is used in many areas of computer science, for instance
in the design of kernels, which are developed using a machine
learning algorithm such as the support vector machine to
generate learning from string data. It has been shown [23] that
the n-gram similarity measure is a high performance algorithm,
although its accuracy is somewhat low. The work in [24] used
an N-gram correlation method to convert a word into a sequence
of N-grams and apply it within the context of Arabic textual
retrieval systems. The study indicates that the N-gram approach
does not appear to provide an efficient correlation approach
within Arabic context.

B. Statement-Based Similarity

In this section, the similarity measurements are introduced,
based on the distance between each word in two strings.
Statement-Based Similarity measurements are also effective for
solving the typographical errors. However, Character-based
similarity measures fail to capture the similarity with word
order problem (e.g., “John Smith” versus “Smith, John”).
Statement-based similarity measures try to compensate for this
problem [16].
1. Cosine Similarity
Cosine similarity [25] determines the similarity between two pieces of text by representing each piece of text in the form of a vector. A dimension in Euclidean space is defined by each word in the text. The value in that dimension corresponds to the frequency of each word.

For two texts t1 and t2 the cosine similarity is:

$$SIM(t_1, t_2) = \frac{\Sigma t_{1i} \cdot t_{2i}}{\sqrt{\Sigma t_{1i}^2} \cdot \sqrt{\Sigma t_{2i}^2}}$$  \hspace{1cm} (3)

For Arabic language, Al-Ramahi et al. [26] used cosine similarity to develop a system that determines the similarity between course descriptions of the same subject for credit transfer among various universities or similar academic programs. The results indicate that this technique has demonstrated better performance comparing with other techniques such as Dice’s Similarity.

Another work in [27] studied the different lexical similarity measures in Arabic information retrieval and it is found that the Cosine Similarity Measure is the best measure comparing with others measures, which are: Inner Product, Dice Coefficient, Jaccard Coefficient, Inclusion Similarity Coefficient, Overlap Coefficient Measure, Euclidean distance Measure and Manhattan Distance Measure.

2. Web Jaccard Similarity
The Web Jaccard similarity [28] identifies the similarity between words by calculating the number of elements within the intersection set and dividing this by the number of elements in the union set:

$$Web\ Jaccard\ (P,Q) = \begin{cases} \frac{H(P \cap Q)}{H(P) + H(Q) - H(P \cap Q)} & \text{if } H(P \cap Q) \leq C \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (4)

where C is a predefined threshold, and H(P) and H(Q) are the page counts for queries P and Q respectively.

Khafajeh et al. [29] designed an automatic Arabic thesaurus using term-term similarity. They compared Jaccard similarity measure with other measures such as Cosine, Dice and Inner product. The results indicate the Jaccard and Dice similarity measure are the same performance, while the Cosine and Inner similarity measures are also similar; however, they are slightly more efficient than Jaccard and Dice measures.

III. SEMANTIC-BASED SIMILARITY
Semantic similarity determines the similarity between strings based on their meaning rather than using character-matching [30]. Semantic similarity uses two main approaches to compute the similarity between strings: corpus-based and knowledge-based measures.

A. Corpus-Based Similarity
Corpus-based similarity [31] determines the similarity between words by using information from a large corpus, that is, a large body of different forms of text for comparison purposes. Arabic is a poorly resourced language for corpus-based approaches in comparison with English, since there is a lack of sufficient data, and this negatively affects research into corpus-based and natural language processing in Arabic. More recently, a number of Arabic corpora have been developed; however, little overall improvement in the overall situation has been made [32].

Al-Thubaity [33] reviewed fourteen Arabic corpora and categorised them by their target language, designated purpose, text date, location, text domain, representativeness, mode of text, size, text type/medium, and balance. The paper reported some limitations of this review. Several of these corpora do not provide any information regarding the time period covered by the texts. In addition, the size of the reviewed corpora is large, such as the arabiCorpus, the arTenTen12 corpus, and the Leeds Internet Arabic Corpora. Moreover, for all corpora the component texts are not classified with respect to their dates or the time period to which they belong; there is therefore a limitation on the usability of the corpus and a difficulty in comparing languages used in different periods, and in observing how the Arabic language has evolved. For example, texts collected more recently are more likely to be written in Modern Arabic language, while texts collected from the old period are more likely to be written in classical Arabic language. Consequently, the efficiency of corpus-based similarity measurements will be affected because of the different texts language types. The design criteria for many of the corpora are unclear, which makes it difficult to evaluate accurately the findings of any research based on them, and there is no justification for excluding such criteria.

A well-known early measurement technique, which utilize a corpus is, latent semantic analysis (LSA) [34]. It is defined as the similarity in meaning between two words. A matrix is formed in the LSA measure in which the row represents a particular word and the column represents the document or paragraph. To reduce the size of this matrix, the singular value matrix (SVM) approach can be used. After forming the matrix, the cosine similarity or Web Jaccard similarity algorithms can be applied to obtain the similarity between the words. LSA similarity is relatively fast in comparison to other dimensionality reduction models [35]. The main disadvantage of this measure is that the similarity does not use any syntactic information from the compared texts. For example, the sentences “The dog hunted the mouse” and “The man hunted the dog” will be considered as identical [36]. Refaat et al. [37] developed an automatic Arabic essay scoring system using LSA similarity measurement. They improved LSA by processing the entered text before applying the measure. The new algorithm unifies the form of letters, deletes the formatting, replaced synonyms, and deletes “Stop Words” in order to create a matrix that represents texts more efficient than the general form of LSA matrix. The result indicates that the correlation between the human assessor and the system is 0.91, which is good in
comparison with the human assessor and the traditional LSA
that has a correlation varied from 0.78 to 0.87.

B. Knowledge-Based Similarity
Knowledge-based similarity [38] is a semantic-based similarity
which determines the similarity between words using
information derived from semantic networks. The most
commonly used semantic networks are WordNet [39] and
the Natural Language Toolkit (NLTK) [40]. WordNet is a database
that collects words into sets of synonyms called synsets; for
each synset, WordNet provides short definitions and usage
eamples, and records a number of relations, which include
hyponyms, hypernyms, coordinate terms, holonyms and
everonyms [41].

WordNet is used in various areas such as information retrieval
[42], semantic similarity [43], and word sense disambiguation
[44]. Due to the success of WordNet in English language
applications, several projects are currently being conducted to
develop WordNet for other languages [45]. The Global
WordNet Organisation, a non-profit public group, was
established to support the development of WordNet and the
production of dictionaries for other languages based on the
English version of WordNet. It provides connectivity between
the WordNet dictionaries in various languages such as Arabic,
Persian, Hebrew, Albanian and the African and Indian
languages [46].

Arabic WordNet (AWN) has been developed using the same
methodology as EuroWordNet. It consists of 11,270 synsets and
contains 23,496 Arabic expressions (words and
multitexts) [47]. Numerous researchers have used AWN in
their work, for example within an Arabic Information Retrieval
system [48] and an Arabic Question Answering (Q/A) system
[49]. The major limitations of the current AWN are a lack of
information and concepts in comparison with WordNet in the
English language, and some semantic relations between
synsets. Many Arabic concepts have not been included in the
AWN database. This limitation forms a major impediment for
using AWN as the source for knowledge-based approaches.
AWN could be enhanced and extended through several
different approaches, for example the addition of new
synsets, improvements to the existing synsets, improvements to the
hyponym/hypernym relations, and the use of named entity
(NE) synsets, ‘glossies’ and verb categorisations [50].

Several researchers have attempted to extend AWN through the
addition of named entity synsets in order to enhance the
performance of AWN. Al Khalfi and Rodriguez [47] used
Arabic Wikipedia to extract Arabic Named Entities (NEs)
automatically and attach them to the Arabic WordNet.
Abouennour et al. [50] focused on automated AWN
improvement for the NE synsets, by using AWN in Q/A
systems to improve system performance. However, these
researchers reported that the coverage, hierarchy and relations
associated with the NE synsets within AWN require
improvement. They therefore proposed an approach based on the
Yago ontology, a freely available ontology with a large
coverage of NE. Their approach is based on the addition of both
new NE and their super-types. In addition, Saif et al. [51] have
mapped an Arabic WordNet synset to its corresponding article
in Wikipedia, using monolingual and bilingual features to
overcome the lack of semantic information in Arabic WordNet.
This mapped method increased the coverage of Arabic
WordNet by inserting new synsets from Wikipedia. Apart from
this work focusing on NE synsets, the coverage of semantic
relations is rather limited and needs to be developed.

A few researchers have attempted to overcome this limitation,
such as Bondalchev et al. [52] who suggested improving the
performance of AWN using a linguistic method based on
morpho-lexical patterns in order to add semantic relations
between synsets using Arabic Wikipedia. However, the size of
the Arabic Wikipedia remains an order of magnitude smaller
than the English version, while the structured data in the Arabic
version of Wikipedia, such as information boxes, are of lower
quality on average in terms of coverage and accuracy.
Consequently, the semantic similarity area using AWN needs
further research in order to be more reliable. It is not sufficient
good enough to rely on AWN to apply semantic similarity
measurements and find the similarity between texts.

IV. HYBRID-BASED SIMILARITY

Hybrid methods use multiple similarity measures, and have
been the subject of much research. Mihalcea et al. [8] tested
eight semantic similarity measures, of which six were
knowledge-based and two were corpus-based measures. These
researchers evaluated the eight algorithms separately, and then
combined them together, and found that the most efficient
algorithm was achieved when several similarity metrics were
combined into one. Kulkarni et al. [53] used a hybrid
approach which combined a lexical sentence similarity measure
with pattern-matching techniques in order to calculate the
matching strength between the user’s expressions and the
scripted patterns in the Arabic language. The similarity algorithm
comprises of Levenshtein algorithm to calculate the similarity
between two strings, while Bi-partite Matching [54] is used to
determine the word order variation and Kahn-Munkres
algorithm [55], is used to find the maximum sum of a given
matrix of weights. This hybrid algorithm overcomes the
challenges of string similarity and free word order in the
Arabic language or other languages with free word order such as
Arabic language. Gomaa et al. [7] used lexical-based and
corpus-based similarity measures to develop their Short
Answer Grading system. They tested the measurements using
three stages. In the first stage, they assessed the similarity
between the model answer and student answer using thirteen
lexical-based measurements, of which seven were statement-
based and six were character-based measures. Their results
showed that the best correlation values achieved using
character-based and statement-based measures were obtained
using the n-gram block (Levenshtein distance)
approaches respectively. In the second stage, they measured the
similarity using corpus-based similarity measurements [56].

DISCO1 (Computes the similarity of the first order between
two words based on their collocation sets) and DISCO2
(Computes similarity of the second order between two words
based on their sets of distributing similar words). The results
showed that DISCOI achieved more efficient correlation values. In the third stage, the similarity was evaluated by combining lexical-based and corpus-based measures. The best correlation value was obtained from mixing n-gram with DISCOI similarity techniques.

V. CONCLUSION

This paper presents a survey of three types of similarity measurements and gives an overview of the challenges of using similarity approaches in the Arabic language. The three types of string similarity approaches covered in this survey are lexical-based, semantic-based and hybrid-based methods. Lexical-based similarity approaches measure the similarity between texts based on character matching. Four algorithms of this form were summarised: two character-based and two statement-based algorithms. The second type of approach is semantic-based similarity, which determines the similarity between pieces of text based on their meaning. The various Arabic corpora used in this type of approach, and Arabic WordNet (AWN), were reviewed and discussed. The third approach is hybrid-based similarity, which combines together multiple similarity measurements.

The use of similarity approaches within the Arabic language poses significant challenges:

1. Arabic is a complex language, which is often ambiguous in nature.
2. Currently, AWN lacks the necessary information and a range of concepts in comparison with the English language commonly used in many Arabic systems and the results show a more efficient performance compared to other lexical measurements. However, using the lexical similarity approach is not reliable due to the different features in Arabic language such as morphology. The semantic similarity approach is not reliable with Arabic language because of the weakness of AWN and Arabic Corpora. In most recent times, the hybrid similarity approach is considered as a promising approach with Arabic language because it combines more than one type of measurements which leads to the similarity being more robust. Further research needs to be carried out in order to enhance both AWN and Arabic corpora in order to use it with semantic measurements. Moreover, future works will be carried out to conduct an experiment that evaluates the similarity measures mentioned in this paper with Arabic languages texts.
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Abstract—This paper presents a novel Arabic Conversational Intelligent Tutoring System (CITS) that adapts the learning styles VAK for autistic children to enhance their learning. The proposed CITS architecture uses a combination of Arabic Pattern Matching and Arabic Short Text Similarity to extract the responses from the resources. The new Arabic CITS, known as LANA, is aimed at children with autism (10 to 16 years old) who have reached a basic competency with the mechanics of Arabic writing. This paper describes the architecture of LANA and its components. The experimental methodology is explained in order to conduct a pilot study in future.

Keywords—Autism Spectrum Disorder; Conversational Agent; Intelligent Tutoring System; String Similarity; The Arabic Language

1. INTRODUCTION

Autism spectrum disorder (ASD) has four main diagnostic categories: Autistic Disorder, Asperger Syndrome, Pervasive Developmental Disorder and Childhood Disintegrative Disorder. This project has been specifically designed for high-functioning individuals or Asperger’s (i.e. those with higher verbal IQ). People with ASD have the ability to deal with technology and computers better than neurotypical people because of the structured environment that is offered by software. This environment is preferred by people with autism because it is more in-line with their routine and repetitive behaviour [1][2][3]. Traditional education using human tutors is a challenge for children with autism. Whereas virtual tutors can meet the individual children’s needs. One advantage of using a virtual tutor is that some autistic children are uncomfortable looking at faces and human interaction. A virtual tutor’s face can be made to look like a cartoon, which is less intrusive and more familiar to the child, and when the child becomes a custom with the virtual tutor, the complexity can be increased. There is some evidence to suggest that autistic children who were taught by virtual tutors gained more information compared to those who were taught by human tutors [4]. Another advantage is, the virtual tutor allows children to learn and practice their skills independently. Consequently, the human tutor can focus on the complex aspects and tasks while the software covers the general topics [5][9]. Children with autism tend to learn through one of three kinds of learning styles (VAK): through seeing (Visually), through hearing (Auditory), and through touching an object (Kineiethetically). Children with autism are more likely to rely on one style of learning, which is determined either by observation by a teacher or by using one of a number of behavior questionnaires [7]. The most common of which is “VAK Learning Styles Self-Assessment Questionnaire” [8]. According to Papankikou et al.[32], Intelligent Tutoring Systems (ITS) are computerised learning systems that mimic human tutors to provide more personalised learning than previous content delivery systems. A Conversational Intelligent Tutoring Systems (CITS) is an extension of ITS. It integrates natural language interfaces rather than menus to allow users to learn topics through discussion as they would in the classroom. Many researchers developed CITS for different domains. AutoTutor [33] is one example of CITS; it is a computer tutor that is designed to assist students at university level to learn an introductory computer literacy course. The system teaches the fundamentals of hardware, operating systems, and the Internet. However, AutoTutor does not consider student learning styles during a tutoring session. This means that all students are provided with the same learning experience regardless their abilities. Oscar [34] is another example of CITS, which overcomes AutoTutor’s limitations. Oscar leads a tutoring conversation and it dynamically predicts and adapts to a student’s learning style. Oscar was developed for students at University level and teaches SQL. In the Arabic language, CITS is considered as a new area of research. Recently, Abouhaidi et al. [15] developed an Arabic CITS (Abdullah) for modern Islamic education. Abdullah CITS is an online system that aims to teach children aged 10 to 12 years old the essential topics in Islam. The system allows conversation, discussion and interpretation with verses in classical Arabic language by engaging in dialogue using Modern Arabic language. To our knowledge, no academic research exists on Arabic conversational intelligent tutoring systems for Autistic children.

In this research, an Arabic CITS was developed called LANA. The intention behind the research and development of LANA was to support education for autistic children (10 to 16 years old) who have reached a basic competency with the mechanics of Arabic writing. The LANA CITS engages children with a science tutorial delivered in modern standard Arabic. The
curriculum material that is delivered to students through LANA is mapped to the VAK model. The LANA architecture utilizes pattern matching (PM) and Arabic short text similarity (STS) to extract the responses to user utterances from structured stored resources in particular domain (science). This project measures learning gain to evaluate the ability of a CITS to adapt to autistic children’s learning styles. The current phase of the research focuses on two research questions:

1. Can an Arabic Conversational Intelligent Tutoring System (CITS) adapt to the learning styles of autistic children?
2. Can an Arabic Conversational Intelligent Tutoring System (CITS) for children with autism enhance their learning?

This paper is organized as follows: Section II describes the Conversational Agent and its approach. Section III contains the LANA architecture and its components. Section IV discusses the experimental methodology. Section V includes the conclusion and future work.

II. CONVERSATIONAL AGENT

A. Background

A Conversational Agent (CA) is defined as ‘a computer program which interacts with a user through natural language dialogue and provides some form of service’ [9]. According to Crackett et al. [10], a CA is defined as having the ability to reason and pursue a course of action based on its interactions with humans and other agents. CAs have become a popular communication method and have been used in many applications in different domains such as e-commerce, medication, and education [11][12]. Also, CAs are used effectively in many application such as student’s debt management guidance [13], database interfacing [14], and as student’s assistant by providing problem-solving advice as they learn [15]. There are two categories of CAs; ‘Embedded CAs’ (ECA) and linguistic CAs’ (LCA). Both categories are becoming increasingly popular in the field of CA. An embodied conversational agent (ECA) is defined as an agent which simulated face-to-face conversation with the user, by presenting the user with an avatar who talks to the user and uses the naturalistic mode of communication such as hand, head, facial expressions and body gestures [16]. A Linguistic conversational Agent (LCA) is defined as an agent who can converts with the user in written or spoken form [17].

B. Conversation Agent Approaches

There are three main approaches that are used to develop linguistic based CAs. These are Natural Language Processing (NLP); Pattern Matching (PM); and semantic sentence similarity measures (SSM), discussed briefly below. Natural language processing (NLP) is defined as “the computational processing of textual materials in natural human languages” [18]. Researchers have been encourage to develop CAs based on NLP, focusing on extracting the utterance using grammar rules and list of attribute pairs from the conversation. This information is used to fill a template-based structure to generate a suitable response. Nevertheless, NLP based CAs emphasis on structured lexicon, parsing and various other language handling aspects without reasoning about the meaning of the utterance. According to Demir [19], an NLP-based CA should understand the user’s utterance in order to produce human-like conversations, meaning the semantic content of expressed information should be recognized. There are certain other disadvantages of NLP-based CAs. First, the system might not recognize the misspelling of a word in the conversation and so the system may fail to understand the whole conversation. Second, NLP-based CAs may not comprehend dialogue due to natural mistakes in grammar that people often make in everyday conversation. Thirdly, natural language is very ambiguous due to the rich in form and structure, which means that the word might have more than one meaning (lexical ambiguity) or a sentence might have more than one structure (syntactic ambiguity) [20].

Text-based Pattern Matching (PM) is the process of measuring the degree of matching between a string or sequence of strings and a piece of text [21]. From a CA perspective, PM algorithms are used to handle user conversations by matching a CA’s patterns against a user’s utterance. A typical pattern is generally composed of wildcards, words and spaces. A wildcard is a symbol used to match a portion of the user’s utterance [22]. InfoChat [23] as well as ALICE [24] are two examples of CAs incorporating PM algorithms. The typical procedure for such CAs is organizing a scripted domain into contexts (about a particular topic), each of which has a number of related rules. Each rule has structured patterns that represent a user’s utterance. PM is considered one of the more successful methods for developing CAs [25]. PM is deemed to have various benefits. For example, it has reduced operating and computing costs, as well as requiring less time for processing, due to there being no need for intricate procedures prior to processing. Furthermore, PM is effective regardless of language and is straightforward to comprehend. As a result, web-based interactions and conversations that are happening live and involve many individuals can be analyzed and filtered through CAs based on PM method [26]. An additional advantage is that PM CAs are able to overcome many linguistic challenges, which the NLP approach faces, such as morphology, which is occurring on words in the form of prefixes and suffixes. This is largely addressed through the utilisation of pattern wildcards that can amend mistakes in spelling and grammar, as well morphological amendments [27].

The main limitation of using PM based CAs is the need for a large number of patterns to implement a coherent domain. This limitation causes many issues. For example, certain keywords may have multiple meanings as well as singular and plural configurations, thus a programmer will have to take in to account these various possibilities and impose linguistic depth in terms of morphology. If one were dealing with Arabic language, then its various morphological amendments, prefixes and suffixes can be compensated for utilizing various methods, however the PM procedure can be particularly complex, especially in scripting. A further issue is that a user utterance may be written in multiple ways through adopting various alternative words and phrase structure.

Information, philosophy and linguistic theories have all been adopted as a means of assessing sentence similarity, which is
the third approach for CAs [28]. Generally, similarity as a term is used to describe the similarity level between two objects. Semantics is "the study of the meaning of linguistic expressions" [29]. Information retrieval, question answering, information extraction, machine translation, data mining, and natural language processing are all based on similarity-based research, while it also has wider application to AI and computer processing as a whole. Applying the sentence similarity technique in CA development is more effective than other techniques because it replaces the scripted patterns by a few natural language sentences in each rule. Consequently, the scripting effort and script size are reduced to a minimum. Thus, there is a reduction in the maintenance cost of such scripts [30] [31]. One limitation of using this approach is a lack of previous research in this area for Arabic language.

III. LANA CITS ARCHITECTURE

This section illustrates the design and development of LANA CITS architecture. LANA CITS architecture was designed based on three main components as shown in Figure 1, which are: component 1 (consisting of the system knowledge base which includes: the tutorial scripts, log file, user’s profile, and general contexts), component 2 (The Arabic CA), and component 3 (the ITS). The following sections will describe each component in detail.

A. Component 1: LANA CITS Knowledge Base

The knowledge base consists of Tutorial Knowledge base, Arabic general contexts, user’s profile and the log file. The Knowledge base design is drawn on the knowledge engineering of the Arabic CA domain.

1. The Domain

The domain used to script the CA is concerned with teaching simple scientific topics such as the solar system to the targeted age group (10-16 years old). The scientific material is based on educational resources provided to schools by the Ministry of Education in Saudi Arabia. Scripts consist of a context structured according to the topics in the science book such as Earth, Moon, Solar System, the eclipse, etc.). LANA CITS is therefore designed to deliver the Science topics to Autistic learners in Arabic language based on standard teaching in schools in Saudi Arabia.

2. Arabic CITS Knowledge Engineering

Base on Jee et al.[35] the definition of knowledge engineering is the process of extracting, representing, encoding, and testing of expert knowledge. Knowledge engineering was used in LANA CITS to script the Arabic CA domain, which involved a number of process beginning with extraction, design, and development of the knowledge base. In the knowledge extraction process, a short interview was conducted with three primary school teachers in Saudi Arabia, who have experience in teaching the science subject to the targeted age group. The aim of this interview was to design and deliver the tutorials in LANA CITS as closely as possible to how the teachers deliver the subject in the classes. The information garnered from this interview was transcribed and used to create the tutorials. In the knowledge design process, the information from the interviews was then collated and used with the science book to design the tutorials. The designed tutorial was evaluated by the teachers to get a feedback. Once the tutorials were approved by the teachers, the tutorials were implemented in LANA CITS. In the knowledge implementation process, the knowledge base was developed in a relational MySQL database in order to store and retrieve the resources. The knowledge base for the LANA CITS consists of 2 main layers: the domain, which is the science tutorials layer and, a general contexts layer, illustrated in Figure 2.

![Figure 1: LANA CITS architecture](image)

![Figure 2: Knowledge base layers](image)

Each layer represents a context, and each context has all the related sub-contexts mapped to it. The domain layer holds all the tutorials sessions related to the science subject. The general contexts layer deals with general conversation not related to the domain, such as greeting and weather. The general context layer is included in the knowledge base to make LANA CITS seem more intelligent by responding to the user’s utterances, which are not related to the main domain. However, a few select sub-contexts have been implemented because it is not possible to cover all aspects of general contexts.

3. Mapping the tutorial into FAK learning style model

After the tutorial is designed and approved by the teachers then the tutorial questions are mapped to the VAK learning style
model. Each tutorial question is associated with the VAK learning style material. Each question in the tutorial is adapted and mapped to the Visual learning style through pictures and videos, the Auditory learning style through the addition of more audio and, the Kinaesthetic learning style through the introduction of models and instructions.

4. Developing LANA CA Scripting Language

In order to script the domain, the domain is organised into a number of contexts and each context contains rules, each rule in the domain contains a number of patterns and a response that forms the CA output to the user. The contexts represent the tutorial topics and the rules represent the agent’s questions for such topic, while the patterns represent the user’s utterance, which belong to such rule. Table 1 shows an example of the scripting language.

| Context: 1 | Context Name: Topic: 1 (Earth, Sun, and Moon) |
| Rule Number: 1 | Rule Name: Object moves in the gravitationally curved path called the orbit. The earth rotates around the sun and around its own axis. How long the earth takes to rotate around its axis? |
| Pattern: e*e* day | Pattern: e*t*one day |
| Pattern: e*24 hours | Response: Excellent, the earth takes one day (24 hours) to rotate around its axis. |
| Image: yes | Audio: yes |
| Instruction: yes |

Table 1: scripting language (translated)

B. Component 2: Designing and Implementing the Arabic CA

The Arabic CA architecture illustrated in Figure 1 was implemented. The components were developed using JAVA. The knowledge base and script databases were developed using the MySQL. The functions of the individual components of the Arabic CA architecture are described in detail in the following sections.

1. Controller

The controller is responsible for directing and managing the entire conversation. The controller works with several other components, which are the ITS manager, GUI and CA manager to achieve the conversation goal. First, the controller communicates with the ITS manager to know the student’s learning style. Second, it gets the user’s utterance and provides an utterance checking process. The controller will check the utterance based on the following constraints:

- Cleansing the utterance: The controller uses the utterance filter to remove special characters (i.e., $++, \&\&$, \*, \!, \?, \^, \$$, \$, \{, \} \}) from the utterance.
- Check for rule words: the system will warn the user three times before terminating the session.

After the utterance is parsed the controller then works together with the conversation agent manager to ensure that the conversation is within the tutorial scenario, or whether the user switched the context. After that the controller delivers the response back to the user with the supporting material such as picture, audio, or instructions according to the user’s learning style.

2. Conversational Agent Manager

The role of the Conversation Manager is to control the conversation to make sure that the goal is achieved which is completing the tutorial. The conversation manager checks whether the user stays on the tutorial topic, or the user switch the context. Goal-oriented CAs should manage utterances in an intelligent way [36]. For example, when the CA manager receives an utterance that is not related to the tutorial topic, the CA manager checks the user utterance with the general contexts layer to see if the utterance matches other general contexts within the database. If the utterance matches one of these contexts, the CA manager generates the response to the user, and then the user is brought back to the point where the conversation is interrupted and then directed towards the goal.

3. Conversational Agent Engine

The LANA CA engine has two main components that were specifically developed to deal with the features unique to the Arabic language in terms of its grammatical and morphological nature. These components are: Pattern matching approach (Wildcard PM) and String similarity algorithm (Cosine algorithm). The combination of these components within LANA CA engine will help to calculate the similarity of the user utterance with scripted patterns using string similarity metrics. Consequently, reducing the need to cover all possible utterances when scripting the domain.

The first component of the Arabic CA engine, which is the primary phase of the engine, is pattern matching. It is based on similar method to the Info Chat [23] of PM, where the user utterance is matched to stored patterns. These patterns contain wild card characters to represent any number of word characters. For example, the wild card symbol (*) matches any number of words, where the wild card symbol ($) matches a single character. The second component of the Arabic CA engine is using the short text similarity algorithm, which is Cosine similarity [37]. It determines the similarity between two pieces of text by representing each piece of text in the form of word vector. A word vector is a vector of length N where N is the number of different tokens in the text. The similarity is computed as the angle between the word-vectors for the two sentences in vector space. For two texts t1 and t2 the cosine similarity is illustrated in the following equation:

$$SIM(t_1, t_2) = \frac{\sum_{i=1}^{\max(len(t_1), len(t_2))} \min(t_1_i, t_2_i)}{\sqrt{\sum_{i=1}^{len(t_1)} t_1_i^2} \times \sqrt{\sum_{i=1}^{len(t_2)} t_2_i^2}}$$  \hspace{1cm} (1)

The cosine similarity result is non negative and bounded between [0,1] where 1 indicates that the two text are identical.

4. LANA CA Engine Workflow

First the system will use PM (with wildcards) to match the user utterance with the pattern saved in the database, if a match is
not found, the next step is to use STS Cosine similarity. To illustrate the cosine similarity algorithm, assume the user utterance was (S1), while the pattern stored in the LANA database was (S2). As shown in Table 2.

<table>
<thead>
<tr>
<th>User Utterance</th>
<th>Stored pattern in LANA CITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1: The moon does not have atmosphere whereas the earth has.</td>
<td>S2: The moon is different from the earth that it does not have an atmosphere.</td>
</tr>
</tbody>
</table>

Table 2: Cosine Similarity Example

The result obtained from Cosine similarity when applied to S1 and S2 is equal (0.95). The utterance is not recognised by the PM approach, whereas when the system applied the Cosine similarity algorithm, the utterance is recognised.

C. Component 3: LANA Intelligent Tutoring System (ITS)

This section describes the third component in LANA CITS architecture, which contains two main components, The Graphics User Interface, and The ITS manager.

1. Graphic's User Interface

The GUI is the point where LANA CITS and the user interact with each other. LANA CITS has a character called LANA, which appears throughout the system interfaces in order to make it more engaging and natural for the users. Mannar and Bossler [38] developed a computerized tutor called (Baladi) to teach vocabulary and functional language use to children with Autism with and without a cartoon face. They evaluated whether the face would increase the rate of learning for receptive measures; the results showed that the children’s performance with the face condition was better than in the no face condition. Based on this, LANA’s character was designed and evaluated by primary school teachers in order to make the tutorial more engaging. Figure 3 shows screenshot of the LANA GUI.

![LANA GUI](image)

Figure 3: LANA GUI

2. ITS Manager

The ITS manager is responsible for personalising the tutorial according to the user’s learning style, which is determined at the beginning of the tutorial through a questionnaire. The ITS manager can interact with: the conversation agent components through the controller, the knowledge base, and the Graphics user interface. In order to personalise the tutorial session according to the student’s learning style, a questionnaire will be applied first for each child. The questionnaire was developed on the basis of a widely disseminated version [39] to be completed by pupil with parents or teacher help. The questionnaire focused on Smith’s visual, auditory, and kinaesthetic styles (VAK). There were three questions for each style and the pupils had to respond ‘yes’ or ‘no’ to each question. There are a total of nine questions in the questionnaire and the student’s learning style result will be based on the highest score in one area.

IV. EXPERIMENTAL METHODOLOGY

In order to evaluate the implemented LANA CITS framework and its architecture, a pilot study will be conducted with Non-autistic children (age 10-16 years old). This pilot study aims to evaluate the effectiveness and robustness of LANA CITS in order to address any weaknesses and then to conduct the second study with Autistic children. To formulate evaluation metrics, the Goal Question Metric (GQM) methodology is used [40]. The (GQM) model is used to identify which metrics are required to gauge the effectiveness and robustness of LANA. A total of 24 participants will be involved with age group (10-16) years old and their first language is Arabic. The evaluation will be done through two experiments: The first experiment is to test two questions, which are:

- Question 1: Can the learning Style VAK help the student to learn better?
- Question 2: Can LANA CITS adapt the student’s learning style?

The data will be gathered from the user feedback questionnaire and the pre- and post-test scores with and without using the VAK learning Style. The second experiment will be conducted to test two questions, which are:

- Question 1: Are the participants satisfied with the usability of LANA CITS?
- Question 2: Is LANA CTS robust?

The data will be gathered from the LANA log file and the user feedback questionnaire.

V. CONCLUSION AND FUTURE WORKS

This paper outlined a novel Arabic CITS called LANA, which used VAK learning style model to enhance the learning for children with Autism. LANA CITS has the main features:

- LANA CITS will be able to adapt the VAK learning style within the tutorial.
- LANA CITS will be able to converse in Arabic language to teach children age (10-16) the science subject.
LANA engine will use PM with STS similarity algorithm to recognize the user utterance.

In future, a first pilot study will be conducted to collect preliminary data, using the experimental methods that were mentioned in the previous section. The pilot study aims to test the proposed architecture, and identify any details that need to be addressed before conducting the second pilot study with Autistic children on the target age group (10–16) years old whose first language is Arabic, who have high functioning autism (HFA) and have no problem with language and intellectual disabilities. The combination of the two testing stages will ensure the robustness and tutoring success of the final CITS.
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INTRODUCTION

Pupils with Autism Spectrum Disorder (ASD) are affected in different degrees in terms with their level of intellectual ability. Some people with Asperger syndrome or high functioning autism are very intelligent academically but they still have difficulties in social and communication skills [1]. In recent years, many of these pupils are taught within mainstream schools. However, the process of facilitating their learning and participation remains a complex and poorly understood area of education [2], [3]. Many teachers in mainstream schools fail to engage the principles of inclusive education, but they do not feel that they have the enough training to teach autistic pupils [4], [5]. Many pupils with ASD are able to function differently as a result of the same symptoms, so it is important to know how each child is impacted on in terms of their cognitive and interaction abilities. Hence, the specific requirements of each child, which is known as learning style, should be identified [6]. Pupils with ASD are more likely to rely on one style of learning, which could be determined by observing the person [7]. VAK theory is considered to be one of the classical learning theories in the educational field [8]. It classifies learners by sensory preferences: Visually (V), Auditory (A), and Kinaesthetic (K) [9]. Many researches [10]-[12] found that many people with autistic spectrum are visual learners as they can learn well through watching videos, pictures and movies. Another study [13] found that Autistic people have learning preferences of kinesthetic, visual, then auditory. Roberts [14] found that people with autism who are kinaesthetic learners, learn better when include “hands-on” activities with the teacher taught material to achieve learning. Nevertheless, research that has been conducted with autistic children regarding the impact of learning style is limited and need further research.

Technologies have attracted increasing attention in the autism community for their educational [15]-[17]. Several studies [18], [19] reported that the majority of people with autism feel positive towards technology and computer-based training. This is attributable to the fact that software programs offer a structured and predictable environment, which accommodates the autistic children preferences for routine and repetitive behaviours [20]. Truong [21] reviewed 51 studies of the recent applications which examined the integration of learning styles theories in adaptive learning system. In this review, it reported a positive impact of adaptive systems using learning styles on students’ satisfaction. No known intelligent tutoring system using the VAK learning style model has been specific developed for autistic children.

This paper is a part of our investigation within LANA CITS project [22], [23]. This project examines the research and development of a novel Arabic conversational intelligent tutoring system (CITS) for children with autism spectrum disorder (ASD) using the Visual, Auditory and Kinaesthetic learning styles model (VAK). The project aims to design and implement an Arabic CITS for children with autism aged 10-16 using the (VAK) model. The CITS architecture used the pattern matching (PM) and the Arabic short text similarity (STS) to extract the similarities among resources in particular domain (Science subjects). This paper presents a case study evaluation of LANA CITS used by three pupils with high functioning autism. The pupils were studying in mainstream schools in Saudi Arabia. The case study approach was chosen for this study because characteristics of pupils with ASD differ widely from each other. In addition, large groups of pupils with ASD who have similar characteristics are difficult to recruit. The case study examines the effectiveness of using LANA CITS and whether the autistic pupils satisfied with the usability of LANA CITS. The main contribution of this paper is that it is the first case study evaluation of CITS using VAK model for pupils with high functioning autism in mainstream schools. This paper is organised as follows: Section II provides a brief overview of LANA CITS. Section III describes the case study.
II. LANA CONVERSATIONAL INTELLIGENT TUTORING SYSTEM

A. Background

Conversational Intelligent Tutoring Systems (CITS) provide a natural language interface to an online tutoring system to allow users to learn topics through discussion as they would in the classroom. Many researchers have developed CITS for different domains, such as AutoTutor [24] which is a computer tutor that is designed to assist students within university to learn an introductory computer literacy course. However, AutoTutor does not consider the student learning styles during a tutoring session. Oscar [25] is another example of CITS, which overcomes AutoTutor limitations by predicting and adapting dynamically to a student’s learning style. Oscar is developed for students in University’s level and teaches SQL course. In the Arabic language, CITS is considered as a new area of research. Abdullah CITS [26] is a recent of Arabic CITS for modern Islamic education. Abdullah CITS is an online system that aims to teach children aged 10 to 12 years old essential topics in Islam. Abdullah CITS does not consider the student learning styles. To our knowledge, no academic research exists on the Arabic conversational intelligent tutoring system for Autistic children.

B. LANA CITS

LANA CITS [22], [23] is a novel Arabic CITS, which delivers topics related to the science subject by engaging with the user in Arabic language. LANA uses Visual, Auditory, and Kinaesthetic (VAK) learning style model to personalize the lesson according to the user learning style preference. The main features of LANA CITS are:

- Ability to control the conversation through context. The domain used to script the CA was from the Science curriculum for the age (10-12 years old). The material was provided by the Ministry of Education in Saudi Arabia [27]. Scripts consisting of a context structured according to the topics in the science book such as the Earth, Moon, Solar System, eclipse, etc.

- Ability to personalize the lesson with the user’s learning style (VAK) and provide suitable material to the user according to the user’s learning style (images and videos for Visual learner, Sound for Auditory learner, physical models for Kinaesthetic learner).

- A conversation agent scripting language, which provides Arabic dialogue for LANA CITS allowing capturing variables from the user utterance.

- A novel conversation agent engine using the pattern matching (PM) technique was first used to find a suitable response to the user’s utterance. If it is not found, the engine uses the Short Text Similarity (STS) technique to find a response. Combining the techniques is beneficial to reduce the number of scripted patterns.

Fig. 1 shows a screenshot of the conversation interface of LANA CITS, where the system converses with the student by asking him/her a question about a specific science topic and then providing the suitable response based on the student’s utterance.

III. CASE STUDY

This section presents the case study, which took place in a primary school in Saudi Arabia. Ethical informed consent was obtained from all participants, parents and the School. The study aims to test hypothesis H1 ( Lana CITS can support learning in autistic children).

A. Participants

In this study, three participants who met the following criteria were interviewed and observed:

- Participant with age group (10-12) years old.

- He/she had previously received a community clinical diagnosis of high functioning autism spectrum disorder or Asperger’s, indicating that they have no problem with language and intellectual impairments.

- His/her first language was Arabic.

- Studying in mainstream primary schools in Saudi Arabia.

- No previous experience using LANA CITS.

To ensure data privacy, the names of participants have been changed in this paper. In this study, three autistic students are involved and all of them are female (Mariam, Fatimah, and Dana). Two of them (Mariam and Fatimah) are in (Grade 4), and their age is 11 years old, and the third student (Dana) is in (Grade 4) and her age is 10 years old. The three participants are studying in mainstream primary school, which provided educational provision for children with ASD in Saudi Arabia. All three participants have Arabic as their first language and none of them had a previous experience using LANA CITS. Each child had previously received a community clinical diagnosis of Asperger’s, who they have no problem with language and intellectual impairments.
B. Ethical Considerations

Because the participants were children, an informed consent form and information sheet were sent to the participant’s parents and the school. The information sheet outlined the details and purpose of the study, and the benefits for participating in the study. They also informed that the information gathered from the participants is stored securely and none of children’s real names will be recorded.

C. Data Collection Methods

There are several data collections methods in qualitative research. Marshall and Rossman [28] identified three primary methods that qualitative researchers use for gathering information. Primary methods involve gathering information from the source directly. These three methods are: 1) participating in the setting, 2) observing directly, and 3) interviewing in depth. In this study, two primary methods are used: Observation and Interviewing. “Observation involves the systematic noting and recording of events, behaviors, and artifacts in the social setting.” [28]. Kvale and Brinkmann [29] defined the interview as a conversation with structure and a purpose. There are secondary methods that may also be used to gather information. This involves gathering information from someone or something else outside of the original source by analysing documents such as:

1) Interviewing

Interviewing is a universal methods in qualitative research [30], [31]. Interviews are typically divided into three categories: structured, unstructured, and semi-structured [32]. In structured interviews, all participants will have the same questions in the same wording and in the same order [33]. However, while a structured interview ensures that comparable responses are gathered from each participant, it lacks the flexibility for elaboration [34]. The second category is an unstructured interview, which contains open questions and subsequent questions depending on the participant’s responses [35]. The drawbacks of this type of interview are the difficulty of processing data and the effort required. It is difficult to find similar statements from different participants and hence the lack of feedback is often difficult to make. The most common type of interviews used in qualitative research are the third category, which is semi-structured interviews. It involves structured questions and the researcher is free vary the order and wording of the questions [32], depending on the direction of the interview, and to ask additional questions. According to Borg [34], the researcher is able to adjust the wording of the questions, and add or delete probes, as necessary. With this structure, the interviewer guided the interview, to obtain a good description from the participant’s perspective. Moreover, this structure allowed the researcher the flexibility to dive deeper when appropriate. Creswell [36] asserted that the semi-structured process lets the researcher to explore and ask follow-up questions if necessary to clarify the particular subject. This was an extremely beneficial process in the field of qualitative interviewing.

The Semi-structured interviewing was used in this study because the participants are children and the level of comprehension may vary. The interview was interactive and the participants were able to ask questions. In addition, notes were taken during the interview to capture the core of the participant’s comments and to note any non-verbal behaviour and facial expressions. In this study, two interviews were conducted for each student, the first interview was with the autistic student and the second interview was with the teacher. The first interview, which was with the autistic student, contains of nine questions and the interviewer was free to ask follow-up questions. Table I shows the nine questions that are used in the interview. The questions were asked in Arabic.

<table>
<thead>
<tr>
<th>TABLE I. THE INTERVIEW SHEET WITH THE AUTISTIC STUDENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Do you think LANA Data is enjoyable to use?</td>
</tr>
<tr>
<td>• Which part do you like?</td>
</tr>
<tr>
<td>• Why do you like this part?</td>
</tr>
<tr>
<td>2. Do you think LANA Data had a right amount of information in the Tutorial?</td>
</tr>
<tr>
<td>3. Do you remember what LANA Data taught you in the Tutorial?</td>
</tr>
<tr>
<td>• Tell me in one or two things you learned from LANA Data</td>
</tr>
<tr>
<td>4. Did you like using your learning style (Visual - Auditory - Kinesthetic) in LANA?</td>
</tr>
<tr>
<td>• Would you like to use your learning style with all categories and tutorials?</td>
</tr>
<tr>
<td>5. Do you like the way LANA looked?</td>
</tr>
<tr>
<td>• What do you think of the color of LANA?</td>
</tr>
<tr>
<td>• Any suggestion to add in the design of the interface?</td>
</tr>
<tr>
<td>6. Do you think you can learn from LANA better than your teacher?</td>
</tr>
<tr>
<td>7. Would you like to use LANA again with other lessons?</td>
</tr>
<tr>
<td>8. Is talking with LANA like talking with your friend?</td>
</tr>
<tr>
<td>9. Would you like to use LANA in the classroom?</td>
</tr>
</tbody>
</table>

The second interview was conducted with the teacher. The aim of this interview is to measure the student’s interaction and behaviour from the teacher’s point of view. The interview contains five questions as shown in Table II.

<table>
<thead>
<tr>
<th>TABLE II. THE INTERVIEW SHEET WITH THE TEACHER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Is there any behavioural issue with the student?</td>
</tr>
<tr>
<td>2. What is the student’s education level in the school?</td>
</tr>
<tr>
<td>3. How was the student’s interaction during the tutorial?</td>
</tr>
<tr>
<td>4. Did the student interact with the LANA Data in the same way as the class tutorial?</td>
</tr>
<tr>
<td>5. Do you have any suggestions to add to LANA?</td>
</tr>
</tbody>
</table>

2) Participant Observation

In addition to semi-structured interviews, the participant has been observed during the interview by Saruah, the lead researcher of this study. Observations allow the interviewer to observe the context in which the participants interact [36]. Additionally, observations allow the researcher to notice the participant’s behaviors, facial expressions, and the interactions.

D. Data Analysis

Following the interviews the data was analysed using the following methodology [36].
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1) Data management: This involves organizing and gathering all the data. In this study, the interview was transferred into a written format.

2) Reading and noting: This involves reading through all the transcriptions and making notes in the margins regarding the interviewee’s comments.

3) Describing: This involves describing the participant’s experience with the study.

4) Classifying: The researcher then makes a list of significant statements, quotes that emerged from the data and then grouped together.

5) Interpreting: the researcher develops textual and structural descriptions of the data. Textural descriptions are the written descriptions of what the participants experienced. After the textual descriptions are written, the researcher outlined the contextual influence, and this is the structural description.

6) Representing and visualizing: After both the textual and structural descriptions are written, the researcher writes the findings of the study. In addition, tables will be created to help illustrate the data.

E. Participant’s Interaction

The study started by detecting the participant’s learning style using a child-friendly-customised VAK learning style preferences questionnaire, which was answered by the student with the help of the teacher. The LANA CITs registration interface was then shown to the participant and the lead researcher registered the participant with her learning style into the system in order to adapt the tutorial according to her learning style. Then, a pre-test interface started (see Fig. 2) and the participant was asked to complete the pre-test by choosing the right answer using the touch screen. When the pre-test was completed, the tutorial started and the participant interacted with the tutorial and answered the questions related to the science subject. During the tutorial, materials were used according to the learning style (Visual: video and images, Auditory: sounds, Kinesthetic: physical models). After the participant completed the tutorial, a post-test interface started and the participant answered the questions in the post-test. When the tutorial was completed a verbal interview (see Table I) was conducted in order to measure the participant satisfaction and their opinion about using LANA CITs. During the tutorial and the interview, the student was observed by the lead researcher and the teacher to notice the participant’s behaviors, facial expressions, and the interactions. Support was provided to the participant if asked. When the student finished and left the room, the teacher was interviewed by the lead researcher (see Table II).

IV. RESULTS AND DISCUSSION

In this section, the data that was gathered from the interviews (Tables I and II) and the observation were described and classified in order to test Hypothesis H1 (LANA CITs can support learning in autistic children).

A. First Participant Results and Discussion

Mariam: The first participant interviewed in the study, was Mariam. She is eleven years old in Grade 5 and she has an early community clinical diagnosis of Asperger’s, with no problem with language and intellectual impairments. Based on the teacher’s interview, Mariam made an improvement in her behaviour during her study in the school from Grade 1 to 5. Her education level is very good especially in Maths and English. She is interested in using technology such as a computer, iPad and mobile devices. The study began by detecting Mariam’s learning style using the questionnaire. The results from the questionnaire showed that her learning style was Visual. Mariam completed the pre-test and then interacted with the tutorial and answered the questions. During the tutorial, videos/images appeared for each information in the tutorial (see Fig. 3). After she completed the tutorial, a post-test interface started and she answered the questions in the post-test. Mariam enjoyed using LANA CITs as indicated in her interview answers. She said that she especially liked watching the videos and the pictures during the tutorial. She was able to use LANA CITs independently with ease and required no additional support once told in how to use it. Her learning gain was improved when comparing the pre-test and the post-test scores. Table III shows the pre-test and the post-test scores for all three participants. She was able to remember what she had learned from LANA, when she was asked in the interview. The rest of the interview questions were positive but when she was asked if she like learning from LANA CITs more than learning from her teacher, she answered ‘Maybe’.
B. Second Participant Results and Discussion

Fatimah: The second participant interviewed in this study was Fatimah. She is eleven years old in Grade 5 and she had a late diagnosis of Asperger’s, when she was nine years old. Based on the teacher’s interview, Fatimah’s education level is below the average because she does not like to study although she has an excellent memory. She has the ability to remember everything she has seen or read. Her learning style was detected using the questionnaire and it was found that her learning style was Visual. Fatimah completed the pre-test and then interacted with the tutorial and answered the questions. When she completed the tutorial, a post-test interface started and she answered the questions in the test. Fatimah said that using LANA CITS was very enjoyable. She liked watching the videos and the pictures during the tutorial. She was using LANA CITS independently and easily with no additional support once she was told in how to use it. According to her scores in pre-test and post-test (Table III), her learning gain was improved as the post-test score was greater than that of the pre-test score. She was able to remember what she has been learned from LANA, when she was asked in the interview. When she was asked if she like learning from LANA CITS more than learning from her teacher, she answered ‘Both’. The rest of the questions were answered positively.

C. Third Participant Results and Discussion

Dana: The third participant interviewed in this study was Dana. She is ten years old in Grade 4 and she also had a late diagnosis of Asperger’s, when she was nine years old. Based on the teacher’s interview, Dana’s education level is above the average. She is very good student in all subjects. Her learning style was detected using the questionnaire and it was found that her learning style was Kinaesthetic so she used physical models within the tutorial. Dana completed the pre-test and then interacted with the tutorial. Fig. 4 shows how the kinaesthetic learner interacts with the tutorial using physical model. When she completed the tutorial, a post-test interface started and she answered the questions in the test.

Dana was very interested when using LANA CITS and during the tutorial she was saying comments with positive words such as ‘nice’, ‘I like it’, ‘I know the answer’. She was very excited when she used the magnets model and the electric circuit during the tutorial. She was using LANA CITS independently and easily with no additional support once she was told in how to use it. She made a good improvement on her learning gain based on her scores in pre-test and post-test (Table III). The post-test score was greater than the pre-test score. When she was asked in the interview if she can remember the tutorial, she said that she remembered it and recalled information about the tutorial. She said that she preferred to learn from LANA CITS more than from her teacher. The rest of the questions were answered positively.

<table>
<thead>
<tr>
<th>Student’s Name</th>
<th>Pre-Test (out of 10)</th>
<th>Post-Test (out of 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mariam</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Fatimah</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Dana</td>
<td>6</td>
<td>10</td>
</tr>
</tbody>
</table>

D. Teacher Observations and Suggestions

During the experiment, the teacher was attending in order to observe the student and to note if there is any different in the student’s interaction from the classroom teaching. The teacher reported that Mariam interacted positively with LANA CITS and her interaction with LANA was better than in the classroom. According to the teacher’s comments, Mariam does not like to listen to the lesson in the classroom for more than 15 minutes, she feels bored and she starts to do another task. Whereas, during the experiment, Mariam spent 25 minutes and she completed the whole tutorial. With the second participant, the teacher said that Fatimah interacted with LANA better than in the classroom. Based on the teacher’s comments, Fatimah feels sleepy in the classroom and sometimes she sleeps during the lessons, whereas in the
experiment, Fatimah spent 30 minutes, she did not feel sleepy and she completed the whole tutorial. With the third participant, the teacher reported that Dana also interacted with LANAs better than in the classroom because Dana likes learning from the computer more than learning from the teacher. The teacher indicated that the use of LANAs CITS was beneficial for the autistic students. The teacher particularly liked the idea of using the students’ learning style in the tutorial and this will meet the individual learning needs for the students with ASD. The teacher suggested that using LANAs in the classroom would be beneficial because it will increase the students’ independence and decrease their dependence on the teacher. For example, students with using LANAs CITS will not need to wait for a teacher to explain the lesson and then the teacher can focus on other aspects such as the student’s behavior, and social skills.

V. CONCLUSION AND FUTURE WORKS

This paper outlined and detailed the case study that was used to evaluate the LANAs CITS with three autistic students in a mainstream school in Saudi Arabia. The results from this study indicated that the three participants showed an improvement on their learning gain when comparing the scores of the pre-test and the post-test (Table III). Overall, a few differences were noted in terms of their perception of learning from LANAs more than learning from the teacher. One student said that she liked the learning from LANAs more than the learning from the teacher and the second student answered “Maybe” and the third said “Both”. Based on the teacher observation, LANAs CITS was beneficial for the autistic students and the student’s interaction during the tutorial was more positive than their interaction in the classroom. The teacher reported that one student feels sleepy and the other feels boring for all the time in the classroom, whereas when they used LANAs they were very interested and excited, because many students with ASD enjoy the use of technology. Finally, the teacher indicated that using LANAs in the classroom would be beneficial because it will increase the students’ independence and decrease their dependence on the teacher. Based on these results, it can be concluded that there is enough evidence to support H1 (LANAs CITS can support learning in autistic children).

Future work will need with larger number of autistic students in mainstream schools in order to provide a quantitative estimate of the effect of LANAs CITS.
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Abstract. Children with Autism Spectrum Disorder (ASD) share certain difficulties but being autistic will affect them in different ways in terms of their level of intellectual ability. Children with high functioning autism or Asperger syndrome are very intelligent academically but they still have difficulties in social and communication skills. Many of these children are taught within mainstream schools but there is a shortage of specialist teachers to deal with their specific needs. One solution is to use a virtual tutor to supplement the education of children with ASD in mainstream schools. This paper describes research to develop a novel Arabic Conversational Intelligent Tutoring System, called LANA-I, for children with ASD that adapts to the Visual, Auditory and Kinaesthetic learning styles model (VAK) to enhance learning. This paper also proposes an evaluation methodology and describes an experimental evaluation of LANA-I. The evaluation was conducted with neurotypical children and indicated promising results with a statistically significant difference between user’s scores with and without adapting to learning style. Moreover, the results show that LANA-I is effective as an Arabic Conversational Agent (CA) with the majority of conversations leading to the goal of completing the tutorial and the majority of the correct responses (89%).
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1 Introduction

The number of children being diagnosed with autism spectrum disorder (ASD) is increasing [1]. Children with high functioning Autism (HFA) or Asperger’s Syndrome (AS) (i.e., those with higher verbal IQ) are usually offered education in the mainstream schools. However, many mainstream schools are not able to include students with ASD because of the lack of skilled teachers and the poor training and provisions from the responsible institutions [2]. In addition, traditional education using human tutors is a challenge for students with autism, who have difficulties in communication and social interactions. Many researchers have reported that using a virtual tutor with students with ASD could meet the individual students needs [3, 4].
Conversational Intelligent Tutoring System (CITS) integrates natural language interfaces to allow users to learn topics through discussion as they would in the classroom. Many researchers have developed CITS for different domains. To our knowledge, no academic research exists on Arabic CITS developed specifically for Autistic children. LANA-1 [5] is an Arabic CITS, which engages autistic children with a science tutorial where the curriculum material is mapped to VAK model. One challenge in building such a system is the requirement to deal with the Arabic language grammatical features and its morphological nature. The research into Conversational Agent (CA) development techniques revealed that hybrid approach was the most appropriate approach to develop an Arabic CA [6]. The engine of LANA-1 is based on the two main CA development strategies, A Pattern Matching (PM) engine and a Short Text Similarity (STS) algorithm that calculate the matching strength of a pattern to the user utterance. The two parts of the engine work together to overcome some of the unique challenges of the Arabic language and to extract responses from resources in a particular domain (Science topic). The main contributions in this paper are:

- A novel architecture for an Arabic CITS using VAK model for an appropriate education scenario.
- The results of designing an experimental methodology to validate the educational tutoring scenario in the Arabic CITS.

In order to evaluate LANA-1, an initial pilot study was conducted on the general population. This study took place in UK with neurotypical children from the target age group (10-12) years whose first language is Arabic. It is important to test LANA-1 with the general population before testing it with Autistic children to avoid any problems and issues that may occur in the tutorial or confusion in the presentation of the tutorial material. The study used the learning gain measurement (defined in section 3) to evaluate the ability of CITS to adapt to a child’s learning style.

This paper is organized as follows: Section 2 describes the architecture, and methodology of implementing LANA-1. Section 3 explains the experimental methodology and the experiments. Section 4 provides the results and discussion. Finally, section 5 presents the conclusions and future works.

2 LANA-1 Architecture and Implementation

LANA-1 was developed based on two phases. The first phase involved designing and implementing an Arabic CA, and the second phase focused on development of an educational tutorial on science, mapping the tutorial to the VAK model and introducing the Arabic ITS interface to the CA. In the first phase, a new architecture for developing an Arabic CA was developed using both PM and STS. The key features are summarised as follows:

- Ability to control the conversation through context.
- Ability to personalise the lesson with the user’s learning style (VAK) and provide suitable material to the user according to their learning style (images and videos for Visual learner, Sound for Auditory learner, physical models for Kinaesthetic learner).
- A CA scripting language, which provides Arabic dialogue for LANA-I CITS allowing capturing variables from the user utterance.
- A novel CA engine using the PM technique first to find a suitable response to the user’s utterance. If it is not found, the engine uses the STS technique to find a response. Combining the techniques is beneficial to reduce the number of scripted patterns.
- Managing the response when the context is changed. For example, creating the right response when the user writes something that is not related to the tutorial topic.

The proposed framework for the Arabic CA consists of five components as shown in Figure 1:

1. Graphical User Interface: Responsible for the communication between the user and CA (in this case the CITS tutor) through a web interface with panels to display supporting material.
2. Controller: The controller manages the conversation between the user and the Arabic CA, as well as cleaning the user utterance by removing diacritics and other illegal characters (e.g., �母校). 
3. Conversation Agent Manager: Responsible for controlling and directing the conversation through contexts. In addition, the manager ensures that the discussion is directed towards completion of the tutorial.
4. Conversation Agent engine: Responsible for pattern matching and calculating the similarity strength between the user utterance and the scripted patterns.
5. The knowledge base: The knowledge base is responsible for holding the tutorial domain knowledge in a relational database, which includes CA scripts, Log file, and General contexts such as weather, agreement and rude words.

![Fig. 1. The LANA-I CA architecture](image)

In the second phase the ITS architecture is designed to adapt to the user’s learning style within the Arabic CA. Based on the typical ITS architecture [7], LANA-I ITS architecture consists of four main components as shown in Figure 2:
1. User Interface Model: responsible for the interaction between the user and the ITS components.
2. Tutor Model: the ITS manager, which is the main component that interacts with the user through the GUI and personalises the tutorial based on the user’s learning style.
3. Student Model: a temporal memory structure, which records the user’s responses during the tutoring session and the student’s profile such as user ID, user’s age, gender, user’s learning style, and Pre-test and Post-test scores.
4. Domain Model: The Tutorial Knowledge Base, which contains structured topics that are presented to the user.

![Fig. 2. LANA-I ITS Architecture](image)

The LANA-I architecture combines the Arabic CA (Figure 1) and ITS architecture (Figure 2). The proposed LANA-I CITS architecture, shown in Figure 3, contains three main components that are described in the following sections:

![Fig. 3. LANA-I CITS architecture](image)

2.1 LANA-I Knowledge Base

The knowledge base consists of four sub-components: (1) the Tutorial Knowledge base, (2) Arabic general contexts (e.g. weather, and greetings), (3) user’s profile, and (4) the log file. The tutorial domain CA was from the Science curriculum for ages 10-
12. The material was provided by the Ministry of Education in Saudi Arabia [8]. Script contexts were structured according to the topics in the science book taught in schools in Saudi Arabia, such as the Earth, Moon, Solar System, eclipse, etc. To design the knowledge base, a short interview was conducted with three primary school teachers in Saudi Arabia, who teach Science. The aim of this interview was to extract knowledge of lesson design and delivery of tutorials similar to the traditional classroom delivery model. The teachers evaluated the designed tutorial in order to give feedback and approval. Once the tutorials were approved by the teachers, the tutorials were implemented within LANA-I using a relational database MySQL to store and retrieve the resources. The LANA-I knowledge base consists of two layers: the domain, which is the science tutorials layer, and a general context layer, illustrated in Figure 4.

![Figure 4. Knowledge base layers](image)

In Figure 4, each layer represents a context, and each context has all related sub-contexts mapped to it. The science tutorials hold all the tutorials sessions related to the science subject such as earth, moon, and solar system. General contexts deal with general conversation not related to the domain, such as greeting, weather, rude words, and user leaving words (any words or sentences means that the user will leave the conversation). The general context makes LANA-I seem more aware by responding to the user’s utterances, which are not related to the main domain. However, only a few general sub-contexts have been implemented as a proof of concept within the scope of this research.

After the tutorial was designed and approved by teachers then the tutorial questions were mapped to the VAK learning style model. Each question in the tutorial is mapped to Visual learning style through pictures and videos, Auditory learning style through sound recording, Kinaesthetic learning style through models and instructions as shown in Table 1.
Table 1. Part of the tutorial and how it is mapped to the VAK model

<table>
<thead>
<tr>
<th>Tutorial</th>
<th>VAK</th>
</tr>
</thead>
</table>
| LANA: The solar system is the system, which comprising the sun and the objects that orbit it. Do you know what objects that exist in the solar system? User: Earth, moon, and other planets | V: Picture  
A: Audio  
K: solar system model |
| LANA: Object moves in the gravitationally curved path called the orbit. The earth rotates around the sun and around its own axis. Do you know the time that the earth takes to rotate around its axis? User: A day or 24 hours. | V: Video  
A: Audio  
K: earth-moon model |
| LANA: What the result of this rotation? User: The day and night. | V: Picture  
A: Audio  
K: earth-moon model |

2.2 Arabic Scripting Language

The three different approaches to develop an Arabic CA and a number of challenges faced by Arabic language were discussed in survey paper [6]. It was concluded that there is a lack of Arabic NLP resources leading to limited capabilities within Arabic CAs. Consequently, this research needs a new scripting language to enable the Arabic CA combined with an ITS to deliver Arabic tutoring sessions using the modern standard Arabic language.

The foundation of LANA-I scripting language is based on the InfoChat scripting language [9]. InfoChat was designed using English scripting language and based on the pattern matching (PM) technique, where the domain is organised into a number of contexts and each context contains rules, each rule in the domain contains a number of patterns and a response that forms the CA output to the user. In the LANA-I CA engine, the similarity strength is calculated through combining the use of the PM, which is based on InfoChat method, and the Cosine algorithm [10] to compute the similarity strength between the utterance and the scripted patterns in order to improve the CA accuracy. The highest matching strength pattern will generate the response back to the user. Based on the scripting methodology reported by Latham [11] the procedures to create the scripts within the Knowledge base are:

1. The methodology for scripting each context is:
   - Create a context table, which has a record with a unique name to represent that context (topic).
   - When the context is invoked, an initialisation rule is fired.
   - All rules and patterns are scripted for the associated context.
   - Test each context to check that the expected rule is fired for a sample of user utterances.

2. The methodology for scripting each rule is:
   - Create a rule table, which has a unique rule name to represent the tutorial question.
   - For each rule, create patterns that match user utterances. Extract the important words and use the wildcards to replace unimportant words.
Create patterns from each different utterance phrase. E.g. saying the same things using alternative words.

Add the CA response to the utterance.

Add Image, Audio, and instructions to the rule in order to map the learning style.

2.3 Scripting Arabic CA for LANA-1

In LANA-1, the contexts represent the tutorial topics and the rules represent the agent’s questions for such topic, while the pattern represents the user’s utterances, which belong to such a rule. The scripting language in LANA-1 includes the following features:

- Provide supporting material to the user depending on the user’s learning style (Visual: images and videos – Auditory: Sounds – Kinaesthetic: Instructions and objects). The learning style will be determined using a child friendly-customised VAK learning style preferences questionnaire before the tutorial.

- This material is stored in the scripting database and once a rule is fired, the corresponding material is provided to the user through the interface. All images, videos and audios provide the right answer. All of them has the same knowledge that the written text provides.

- The scripting language works with the ITS manager to check the user’s learning style and provide the suitable material with the fired rule.

Table 2 shows an example of the scripting language and how the tutorial mapping the VAK model. When the user is visual learner, the rule is fired with the video or image material. In this example (Table 2), the rule has video that will be executed along with the rule. When the user is an Auditory learner, the rule will be fired with the audio material. The same thing with the kinaesthetic learning style, the rule will be fired with instructions to use the models. Figure 5 shows the models that are used with the Kinaesthetic learning style.

<table>
<thead>
<tr>
<th>Context</th>
<th>Context Name: Topic 1 (Earth, Sun, and Moon)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule Number: 1</td>
<td>Rule Name: The earth moves in a gravitationally curved path called the orbit. The earth rotates around the sun and around its own axis. How long the earth takes to rotate around its axis?</td>
</tr>
<tr>
<td>Pattern:</td>
<td>Pattern: Pattern:</td>
</tr>
<tr>
<td>x day</td>
<td>x day</td>
</tr>
<tr>
<td>Pattern:</td>
<td>Pattern:</td>
</tr>
<tr>
<td>x 24 hours</td>
<td>x twenty four hours</td>
</tr>
<tr>
<td>Response: Excellent, the earth takes one day (24 hours) to rotate around its axis.</td>
<td>Response:</td>
</tr>
<tr>
<td>Image: yes</td>
<td>Image: yes</td>
</tr>
<tr>
<td>Audio: yes</td>
<td>Audio: yes</td>
</tr>
<tr>
<td>Instruction: Look at the solar system model and its object</td>
<td>Instruction:</td>
</tr>
</tbody>
</table>
2.4 Designing and Implementing the Arabic CA

The second component of LANA-I (Figure 3) is the Arabic CA. The Arabic CA architecture illustrated in Figure 1 was implemented, with the components developed using JAVA. The knowledge base and script databases were developed using the MySQL. The main components within the Arabic CA architecture (Figure 1) are: i) Controller, ii) Conversational Agent Manager, and iii) Conversational Agent Engine.

The controller is responsible for directing and managing the entire conversation. The controller works with several other components, which are ITS manager, GUI and CA manager to achieve the conversation goal. First, the controller communicates with the ITS manager to find the student’s learning style. Second, it gets the user’s utterance and provides an utterance checking process. The controller will check the utterance based on the following constraints:

- Cleansing the utterance: The controller uses the utterance filter to remove special characters (i.e., $, &, *, $, $, $, $, $, $, $, $, $) from the utterance. For example (as shown in English), if the user writes: (Hi, how are you Lana???) the system will convert it to (Hi, how are you Lana).
- Check for rude and offensive words: the system will warn the user three times before terminating the session.

After the utterance is parsed the controller then works together with the CA to ensure that the conversation is within the tutorial scenario, or whether the user has switched context i.e., chooses to talk about something not related to the tutorial. Then, the controller delivers the response back to the user with the supporting material such as picture, video, audio, or instructions according to the user’s learning style as shown in Figure 6.
The Conversation Manager controls the conversation to make sure that the goal is achieved, which is completing the tutorial. The conversation manager checks whether the user stays on the tutorial topic, or the user switches the context i.e. asks about something irrelevant to the tutorial. The Arabic CA implemented in LANA-I adopts a goal-oriented methodology [11]. For example, when the CA manager receives an utterance that is not related to the tutorial topic, the CA manager checks the user utterance with the general contexts layer to see if the utterance matches other general contexts within the database. If the utterance matches one of these contexts, the CA manager generates the response to the user and then the user is brought back to the point where the conversation was interrupted and then directed towards the goal.

The Conversational Agent Engine contains a combination of methods of string similarity and PM approaches to determine the similarity between two sets of strings within CA’s, while traditional CA’s used only a PM approach that involves a strength calculation through different aspects of the user utterance and the scripted pattern such as activation level and number of words etc. It is important to use string similarity methods to overcome some of the challenges in the Arabic language (described in section 2.3). In the field of CA development, the scripting is the most time consuming part of CA development [12]. The biggest challenge of scripting CAs is the coverage of all possible user utterances [11]. The engine handles the challenge of Arabic scripting by combining the Wildcard PM Function with the string similarity algorithm that calculates similarity strength and overcomes the scripting length challenge. Consequently, strings with minor differences should be recognized as being similar. The LANA-I CA engine has two main components that were specifically developed to deal with the features unique to the Arabic language in terms of its grammatical and morphological nature. These components are:

- Pattern matching approach (Wildcard PM [9]).
- String similarity algorithm (Cosine algorithm [10]).

The combination of these components within LANA-I CA engine will help to calculate the similarity of the user utterance with scripted patterns using string similarity metrics. Consequently, reducing the need to cover all possible utterances when scripting the domain.
The first component of the Arabic CA engine, which is the primary phase of the engine, is the pattern matching. It is based on similar method to InfoChat [9] of PM, where the user utterance is matched to stored patterns. These patterns contain wildcard characters to represent any number of words or characters. For example, the wildcard symbol (*) matches any number of words, while the wild card symbol (?) matches a single character. An example for the PM approach in LANA-I is illustrated in the following table:

<table>
<thead>
<tr>
<th>Pattern 1: the moon reflects the sunlight</th>
<th>Pattern 2: the sun sets</th>
<th>Pattern 3: the sunshine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utterance 1: the moon reflects the sunlight</td>
<td>Utterance 2: the sun sets</td>
<td>Utterance 3: the sunshine</td>
</tr>
</tbody>
</table>

In Table 3, the utterance#1 will match pattern#2 (* the sunlight), where the wild card symbol (*) will match any number of words. The results from this matching will be 1. Whereas the utterance#2 will not match any patterns because of the word order. In this case the matching result will be 0.

The second component of the Arabic CA engine uses the STS algorithm, which for the purpose of this work is the Cosine similarity measure [10]. It determines the similarity between two pieces of text by representing each piece of text in the form of word vector. A word vector is a vector of length \( \lambda \) where \( \lambda \) is the number of different tokens in the text. The similarity is computed as the angle between the word-vectors for the two sentences in vector space. For two texts \( t_1 \) and \( t_2 \) the cosine similarity is illustrated in the following equation:

\[
SJ(t_1, t_2) = \frac{\sum_{i=1}^{n} t_{1i} \cdot t_{2i}}{\sqrt{\sum_{i=1}^{n} t_{1i}^2 \cdot \sum_{i=1}^{n} t_{2i}^2}}
\]

The cosine similarity result is nonnegative and bounded between \([0,1]\) where 1 indicates that the two texts are identical.

### 2.5 LANA-I CA Engine Workflow

First, the system will use the PM Wildcard to match the user utterance with the patterns saved in the database. If the match is not found, then the next step is to use the STS Cosine similarity. To illustrate the cosine similarity algorithm, assume the pattern stored in the LANA-I database was (S1), while the user utterance was (S2), as shown in Table 4:
The utterance is not recognised by the PM approach because of the word order or minor differences from the pattern. Therefore, the system applies the Cosine similarity, which is illustrated in the following steps:

- Compute Matrix[[i]] where the columns are the unique words from S1 and S2, and the rows are the words sequence of S1 and S2.
- Calculate the similarity between each word, 1 means the two words are identical, 0 means the two words are different.

The result obtained from Cosine similarity when applied to S1 and S2 is equal (0.88), which is greater than the threshold (0.80). This threshold is empirically determined using a small set of sentence pairs as in [13]. When the user’s utterance is recognised by the similarity measure, the corresponding response will be generated and delivered to the user.

2.6 LANA-I ITS Implementation

This section describes the third component in the LANA-I architecture (Figure 3), which contains two sub-components (Figure 2), The Graphics User Interface (GUI), and ITS manager.

The GUI is the point where LANA-I and the user interact with each other. LANA-I has a character called LANA (shown in figure 7), who appears in all the system interfaces in order to make it more engaging and natural for the users. Massaro and Bosseler [14] developed a computerized tutor called (Haladi) to teach vocabulary and functional language used to children with Autism with and without a cartoon face. They evaluated whether the face would increase the rate of learning for receptive measures. The results showed that the children’s performance with the face condition was more significant than tutor with no face [14]. Based on that research, the LANA character was designed by the author and then evaluated by primary school teachers in Saudi Arabia in order to make the tutorial more engaging.
The ITS manager is responsible for personalising the tutorial according to the user’s learning style, which will be determined at the beginning of the tutorial through a questionnaire. The ITS manager can interact with the conversation agent components through the Controller, the Knowledge base, and the GUI.

In order to personalise the tutorial session according to the student’s learning style, a questionnaire is applied first for each child. The questionnaire was developed on the basis of a widely disseminated version of [15] to be completed by pupil with parents or teacher help. This questionnaire focused on Smith’s visual, auditory, and kinaesthetic styles (VAK). There were three questions for each style and the pupils had to respond ‘yes’ or ‘no’ to each question. The total question in the questionnaire are nine and the student’s learning style result will be based on the highest score in one area.

2.7 LANA-I Workflow

This section describes the LANA-I workflow from perspectives of teacher and the pupil in order to understand how each activity communicates with others. Figure 8 presents the workflow.

Initially LANA-I starts from the learning style questionnaire, which is taken by the teacher. In the registration screen, the system asks the teacher to enter the pupil ID number (provided by the researcher), age, gender, and the result of the learning style questionnaire, conducted before using the system. There are four options for the learning style: Visual, Auditory, Kinaesthetic, and No-learning style, which used with the control group in the testing stage. After completing this stage, the system shows the pre-test interface, and asks the user to complete the test. The next interface after submitting the test is the CA tutorial. The ITS manager is responsible in this stage for personalising the tutoring session according to the user’s learning style by providing the CA components, through the controller, the suitable materials from the Knowledge base component. The ITS manager also saves the user’s registration information and the pre-test score in the log file/student’s profile. In the CA screen, the user is led through the topic from one question to another until the end of the tutoring session. The user has only one attempt to answer. After completing the tutorial, the user is asked to fill the post-test questions and the score is saved by the ITS manager.
3 Experimental Methodology

The LANA-I prototype was tested through two main experiments to evaluate the system. The evaluation was based on a set of objective and subjective metrics [16]. The objective metrics were measured through the log file/ temporal memory and the pre-test and post-test score. The subjective metrics were measured using the user feedback questionnaire. The aim of capturing the subjective and objective metrics is to test the hypotheses, which relate to the effectiveness of the conversation and using the VAK learning style, end user satisfaction, usability and system robustness. The main hypothesis of the experiments is:

- H0: LANA-I using VAK model cannot be adapted the student learning style.
- H1: LANA-I using VAK model can be adapted the student learning style.
- HB: LANA-I is not an effective Arabic CA.
- HB: LANA-I is an effective Arabic CA.

The aim of the first experiment was to test Hypothesis A (LANA-I using VAK model can adapt the tutorial to the student’s learning style). The second experiment was conducted to test the Hypothesis B (LANA-I is an effective Arabic CA).

3.1 Participants

The total size of the sample was 24 neurotypical participants within the age group (10-12) years and their first language was Arabic. The participants recruited for the evaluation were residents of the Greater Manchester area within the UK and none of them had previous experience of using LANA-I. All participant’s parents received an information sheet about the project and its aims, and a consent form to obtain their permission before conducting the experiment. The participants were divided into two groups. The first group is a control group (n=12), who used the LANA-I without adapting to the learning style VAK model as basis comparison. The second group is an experimental group (n=12), who used LANA-I with adapting to the learning style VAK
model. From 15 participants, 12 were selected based on their results on the learning style questionnaire in order to divide them into 3 groups of 4.

3.2 Experiment 1: LANA-1 Tutoring with and without VAK learning Style

Subjective and objective metrics were used to answer the two questions related to Hypothesis A. The experiment is based on the pre-test and post-test scores with and without adapting to the VAK learning Style model. Participants were divided into 2 groups. Each group of participants was asked first to register into the system and complete the pre-test questions. The Control Group used LANA-1 without adapting the VAK learning style model. They started the tutorial without the VAK questionnaire, whereas the experimental Group, who used the LANA-1 with adapting to VAK learning style model, were asked to fill the VAK learning style questionnaire in order for LANA-1 to be adapted to the learning style. After adapting the learning style, the tutorial provided the most suitable material during the session such as videos, images or instructions and physical resources. The Control Group did the tutorial session based on a text conversation without any additional materials. When the session ended, both groups did the post-test questions in order to measure their learning gain. Finally, both groups completed the user feedback questionnaire.

3.3 Experiment 2: LANA-1 CA System Robustness

The data for this experiment was gathered from the LANA-1 log file and the user feedback questionnaire whilst participants were completing experiment 1. The subjective and objective metrics were used to answer questions related to Hypothesis B. The data gathered from the log file allows assessment of the performance of LANA-1 CA and the algorithms deployed in the architecture. This data will measure success using objective metrics. The data from user feedback questionnaire will be analysed in order to measure success using subjective metrics.

4 Results and Discussion

The learning gain was measured using a pre-test and post-test approach [17-19]. The same test questions were completed before and after the tutoring conversation. The test scores were compared to establish whether there is any improvement as follows:

\[ \text{Learning gain} = \text{post-test score} - \text{pre-test score} \]

The results from experiment 1 illustrate that there is a statistically significant difference (as shown in Table 5) between the user’s test scores with and without adapting to the VAK learning style. The mean rank of the differences between the pre-test and post scores in each case are without VAK (M= 9.50) and with VAK (M= 15.50). The P value of the mean’s variation between the two groups is 0.03 (significant at p<=0.05), that meaning the users performed better when they are using their preferred VAK learning style.
Table 5, Mann-Whitney U test for the differences in Learning gain between the Control Group and the Experimental Group.

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning gain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>12</td>
<td>9.50</td>
<td>114.00</td>
</tr>
<tr>
<td>Experimental</td>
<td>12</td>
<td>15.50</td>
<td>188.00</td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test Statistics* Learning gain

| Mann Whitney U  | 36.00 |
| Wilcoxon W      | 114.00 |
| Z                | 3.13  |
| Asymp. Sig. (2-tailed) | .000 |
| Exact Sig. (2-tailed) | .009 |

The effect size (r) is calculated using the equation (3) and found that r = 0.4 indicating a medium to large effect size using [20] criteria of 0.1 = small effect, 0.3 = medium effect, 0.5 = large effect. It can be concluded that there is a statistically significant improvement in the learning gain in the Experimental Group compared to the Control Group.

The relative learning gain was also measured in this experiment. Relative learning gain is a measure that calculates the average improvement in test scores as a percentage of the possible improvement [21]. This measure additionally takes into account the opportunity for improvement. Average test score improvements were calculated and compared using the following formula:

\[
\text{Relative learning gain} = \frac{(\text{PostTest} - \text{PreTest})}{(\text{TotalScore} - \text{PreTest})} (4)
\]

For example, if student get 8/10 in pre-test and only improves by 1, this is different to another getting 3/10 in pre-test and only improving by 1 – improvement is 50% in first case but only 14.2% in the second case. Table 8 illustrates the results of the Mann-Whitney U test conducted in order to measure the relative learning gain between Control Group and Experimental Group. It shows that there is a difference in the mean value between Control Group and Experimental Group. The average improvement in test scores in the Experimental Group were improved more than the Control Group. The ranks in each case are: Control Group (M= 9.04) and Experimental Group (M= 15.96). The relative learning gain between the Control Group and the Experimental Group is statistically significant different, p-value less than 0.05 (P=.013). The effect size (r) is calculated using the equation (3) and found that r = 0.5 indicating a large effect size using [20] criteria.
Table 6. Mann-Whitney U test for the relative learning gain between Control Group and Experimental Group.

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Learning gain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>12</td>
<td>9.04</td>
<td>108.50</td>
</tr>
<tr>
<td>Experimental</td>
<td>12</td>
<td>15.96</td>
<td>191.50</td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test Statistics*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mann-Whitney U</td>
<td></td>
<td>30.500</td>
<td></td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td></td>
<td>108.500</td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td></td>
<td>-2.428</td>
<td></td>
</tr>
<tr>
<td>Asymp. Sig.</td>
<td></td>
<td>.014</td>
<td></td>
</tr>
</tbody>
</table>

This result highlights that the participants performed better when they are adapting to their preferred VAK learning style. It can therefore be concluded that there is statistically a significant difference between the pre-test and post-test scores with and without adapting to VAK learning style, indicating that the HA can be accepted.

Another test was conducted to find out whether there was a significant difference in the scores for participant’s perception of remembering what they have learned from LANA-I. The users who learned with adapting to VAK learning style are much happier with remembering what they have learned from LANA-I (91.7%) than users who learned without adapting to VAK (50%) as shown in Figure 9. This result indicates that HA can be accepted.

Further tests have been carried out to find out whether there was a significant difference in the scores for participant’s satisfaction with adapting the tutorial to the VAK learning style. The data was gathered from the user feedback questionnaire (Question 4: I think I can learn better with adapting to my learning style (Visual – Auditory – Kinesthetic)). The results illustrated that participants are happy with (83.3%), indicating that HA can be accepted.

The results in Table 7 reveal that in general LANA-I performed well as an Arabic CA based on the number of correct and incorrect responses. The results show from the total conversations there are 281 correct responses (about 89.8% from the total utterances) and 32 incorrect responses, when the algorithm failed to detect the students answer because of spelling mistakes (about 10.2% from the total utterances). The spelling mistakes affected the strength of similarity of the utterances, this cause the incorrect responses. Moreover, from the conversations that did reach the end of the tutorial, the majority (95.8%) of them reached the goal, meaning the user stayed within the tutorial and did not interrupt the conversation before the end of the tutorial. This provides evidence that the users did enjoy using LANA-I as a tutoring system; this is also reflected in the opinion of the participants in the end user questionnaire who thought that LANA-I is enjoyable (100%) and a vast majority stated they would use the system again (91.6%).
Table 7. Data analysis from the log file

<table>
<thead>
<tr>
<th>CONVERSATION ANALYSIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of conversations</td>
</tr>
<tr>
<td>Total number of utterances in all conversations</td>
</tr>
<tr>
<td>Average number of words per user utterance</td>
</tr>
<tr>
<td>Average number of utterances per conversation</td>
</tr>
<tr>
<td>Number of correct response from LANA</td>
</tr>
<tr>
<td>Number of incorrect response from LANA</td>
</tr>
<tr>
<td>Number of unrecognized utterances</td>
</tr>
<tr>
<td>Number of utterances using Similarity Strength</td>
</tr>
<tr>
<td>Number of rules fired</td>
</tr>
<tr>
<td>Average conversation duration (mins)</td>
</tr>
<tr>
<td>Percentage of conversations leading to goal</td>
</tr>
</tbody>
</table>

Fig 9. Frequency analysis LANA-I questionnaire

An additional insight provided from these results is that the LANA-I engine is allowing the reduction of scripted patterns. The results illustrated that (57.18%) of all the utterances input by the users were actually different from the scripted patterns and in this case the system used the Short Text Similarity algorithm (Cosine algorithm). The log file shows that 34 unique utterances relating to 15 different rules were correctly recognised and dealt with by the LANA-I algorithm by firing the appropriate rule. Based on these findings Hypothesis HB1 can be accepted. However, the results have identified some weaknesses in the LANA-I architecture, mainly the number of unrecognized utterances. LANA-I failed to recognize some utterances from the users (38%). Upon further analysis of the log file it was found that some of these unrecognized utterances were due to the gaps in the knowledge base, which can be
easily addressed by expanding the patterns in the knowledge base. However, further research is needed to improve the similarity measure in order to reduce the number of patterns in the knowledge base.

5 Conclusion

This paper outlined a novel Arabic CITS called LANA-I, which used the VAK learning style model to enhance the learning of children. Our findings provide evidence for these novel features:

1. LANA-I can be adapted to the VAK learning style for the tutorial.
2. LANA-I is able to converse in the Arabic language to teach children age (10-12) the science subject.
3. The LANA-I engine used PM with STS similarity algorithm was effective in recognising the user utterance.

The pilot study illustrated some key information with regards to the effectiveness of using the VAK learning style with the tutorial and with regards the functionality and robustness of LANA-I CA. To summarise the main findings of the pilot study are as follows:

- Using VAK learning style with LANA-I improves the participants (neurotypical) learning.
- LANA-I can be adapted to the user’s learning style and enhance their learning.
- LANA-I engine managed to reduce the number of scripted patterns by an average of 11% using the STS algorithm comparing to PM approach.
- LANA-I engine managed to respond correctly to the user by an average of 89%.
- LANA-I is able to lead the user towards the goal of the tutorial, with 95.8% success of completing the tutorial.

However, the first evaluation highlighted areas of weakness within LANA-I architecture. Further research is required to make components and algorithms within LANA-I more robust and to achieve the main objective, which is developing an Arabic CITS for people with Autism. Additional research is required as follows:

- Further improvement to the knowledge base and the CA engine will be made based on the results of the first pilot study.
- New methodologies will be researched and developed to overcome the spelling variations in the Arabic language, which affect the performance of the similarity algorithm.
- Further enhancement to the similarity algorithm to improve the matching of Arabic text much more efficiently in order to reduce the number of incorrect responses.

These weaknesses and further enhancements will be addressed by further research and development, to make the system ready for use with autistic pupils.
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Enhanced Learning Skills for Children with ASD in Mainstream Schools: Using an Adaptable VAK Conversational Intelligent Tutoring System
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Abstract. This article describes the design, development, and evaluation of LANA II CITS. LANA II is a novel Arabic Conversational Intelligent Tutoring System (CITS) that adapts to the autistic children learning style Visual, Auditory, Kinesthetic (VAK) model. Previously, the first prototype (LANA I) has been developed and evaluated with neurotypical children in order to evaluate the effectiveness and robustness of the system engine. In this paper, the improved prototype LANA II is developed to overcome the weaknesses identified through evaluation which include grammatical features and the morphological nature of the Arabic language. A morphologic pre-processing feature and an enhanced Cosine similarity were added in order to overcome the issues with Arabic language. In addition, TEACCH approach that are used to educate autistic children, was adapted in the GUI. This paper also presented the evaluation methodology and the experiment used to evaluate the enhanced component of LANA II architecture. Two experiments were conducted, the first experiment with neurotypical children in order to compare the results from LANA II with the results from LANA I. The results from this experiment illustrated that the enhancements made to the LANA II architecture have made a statistically significant impact on the effectiveness of LANA II engine when compared to LANA I. The second experiment was conducted with Autistic children studying in Arabic mainstream schools. This experiment was conducted to evaluate the autistic student’s perceptions and the learning gain in order to answer the research question: Can LANA II using VAK model be adapted to the autistic student learning style? The results from this experiment indicated a statistically significant improvement between autistic students learning gain with and without adapting to the learning style indicating that LANA II can be adapted to the autistic children learning style and enhance their learning.

Keywords. Autism Spectrum Disorder; Arabic language; Conversational Agent; Intelligent Tutoring System; Pattern Matching; String similarity; VAK learning style.

INTRODUCTION

Despite the large number of students with Autism Spectrum Disorder (ASD) attending mainstream schools, the process of facilitating their learning and participation remains a complex and poorly understood area of education (Waddington and Reed, 2017). The limited research base in this area indicates that school is a stressful and anxiety-provoking place for many such students with social isolation, loneliness and bullying commonplace (Roberts and Simpson, 2016). Furthermore, although many teachers in mainstream schools are firmly committed to the principles of inclusive education, they do not feel that they have the necessary training and support to provide adequately for students with ASD (Lindsay et al., 2014). Two recent reviews have identified teaching strategies and approaches for students with ASD in mainstream schools as a key ‘gap’ in the knowledge base for special educational needs provision (Meng, 2017; Bamhart, 2017). One solution is to use a technology-based learning as a virtual tutor to supplement the education of children with ASD in mainstream schools. Several studies reported the benefits of technology-based learning and people with ASD (Grynszpan et al., 2014; Fletcher-Watson, 2014). The virtual tutor offers a structured environment that is preferred by people with autism as they like routine and
repetitive behaviours (Boucenna et al., 2014). Virtual tutors benefit to ASD children, who have difficulties in the social interactions (Parsons and Cobb, 2011).

Intelligent Tutoring Systems (ITS) include any computer program used in learning and contains intelligent technologies to personalise learning according to individual student characteristics, such as knowledge of the subject, emotion, and learning style (Dermeval et al., 2017). ITS provide instructions and feedback to the learners by performing their main tasks based on Artificial Intelligence methods (Perikos et al., 2017). An extension of an ITS is Conversational Intelligent Tutoring Systems (CITS), which use natural language interfaces rather than menus to engage with a learner (Latham et al., 2014). CITS allow users to explore and learn topics through conversation and to obtain knowledge in a similar manner as a classroom i.e. through student teacher interaction. CITSs have been developed for different domains and the user’s level. BEETLE II (Džikovska et al., 2014) is one example of CITS, which teaches conceptual knowledge about basic electronics and electricity through guided experimentation. AutoTutor (Grasser et al., 2016) is another example of CITS, which is a computer tutor designed for students within universities to learn an introductory computer course. However, the main limitation of both BEETLE II and AutoTutor is that they do not consider the student’s learning styles during a tutoring session. Oscar CITS (Latham et al., 2014) overcomes AutoTutors limitation by predicting and adapting dynamically to a student’s learning style. In the Arabic language, CITS is considered as a new area of research. Abdullah CITS (Alboudi et al., 2013) is a recent development of an Arabic CITS for modern Islamic education, which aims to teach children aged 10 to 12 years old essential topics in Islam. Similar to AutoTutor, Abdullah CITS does not consider the student learning styles. To our knowledge, no academic research exists on the Arabic conversational intelligent tutoring system for Autistic children except that proposed in this research (S. Aljameel et al., 2017).

LANA I (S. Aljameel et al., 2018; S. Aljameel et al., 2017) is a novel Arabic CITS, which delivers topics related to the science subject by engaging with the user in Arabic language. The Visual, Auditory, and Kinaesthetic (VAK) learning style model is used in (LANA I) to personalise the lesson according to the user learning style preference. The aim of the research presented in this paper is to design and implement an Arabic CITS for children with autism aged 10-12 using the (VAK) model. Part of the challenge in building such a system is the requirement to deal with the grammatical features and the morphological nature of the Arabic language. The research into Conversational Agents (CA) development techniques revealed that hybrid approach was the most appropriate approach to develop an Arabic CA (S. Aljameel et al., 2016). The engine of (LANA I) is based on the two main CA development strategies, A Pattern Matching (PM) and a Short Text Similarity (STS) that calculate the matching strength of a pattern to the user utterance. The two parts of the engine work together in order to overcome some of the language unique challenges of the Arabic language and to extract the responses from resources in particular domain, which is Science topics. LANA I was evaluated by neurotypical students (S. Aljameel et al., 2018). This paper presents the development and the evaluation of LANA II. The main novel contributions of this paper are:

1. Presentation of a new architecture (Improved from LANA I) for creating an Arabic CITS
2. A new LANA Conversation Agent (CA) algorithm that reduces the scripting effort and unrecognised utterances by processing the spelling mistakes and morphological nature of the Arabic language, which were issues in LANA I.
3. Development a new CITS called LANA II, which adapts the TECCH method that is used to educate autistic children. LANA II is the first CITS that mapped TECCH method to the user interface.
4. A new general evaluation framework has been developed and tested from the objective and subjective perspective.
5. Evaluation of LANA II through two empirical evaluation experiments which validate the architecture components and the VAK learning style model with both neurotypical and Autistic students in mainstream schools.
In this paper two research questions were explored:

- Can an Arabic Conversational Intelligent Tutoring System (CITS) be adapted to the learning styles for autistic children?
- Do the enhancements made to the (LANA I) architecture improve the overall effectiveness of LANA II engine?

LANA CITS WITH IMPROVED ARCHITECTURE

This section presents the development of LANA II that address the issues and the weaknesses based on the findings from the evaluation of the first prototype (LANA I) (S. Aljameel et al., 2017; S. Aljameel et al., 2018). There were a number of areas highlighted where the components of LANA I could be improved. The issues that were highlighted in the evaluation of LANA I were mainly due to grammatical features and the morphological nature of the Arabic language. Other issues that were identified were the need to further expand the knowledge base in order to increase the naturalness of the conversation. The weaknesses that were made apparent through the end user evaluation and the log file are as follows (S. Aljameel et al., 2018):

- Arabic Language Features: Common spelling mistakes.
- Architecture Features: Cosine algorithm similarity calculation.
- Gaps in the knowledge base: Unrecognised utterances.

As well as addressing the weaknesses in LANA I system, this section details the development of the TEACCH method (Mesibov et al., 2003) that is used to educate autistic children and how this method could be effectively implemented into LANA II. The research and development decisions made in order to mitigate these weaknesses are as follows:

- To overcome the issue of common spelling mistakes and variations, a morphologic pre-processing feature was developed for the LANA II architecture.
- Cosine algorithm similarity calculation: the similarity algorithm (used to match inputs with responses in LANA I) was improved in order to recognise and better deal with the words that have prefix, suffix or differences in the word composition.
- Knowledge base expansion: The knowledge base was expanded in order for LANA II to seem more natural during conversation. In addition, more domain specific (i.e. Science topics) as well as general knowledge were added to the database.
- User Interface using TEACCH method to make LANA II suitable for autistic children, TEACCH method was applied in the user interface.

These improved components are detailed in the following sections in this paper. The combination of these changes contributes to improving the effectiveness and accuracy in LANA II. Figure 1 illustrates the new architecture of LANA II. The figure outlines all components presented in this paper and how they interact with each other.
Fig 1. The new architecture of LAMA II.
Morphologic Pre-processing

One of the issues highlighted in the evaluation of LANA I that needed to be addressed is the common spelling variations and mistakes made by the user. These mistakes are due to the phonological similarity of some of Arabic alphabet characters. In the Arabic language, the letters change form according to their position in the word (beginning, middle, end and separate). Some of these letters undergo a slight modification in writing which does not influence considerably the meaning of the word. For example, the letter “ا” at the beginning of a word can take different forms: “أ”, “إ”, “ای”, “إی” and “ای”. A typical example is found in Arabic word (نامزد) instead of (ناميد), which is the correct spelling of the word (four). In this example, the two words have the same meaning but the first word has a common spelling mistake where each of the letter “ا” and “ی” has a different form in the two words. In order to overcome the problem of the representation variation of Arabic letters, pre-processing methods were added to the controller and applied on the utterance before applying the similarity algorithm:

- Replacing “أ”, “إ” and “ی” by Arabic bar “ـ”
- Replacing “أ”, “إ”, “ی” by “ـ” at the end of the words.
- Replacing “ـ” by “ـ” at the end of the words.

The pre-processing method is applied by the controller (see figure 1). The controller is responsible for:

- Filtering the utterance from the special characters (i.e. $\$, &*, ‹, ›, », „, „, )), (, (’)
- Check for rude words.
- Replacing the characters that caused spelling mistakes.

The expected impact of morphologic pre-processing will be to reduce the unrecognised utterances due to the common spelling variations and mistakes made by the user. In addition, this feature will reduce the number of scripted patterns since it will be no need to cover all letters variation in one word.

Cosine similarity

The Cosine similarity (Jian et al., 2004) was used in LANA I (S. S. Aljamed et al., 2017; S. Aljamed et al., 2018) in order to calculate the similarity between two texts. It solves the complex word order issue that comes with the Arabic language. The similarity is determined between two pieces of text by representing each piece of text in the form of word vector. A word vector is a vector of length N where N is the number of different tokens (i.e. words) in the text. The similarity is computed as the angle between the word-vectors for the two sentences in vector space. This means that the cosine compares the two texts using the word level approach. For example, the texts (القصص الرائية (4 seasons with the prefix (١) and the suffix (٦)) and (القصص الرائية (4 seasons without the prefix and the suffix) have the same meaning but they are different because of the prefix (١) and the suffix (٦).

In this example, if the cosine algorithm is applied, the similarity results will be zero. Therefore, in order to enhance the similarity calculation, the cosine similarity was adjusted to use the character level approach. This means that each word will be compared with other word character by character after applying the Bi-gram method (Kondrak, 2005). The general process of applying the enhanced cosine algorithm is illustrated in the following steps, where $S_1$ is the first utterance and $S_2$ is the second utterance:

$S_1$: (القصص الرائية (four seasons with the prefix (١) and the suffix (٦))

$S_2$: (القصص الرائية (four seasons without the prefix and the suffix)

1. Create Matrix[$S_1$] where the columns are the unique words from $S_1$ and $S_2$, and the rows are the words sequence of $S_1$ and $S_2$
2. Calculate the similarity between each word by applying the bi-gram method first. It is difficult to compare the letters of the two words because some words have the same letters but different meaning. For example, the two words (rose, sore) have identical letters but they are different in the meaning. In the bigram, each word is represented by a list of its constituent n-grams, where n is the number of adjacent characters in the substrings, n=2 in the bigram. Using these lists, similarity measures between pair of words are
calculated based on cosine similarity approach. Table 1 shows an example of calculating the similarity of two utterances.

Table 1: Calculate the similarity between pair of words

<table>
<thead>
<tr>
<th>افرع (four) with the prefix (f) and the suffix (s)</th>
<th>الفصول (seasons) with the prefix (f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.77</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0.71</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>0.71</td>
<td>1</td>
</tr>
<tr>
<td>0.77</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>0.71</td>
<td>0</td>
</tr>
<tr>
<td>0.77</td>
<td>0</td>
</tr>
</tbody>
</table>

For example, the words 'الفصول' and 'الفصول' have the same meaning (Four Seasons) but they are different because the second word has the prefix 'f'. If the cosine similarity is applied directly the similarity between these words will be zero. In the new algorithm, the bigram is applied first between the words, in this example the bigram will be:

Word 1: "الفصول"  
Word 2: "الفصول"

Then the cosine similarity is applied between these words:

Union: "الفصول"  
Vector1: 1,1,0,1,0  
Vector2: 1,1,1,1,1

The cosine similarity is calculated using equation (1), where  is vector 1 and  is vector 2. The similarity between the two words is 0.77. Table 1 shows the similarity measures between each two words after applying the bigram method and the cosine similarity.

\[
SIM(t_1, t_2) = \frac{\sum_{i=1}^{n} t_{1i} t_{2i}}{\sqrt{\sum_{i=1}^{n} t_{1i}^2} \times \sqrt{\sum_{i=1}^{n} t_{2i}^2}}
\]  
(Eq 1)

3. The last step here is to write the vector for each string when the similarity between the words is greater than 0.40, this threshold is empirically determined using a small set of sentence pairs.

\[ t_1 = 1 \ 0.71 \ 0.77 \\
 t_2 = 0.77 \ 0.71 \ 1 \ 1 \]
Then the Cosine similarity measure is applied equation (1): \( \text{SIM} (u_1, u_2) = 0.96 \). Table 2 shows a pseudo-code representation of the new string similarity algorithm.

**Table 2** A pseudo-code representation of the LANA II string similarity algorithm

<table>
<thead>
<tr>
<th>Union</th>
<th>Unique words (Pattern AND Utterance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>String1</td>
<td>Words sequence of Pattern</td>
</tr>
<tr>
<td>String2</td>
<td>Words sequence of Utterance</td>
</tr>
</tbody>
</table>

**Calculate the String1 vector**
FOR EACH (Union) AND (String1)
    IF (Word Similarity (String1, Union) is TRUE)
        String1 vectors = 1
    ELSE
        String1 vectors = 0
    END IF

**Calculate the String2 vector**
FOR EACH (Union) AND (String2)
    IF (Similarity (String2, Union) is TRUE)
        String2 vectors = 1
    ELSE
        String2 vectors = 0
    END IF

COSINE SIMILARITY (String1 vectors, String2 vectors)
IF COSINE SIMILARITY >= 0.8 THEN
    Similarity = TRUE
ELSE
    Similarity = FALSE

The new similarity algorithm explained above, significantly reduces the number of scripts that have to be scripted to deal with the issue of word structure (adding the prefix or suffix) an example of this is illustrated in Table 3. In Table 3, the scripted pattern (السيلا) has five possible patterns. When applying the new algorithm, which is explained in Table 2, the scripted pattern will cover all five patterns, which may be different from the scripted pattern because of the prefix, suffix and word order.

Table 4 shows the differences in the similarity scores between the user’s utterance and the scripted pattern using LANA I and LANA II algorithm. LANA I algorithm uses the pattern matching and Cosine similarity (the original), where LANA II algorithm uses Morphologic Pre-processing feature and the improved Cosine similarity. As shown in the table, it is noticed that LANA II performed better when the two strings are different because of the word structure such as the prefix or spelling mistakes such as duplicate the letter. In addition, LANA II performed better when there are differences in the word composition such as the words: (difference, differ) noun and verb.
Knowledge base expansion

The knowledge base was expanded to address the finding from the end-user questionnaire and the log file from the evaluation of LANA I (S. Aljameel et al., 2018). The participants expressed that the naturalness in LANA I conversation is low. In addition, the results from the evaluation of LANA I found that there are 38% unrecognised utterances because of the knowledge base gap. This means there are some utterances that LANA I could not recognize because of the gap in the knowledge base. Therefore, the knowledge base was expanded to make LANAII more natural in terms of conversation and has a wider range of knowledge in general topics.

The domain-specific knowledge (Science subjects) was increased by adding new contexts. This process involved interviews with three primary school teachers in Saudi Arabia, who teach the science subject. The knowledge base was expanded to include another tutorial related to the science topics. In addition, the first tutorial was expanded and all the unrecognised utterances resulting from weakness in the knowledge base from the evaluation of LANA I were added as new patterns to the knowledge base. Furthermore, the general topics of the knowledge base was expanded to include more topics and patterns such as greeting, weather and sport.
Mapping the tutorial into VAK learning style model

The second tutorial was designed in accordance with the methodology described in (S. S. Aljameel et al., 2017; S. Aljameel et al., 2018). After the tutorial was designed and approved by the teachers then the tutorial questions were mapped to the VAK learning style model. In order to personalise the tutorial session according to the student’s learning style, a questionnaire will be applied first for each child. The questionnaire was developed on the basis of a widely disseminated version of (Smith, 1999) to be completed by student with parents or teacher help. This questionnaire focused on visual, auditory, and kinesthetic styles (VAK). There were three questions for each style and the students had to respond ‘yes’ or ‘no’ to each question. There is a total of nine questions and the student’s learning style result will be based on the highest score in one style.

Each tutorial question was associated to the VAK learning style material. Table 5 shows how the tutorial questions for the second topic is mapped to the learning style model VAK. Each question in the tutorial was mapped to Visual learning style through pictures and videos, Auditory learning style through audios, Kinesthetic learning style was modelled through models and instructions.

<table>
<thead>
<tr>
<th>Question 1: Electricity has a big impact in our lives; we use it to light the lamp. Electricity is generated from electric charges, which are very small and cannot be seen. Electric charges are divided into two types: negative charges and positive charges. When a charged object comes near to another object, they will either attract or repel each other. What happens when similar charges converge (positive or negative)?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Answer:</strong> If the charges are opposite—they attract.</td>
</tr>
<tr>
<td><strong>Answer:</strong> The balloon stay stuck on the wall.</td>
</tr>
<tr>
<td><strong>Question 3:</strong> Electrical charges can be passed through some materials to be power supply. The power supply only works in a closed path. What is the name of this path?</td>
</tr>
<tr>
<td><strong>Answer:</strong> Electrical circuit.</td>
</tr>
<tr>
<td><strong>Question 4:</strong> The circuit consists of three basic parts. What is it?</td>
</tr>
<tr>
<td><strong>Answer:</strong> Energy source, an electrical load (device), a conductor (wire).</td>
</tr>
<tr>
<td><strong>Question 5:</strong> The power is supplied when the circuit is closed which means it is connected. How can we control the flow of electricity in the circuit to switch on or off the lamp?</td>
</tr>
<tr>
<td><strong>Answer:</strong> By connecting an electric switch.</td>
</tr>
<tr>
<td><strong>Question 6:</strong> Magnet is a material used to attract certain objects. Do you know what objects are attracted by the magnet?</td>
</tr>
<tr>
<td><strong>Answer:</strong> Objects made of iron, nickel or cobalt.</td>
</tr>
<tr>
<td><strong>Question 7:</strong> Magnets can pull or push some objects without touching it, because there is an area around the magnet showing the effect of its power. What is this area called?</td>
</tr>
<tr>
<td><strong>Answer:</strong> This area is called the magnetic field.</td>
</tr>
<tr>
<td><strong>Question 8:</strong> The magnet consists of two poles. What are they?</td>
</tr>
<tr>
<td><strong>Answer:</strong> The north pole and the south pole.</td>
</tr>
<tr>
<td><strong>Question 9:</strong> What happens when we if you bring two north poles together, or two south poles together in two magnets?</td>
</tr>
<tr>
<td><strong>Answer:</strong> They repel and the magnets push each other away.</td>
</tr>
<tr>
<td><strong>Question 10:</strong> What happens when we bring a north pole and a south pole together in two magnets?</td>
</tr>
<tr>
<td><strong>Answer:</strong> They attract and the magnets may stick together.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5 The second Tutorial: Electrical circuit and the magnetism</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Video</strong></td>
</tr>
<tr>
<td>V:</td>
</tr>
<tr>
<td>Picture</td>
</tr>
<tr>
<td>Picture</td>
</tr>
<tr>
<td>Picture</td>
</tr>
<tr>
<td>Picture</td>
</tr>
<tr>
<td>Picture</td>
</tr>
<tr>
<td>Picture</td>
</tr>
<tr>
<td>Picture</td>
</tr>
<tr>
<td>Picture</td>
</tr>
<tr>
<td>Picture</td>
</tr>
</tbody>
</table>
Mapping TEACCH method to LANA II

TEACCH (the Treatment and Education of Autistic and related Communication Handicapped Children) is an education programs approach for people with ASD. This approach is developed by Eric Schopler at the University of North Carolina in 1972 (D’Elia et al., 2014). TEACCH is based on Structured Teaching technique for autistic students, which is used in UK schools since 1990 then the National Autistic Society start collaboration with the Division TEACCH (Mesibov et al., 2003). The aim of structured teaching is to enhance the teaching methods and the environment by considering the cognitive ability, needs and interest of the autistic students. In addition, the structured teaching element aims to organize the classroom and to make the teaching methods and style friendly for autism (Mesibov and Shea, 2010). TEACCH has four main components: physical structure, daily schedules, work system, and visual cues and instruction. Many advantages could be gained from using the Structured Teaching, as a method of delivering the curriculum. Such as, enhancing and facilitating the teaching and learning process. In addition, it can improve access to the curriculum for many students with ASD (Mesibov et al., 2003).

The TEACCH main components was mapped to LANA II as follow:

- The physical structure: It involves arranging the materials, furniture and general surroundings of the students in order to enhance the learning environment. In LANA II, the physical structure is applied by enhancing the overall Graphics User Interface (GUI) such as improving the colours quality, and adding instructions.

- The work system: It aims to organise the activity by explaining the activity, telling the student the required time to complete the activity, and what will they gain after completing the activity. In LANA II, the character LANA will provide the student an explanation of each interface. For example, LANA in Figure 2 (a) explained the pre-test and why and how to do it.

- The daily schedule: It provides all activities and their order, which will conduct during the day. This helped the autistic students to understand clearly, what they have to do and give a predictable environment as they need. In LANA II, an activity timeline in each interface is added that shows the current activity (Figure 2 (b) and (c)).

- The visual structure: It provides the student with ASD with information on how to complete the task because the visual skills is usually strong in autistic students. Visual information can be very helpful in developing understanding for student with ASD. Visual information has three kinds, which were used in LANA II. The first type is the visual clarity, which engages the student with ASD by drawing their attention to important information. In LANA II the conversation is coloured whereby the black text indicates the question, the red text is the user utterance, and the blue text is the instruction from CITUS (see Figure 2 (d)). The second type is the visual organisation, which is the way the tasks are organised to allow the student with ASD focus on the task and complete it. In LANA II, an activity timeline is used to help to organise the tasks within the tutorial. The third type is the visual instruction, which are the written cues that provide the students with ASD information of what is the next task and how to complete it. In LANA II, the instruction interface is used before each activity in order to give the student information about the next task (see Figure 2 (a)).
LANA II WORKFLOW

Figure 3 describes the system workflow. LANA II will start from the registration screen to enter the user name, age, gender, and the result of the learning style questionnaire, which was conducted before using the system. Then the system will show the pre-test interface, and ask the student to complete the test. After completing this stage, the CA tutorial will begin and the suitable materials will be provided to the student according to the student’s learning style. If the student is from the control group, who will do the tutorial without learning style, the tutorial will be text-based only without any materials such as videos or images. In the CA screen the user will be led through the topic from one question to another until the end of the tutoring session. After completing the tutorial, the learner will be asked to fill the post-test questions, which are the same questions as the pre-test. Finally, feedback questionnaire will be provided to the student. The feedback questionnaire contains nine questions to be rated using the three faces scale (happy, natural, sad) (Massaro and Bosseler, 2006). It is reported by (Reynolds-Koefer and Johnson, 2011) that questionnaires with three face scales are more understandable with younger participants. Many children cannot give a verbal answer of their opinion or feeling, either because they are young, or because of a neurological disorder or communication challenging such as Autistic children (Yahaya and Salam, 2016). The questions were designed to extract the user’s opinion on the performance and usability of LANA II by selecting the most appropriate face representing their feeling against each question.
LANA II EVALUATION METHODOLOGY AND RESULTS

This section presents the design of an evaluation methodology in order to evaluate LANA II. Two experiments were conducted to evaluate LANA II. The first experiment was conducted with participants within the target age group (10-12) years old whose first language is Arabic. None of the children have been diagnosed as Autistic. This experiment is test the enhancement made in the LANA II engine to compare the metrics from the LANA I (S. Aljumel et al., 2018) and the metrics from LANA II. This will bring to light whether the enhancement made in LANA II components improve LANA's conversational ability. The second experiment was conducted with Autistic children on the target age group (10-12) years old whose first language is Arabic and have a high functioning autism (HFA) who have no language problem and intellectual impairments. This experiment was conducted to measure the capabilities from different aspects such as tutoring success, VAK learning style model and user evaluation. The main hypotheses of the experiments:

H0_A: The enhancement made to LANA II architecture did not improve the overall effectiveness of LANA II engine.

H1_A: The enhancement made to the LANA II architecture improve the overall effectiveness of LANA II engine.

H0_B: LANA II using the VAK model cannot be adapted to the Autistics learning style.

H1_B: LANA II using the VAK model can be adapted to the Autistics learning style.

Experiment 1: LANA II effectiveness

Participants

The total size of the sample was 24 participants with age group (10-12) years old and their first language was Arabic. The participants recruited for the evaluation were from UK and none of them had a previous experience using LANA II. All of the participant’s parents received an information sheet about the project and its aims, and a consent form to get their permission before conducting the experiment. The participants were divided into two equal groups. The first group (12 participants) used the LANA II without the VAK learning style model. The second group (12 participants) used LANA II with the VAK learning style model.

Experiment Methodology

This experiment was conducted to test the hypothesis H1_A based on the metrics outlined in Table 6. The data for this experiment was gathered from the LANA II log file and the user feedback questionnaire. The subjective and objective metrics were used to answer questions related to Hypothesis H1 (The enhancement made to (LANA I) architecture improve the overall effectiveness of LANA II engine).

Question 1: Is the enhanced LANA II engine more effective than (LANA I) engine?

Question 2: Do the improvements made to the LANA II engine result in improved perceptions of LANA II by the users?
The tutorial that was given by LANA II is based on Science tutorials for children age group (10-12) years old. The experiment was undertaken in a classroom environment, and each student individually worked on a computer. The computer used in this experiment is touchscreen computer in order to let the students use both of the keyboard and the screen to interact with LANA II. The teacher was present during the experiment and the students were given instructions about using LANA II. During the tutorial session, all the questions from the system, the student answers, and the conversation variables/metrics were captured and saved in the log file, for further analysis to test the success of the tutorial session.

The data gathered from the log file will allow assessment of the performance of LANA II CA and the algorithms deployed in the architecture. This data will be compared with the set of data from the LANA I evaluation (S. Aljameel et al., 2018). This comparison will show if there is any statistically significant improvement between the two datasets measures.

Table 6. Experiment 1 metrics

<table>
<thead>
<tr>
<th>Metrics to be Evaluated</th>
<th>Method of Evaluation</th>
<th>Metrics Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANA Tutor is enjoyable to use</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>LANA has a right amount of information in one Tutorial.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>I like the design and colour of the Interface.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>I would like to use LANA again with different topics.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>The conversation was natural.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>I think I would like to learn using LANA better than the teacher in class</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>Percentage of correct response</td>
<td>Log file</td>
<td>Objective</td>
</tr>
<tr>
<td>Percentage of incorrect response</td>
<td>Log file</td>
<td>Objective</td>
</tr>
<tr>
<td>Percentage of unrecognized utterance because of the knowledge gap.</td>
<td>Log file</td>
<td>Objective</td>
</tr>
<tr>
<td>Percentage of utterances using Similarity Strength</td>
<td>Log file</td>
<td>Objective</td>
</tr>
<tr>
<td>Percentage of utterances with correct response using STS algorithm</td>
<td>Log file</td>
<td>Objective</td>
</tr>
<tr>
<td>Number of the rule fired</td>
<td>Log file</td>
<td>Objective</td>
</tr>
<tr>
<td>Average conversation duration (minutes)</td>
<td>Log file</td>
<td>Objective</td>
</tr>
</tbody>
</table>

**Experiment 1 Results**

**Log file analysis**

The data from log file of LANA II was collated, processed and analysed. Table 7 summarises the results of data gathered through the log file during the evaluation of LANA I and LANA II. The results show that LANA II performed better during the end user evaluation. Further analysis was done for these results in the following section to determine whether these results are significantly different from the results of the first prototype LANA I.

Table 7 Log file analysis from comparison between LANA I and LANA II

**CONVERSATION ANALYSIS**

<table>
<thead>
<tr>
<th>Metric</th>
<th>LANA II</th>
<th>LANA I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of conversations</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Total number of utterances in all conversations</td>
<td>310</td>
<td>313</td>
</tr>
<tr>
<td>Average number of words per user utterance</td>
<td>3.1</td>
<td>3.1</td>
</tr>
<tr>
<td>Average number of utterances per conversation</td>
<td>13</td>
<td>31</td>
</tr>
<tr>
<td>Percentage of correct response</td>
<td>96.4%</td>
<td>89.8%</td>
</tr>
</tbody>
</table>
Percentage of incorrect response | 3.6% | 10.2% |
---|---|---|
Percentage of unrecognized utterance because of the knowledge gap | 5.4% | 38% |
Percentage of utterances using Similarity Strength | 42.7% | 57.18% |
Percentage of utterances with correct response using STS algorithm | 42.7% | 19% |
Number of the rule fired | 280 | 170 |
Average conversation duration (minutes) | 12 | 11.5 |

**Objective data analysis from LANA I and LANA II data sets**

This section illustrates the objective data analysis to find out the differences in the data in order to test hypothesis H1_A (The enhancement made to the (LANA I) architecture improve the overall effectiveness of LANA II engine). Mann-Whitney U Test is used to test the significance of the results. Table 8 and Table 9 shows the results of the Mann-Whitney U test to test the objective data between LANA I and LANA II.

**Table 8** Mean rank values from Mann-Whitney U test for the objective data between LANA I and LANA II

<table>
<thead>
<tr>
<th>Prototype</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of unrecognised utterances</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA I</td>
<td>24</td>
<td>36.50</td>
<td>876.00</td>
</tr>
<tr>
<td>LANA II</td>
<td>24</td>
<td>12.50</td>
<td>300.00</td>
</tr>
<tr>
<td>Number of correct response</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA I</td>
<td>24</td>
<td>17.67</td>
<td>424.00</td>
</tr>
<tr>
<td>LANA II</td>
<td>24</td>
<td>31.33</td>
<td>752.00</td>
</tr>
<tr>
<td>Number of incorrect response</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA I</td>
<td>24</td>
<td>30.56</td>
<td>733.50</td>
</tr>
<tr>
<td>LANA II</td>
<td>24</td>
<td>18.44</td>
<td>442.50</td>
</tr>
<tr>
<td>Number of utterances with correct response using STS algorithm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA I</td>
<td>24</td>
<td>15.25</td>
<td>366.00</td>
</tr>
<tr>
<td>LANA II</td>
<td>24</td>
<td>33.75</td>
<td>810.00</td>
</tr>
<tr>
<td>Number of rule fired</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA I</td>
<td>24</td>
<td>12.60</td>
<td>300.00</td>
</tr>
<tr>
<td>LANA II</td>
<td>24</td>
<td>36.50</td>
<td>876.00</td>
</tr>
<tr>
<td>Number of utterances using Similarity Strength</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA I</td>
<td>24</td>
<td>27.08</td>
<td>650.00</td>
</tr>
<tr>
<td>LANA II</td>
<td>24</td>
<td>21.92</td>
<td>526.00</td>
</tr>
<tr>
<td>Average conversation duration (mins)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LANA I</td>
<td>24</td>
<td>23.00</td>
<td>552.00</td>
</tr>
<tr>
<td>LANA II</td>
<td>24</td>
<td>26.00</td>
<td>624.00</td>
</tr>
</tbody>
</table>

**Table 9** P-values from the Mann-Whitney U test for objective data between LANA I and LANA II

<table>
<thead>
<tr>
<th>Test Statistic*</th>
<th>Number of unrecognised utterances</th>
<th>Number of correct response</th>
<th>Number of incorrect response</th>
<th>Number of utterances with correct response using STS algorithm</th>
<th>Number of rule fired</th>
<th>Number of utterances using Similarity Strength</th>
<th>Average conversation duration (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>.000</td>
<td>124.00</td>
<td>142.50</td>
<td>.000</td>
<td>.000</td>
<td>220.00</td>
<td>252.00</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>300.00</td>
<td>-424.00</td>
<td>442.50</td>
<td>300.00</td>
<td>300.00</td>
<td>526.00</td>
<td>552.00</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.000</td>
<td>.000</td>
<td>.001</td>
<td>.000</td>
<td>.000</td>
<td>.171</td>
<td>.388</td>
</tr>
</tbody>
</table>

* a. Grouping Variable: Prototype

Table 8 and Table 9 show that there is a statistically significant difference in the number of unrecognised utterances between LANA I and LANA II, p-values less than 0.05 (reported by the SPSS as p = .000). When comparing the
mean ranks of the two systems LANA I was ranked higher, which means LANA I having more unrecognised utterances. The effect size ($r$) was calculated and found that $r = 0.9$ indicating a very large effect size using Cohen (1988) criteria of $0.1 = \text{small effect}, 0.3 = \text{medium effect}, 0.5 = \text{large effect}$. Moreover, the number of correct responses between LANA I and LANA II was statistically significant ($p = 0.00092$). In comparing the mean rank LANA II ranks higher, which indicates that LANA II having more correct responses than the LANA I. The effect size ($r$) = 0.5 indicating a large effect size using Cohen (1988) criteria of $0.1 = \text{small effect}, 0.3 = \text{medium effect}, 0.5 = \text{large effect}$. The results also indicated that there were statistically significant differences between the numbers of the incorrect response between LANA I and LANA II ($p = 0.001$). When comparing the mean ranks it can be seen that LANA I ranks higher than LANA II, meaning that LANA I having more incorrect responses than LANA II. The effect size ($r$) = 0.4 indicating a nearly large effect size using Cohen (1988) criteria of $0.1 = \text{small effect}, 0.3 = \text{medium effect}, 0.5 = \text{large effect}$. Furthermore, Table 8 and Table 9 show that there was a statistically significant difference in the correct responses using STS algorithm between LANA I and LANA II (reported by the SPSS as $p = .000$). When comparing the mean ranks it can be seen that the LANA II ranks higher than LANA I, meaning that the correct responses using STS algorithm in LANA II was significantly improved compared to the correct responses using STS algorithm of LANA I. The effect size ($r$) = 0.7 indicating a very large effect size using Cohen (1988) criteria of $0.1 = \text{small effect}, 0.3 = \text{medium effect}, 0.5 = \text{large effect}$. In addition, the results indicated that there were statistically significant differences between the numbers of the rules fired between LANA I and LANA II (reported by the SPSS as $p = .000$). When comparing the mean ranks it can be seen that LANA II ranks higher than LANA I, meaning that LANA II having more fired rules than LANA I. The effect size ($r$) = 0.9 indicating a very large effect size using Cohen (1988) criteria of $0.1 = \text{small effect}, 0.3 = \text{medium effect}, 0.5 = \text{large effect}$. However, when comparing the numbers of utterances using similarity strength between LANA I and LANA II, the results indicate that there is not a statistically significant ($p = .171$) difference between LANA I and LANA II. Moreover, the results of the Mann-Whitney U test conducted in order to measure whether there was a statistically significant difference between the times taken to complete the tutorial between LANA I and LANA II. It can be concluded from the results that the time taken to reach the conversation goal between LANA I and LANA II was not statistically significant ($p = .088$).

This concludes the results analysis of the log file data. The following section explores and analyses the questionnaire data that was gathered in order to gauge participants perceptions related to the subjective metrics.

**Analysis of questionnaire data**

Table 10 summarises the findings of the questionnaire from the evaluation of LANA I and LANA II. Table 11 shows the means values of the questionnaire one and two.

**Table 10 Frequency analysis questionnaire data results from LANA I and LANA II**

<table>
<thead>
<tr>
<th>QUESTIONNAIRE RESULTS</th>
<th>Happy LANA I</th>
<th>Happy LANA II</th>
<th>Normal LANA I</th>
<th>Normal LANA II</th>
<th>Sad LANA I</th>
<th>Sad LANA II</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think LANA Tutor is enjoyable to me</td>
<td>100%</td>
<td>100%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I think LANA had a right amount of information in one Tutorial</td>
<td>91.6%</td>
<td>91.6%</td>
<td>8.4%</td>
<td>8.4%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I like the design and colour of LANA</td>
<td>91.6%</td>
<td>100%</td>
<td>8.4%</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I think I remember what LANA has taught me in the tutorial</td>
<td>91.7%</td>
<td>91.7%</td>
<td>8.3%</td>
<td>8.3%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I think I can learn better using my learning style (Visual – Auditory - Kinaesthetic)</td>
<td>83.3%</td>
<td>91.6%</td>
<td>16.7%</td>
<td>8.4%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I think I would like to use LANA again with other lessons</td>
<td>91.6%</td>
<td>91.6%</td>
<td>8.4%</td>
<td>8.4%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I think talking with LANA is like as talking with my friend</td>
<td>45.8%</td>
<td>91.6%</td>
<td>50%</td>
<td>8.4%</td>
<td>4.2%</td>
<td>0</td>
</tr>
<tr>
<td>I think I would like to learn using LANA better than the teacher in class</td>
<td>79.16%</td>
<td>91.6%</td>
<td>20.84%</td>
<td>8.4%</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
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Table 11 Mean values from evaluation questionnaire LANA I and LANA II

<table>
<thead>
<tr>
<th></th>
<th>Enjoyable</th>
<th>Satisfaction with the information</th>
<th>Remembering and understanding</th>
<th>Satisfaction with learning style</th>
<th>Design and colour</th>
<th>Learning from LANA is better than the teacher</th>
<th>Using LANA again with other lessons</th>
<th>Naturalness</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0000</td>
<td>2.9583</td>
<td>2.9583</td>
<td>2.9167</td>
<td>2.9583</td>
<td>2.7913</td>
<td>2.9583</td>
<td>2.9583</td>
<td></td>
</tr>
<tr>
<td>3.0000</td>
<td>2.9583</td>
<td>2.9583</td>
<td>2.9583</td>
<td>3.0000</td>
<td>2.9167</td>
<td>2.9583</td>
<td>2.9583</td>
<td></td>
</tr>
</tbody>
</table>

Table 12 Mann Whitney test between questionnaire LANA I and LANA II

<table>
<thead>
<tr>
<th></th>
<th>Enjoyable</th>
<th>Satisfaction with the information</th>
<th>Remembering and understanding</th>
<th>Satisfaction with learning style</th>
<th>Design and colour</th>
<th>Learning from LANA is better than the teacher</th>
<th>Using LANA again with other lessons</th>
<th>Naturalness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>288.000</td>
<td>288.000</td>
<td>288.000</td>
<td>288.000</td>
<td>288.000</td>
<td>288.000</td>
<td>288.000</td>
<td>144.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>588.000</td>
<td>588.000</td>
<td>588.000</td>
<td>588.000</td>
<td>588.000</td>
<td>588.000</td>
<td>588.000</td>
<td>444.000</td>
</tr>
<tr>
<td>Z</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>-.590</td>
<td>-1.000</td>
<td>-1.727</td>
<td>.000</td>
<td>-3.771</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.555</td>
<td>.317</td>
<td>.084</td>
<td>1.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 12 illustrates the results of the Mann Whitney test conducted on the matching questions from the questionnaires administered in the questionnaire LANA I and LANA II evaluations. The results show that there are no significant differences in question 8 (the naturalness) p-value = 0.000163. The effect size (r) = 0.5 indicating a large effect size using Cohen (1988) criteria of 0.1 = small effect, 0.3 = medium effect, 0.5 = large effect. When comparing the mean values from questionnaire LANA I and LANA II it is found that four questions (Q1, Q2, Q3, Q7) from both questionnaires have the same mean values whereas the mean values of four questions (Q4, Q5, Q6, Q8) in questionnaire two are higher than questionnaire one which indicated an improvement in these questions rating.

Experiment 2: Adapting the VAK model to the autistic students learning Style

Participants

Thirty autistic students were recruited from five mainstream primary schools, that providing care for children with ASD in Saudi Arabia and Bahrain. Each child had previously received a community clinical diagnosis of high functioning autism spectrum disorder or Asperger’s, who they have no problem with language and intellectual impairments. All participants with the age group (10-12) years old and their first language is Arabic and none of them had a previous experience using LANA II. An information sheet about the project and its aims and a consent form were sent to participant’s parents to get their permission before conducting the experiment. The participants were divided into two equal sized groups. The first group was the Control Group (15 participants) used the LANA I without adapting to the learning style VAk model. The second group was the Experimental Group (15 participants) used LANA II with adapting to the learning style VAk model.
Experiment Methodology

This experiment was conducted to test the hypothesis H1_B based on the matrices outlined in Table 13. The data for this experiment is gathered from the LANA II log file and the user feedback questionnaires. The subjective and objective metrics were used to answer questions related to Hypothesis H1_B (LANA II can be adapted to the autistic student learning style). Question1: Can LANA II with the VAK have better results in the autistic student’s perceptions? Question2: Can LANA II with the VAK learning style improve the learning gain of the autistic students?

The tutorial that was given by LANA II is based on Science tutorials for autistic children age group (10-12) years old. All experiments were undertaken in a classroom environment, and each student individually worked on a computer. The computer used in this experiment is touchscreen computer in order to let the students use both of the keyboard and the screen to interact with LANA II. The teacher was present during the experiment and the students were given instructions about using LANA II.

During the tutorial session, all the questions from the system, the student answers, and the conversation variables/metrics were captured and saved in the log file, for further analysis to test the success of the tutorial session.

Table 13 Experiment 2 metrics

<table>
<thead>
<tr>
<th>Metrics to be Evaluated</th>
<th>Method of Evaluation</th>
<th>Metrics type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: LANA Tutor is enjoyable to use</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>Q2: LANA has a right amount of information in one Tutorial.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>Q3: I remember what LANA has taught me in the tutorial.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>Q4: I can learn better with using my learning style.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>Q5: I like the design and colour of the interface.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>Q6: I think I can learn from LANA better than my teacher.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>Q7: I think I would like to use LANA again with other lessons.</td>
<td>Questionnaire</td>
<td>Subjective</td>
</tr>
<tr>
<td>Pre-test and Post-test</td>
<td>Log file</td>
<td>Objective</td>
</tr>
</tbody>
</table>

Experiment 2 Results

This section presents the collected results. The data was extracted from the tutoring log file (pre-test and post-test scores), and the questionnaire (see Table 13). These two data (pre-test and post-test scores, and Questionnaire) used to test the hypothesis H1_B (LANA II can be adapted to the autistic student learning style).

Pre-Test and Post-Test – Results

The learning gain was measured using a pre-test and post-test approach (Kelly and Tungrey, 2006; Graesser et al., 2003; Lee et al., 2004). The same multiple-choice test questions were completed before and after the tutoring conversation. The test scores were compared to establish whether there is any improvement as follows:

Learning gain = post_test – pre_test (Eq 2)

Table 14 shows the results of Wilcoxon Signed Ranks test carried out to determine if there was any difference between the pre-test and post-test scores with adapting to VAK learning style model.
Table 14 Wilcoxon Signed Ranks test of the pre-test and post-test scores with adapting to the VAk

<table>
<thead>
<tr>
<th>Descriptive Statistics</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>25th</th>
<th>50th (Median)</th>
<th>75th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td>15</td>
<td>4.20</td>
<td>1.56753</td>
<td>1.00</td>
<td>7.00</td>
<td>3.0000</td>
<td></td>
<td>4.0000</td>
</tr>
<tr>
<td>Post-test</td>
<td>15</td>
<td>9.80</td>
<td>.41404</td>
<td>9.00</td>
<td>10.00</td>
<td>10.0000</td>
<td></td>
<td>10.0000</td>
</tr>
</tbody>
</table>

Test Statistics

- Z: 
  -3.431
  Asymp. Sig. (2-tailed): .001

When comparing the mean ranks in Table 14 of the two scores, the post-test scores was ranked higher, which means that the students performed better in the post-test. The p-values less than 0.05 (p = .001). The effect size (r) = 0.6 indicating a large effect size using Cohen (1988) criteria of 0.1 = small effect, 0.3 = medium effect, 0.5 = large effect. It can be concluded that there is a statistically significant difference between the pre-test and post-test scores with adapting to VAk learning style model. Table 15 illustrates the results of the Mann-Whitney U test conducted in order to measure whether there was a statistically significant difference in the learning gain between the two groups (Control Group: without adapting to VAk, Experimental Group: with adapting VAk).

From this result, it can be concluded that the learning gain between the Control Group and the Experimental Group are statistically significant p-value less than 0.05 (P< .00009). When comparing the mean ranks it can be seen that the Experimental Group has a higher rank than the Control Group, meaning that the learning gain for Experimental Group was significantly improved compared to the learning gain of the Control Group. The effect size (r) = 0.8 indicating a very large effect size using Cohen (1988) criteria of 0.1 = small effect, 0.3 = medium effect, 0.5 = large effect.

Table 15 Mann-Whitney U test for the learning gain between Control Group and Experimental Group

<table>
<thead>
<tr>
<th>Learning gain</th>
<th>Group</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning gain</td>
<td>Control</td>
<td>15</td>
<td>8.50</td>
<td>127.50</td>
</tr>
<tr>
<td></td>
<td>Experim ental</td>
<td>15</td>
<td>22.50</td>
<td>337.50</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Mann-Whitney U: 7.500
Wilcoxon W: 127.500
Z: -4.450
Asymp. Sig. (2-tailed): .000009

Relative learning gain was also measured in this experiment. Relative learning gain is a measure that calculate the average improvement in test scores as a percentage of the possible improvement (Latham et al., 2014). This measure additionally takes into account the opportunity for improvement. Average test score improvements were calculated and compared using the following formula:

Relative learning gain = ((PostTest – PreTest)/(TotalPossibleScore – PreTest)) (Eq3)

For example, if student get 8/10 in pre-test and only improves by 1, this is different to another getting 3/10 in pre-test and only improving by 1 – improvement is 50% in first case but only 14.2% in the second case.
Table 16 Mann-Whitney U test for the Relative learning gain between Control Group and Experimental Group.

<table>
<thead>
<tr>
<th>Ranks</th>
<th>Group</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Learning gain</td>
<td>Control</td>
<td>15</td>
<td>8.00</td>
<td>120.00</td>
</tr>
<tr>
<td></td>
<td>Experimental</td>
<td>15</td>
<td>23.00</td>
<td>345.00</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test Statistics*

<table>
<thead>
<tr>
<th>Learning gain</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>120.00</td>
</tr>
<tr>
<td>Z</td>
<td>-6.830</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.00001</td>
</tr>
<tr>
<td>a. Grouping Variable: VAK</td>
<td></td>
</tr>
</tbody>
</table>

Table 16 shows that there is a difference in the mean value between Control Group and Experimental Group. The average improvement in test scores in the Experimental Group were improved more than the Control Group. The ranks in each case are: Control Group (M= 8.00) and Experimental Group (M= 23.00). The learning gain between the Control Group and the Experimental Group are statistically significant different, p-value less than 0.05 (p = .00001). The effect size (r) is calculated using the (Eq1) and found that r = 0.8 indicating a large effect size using Cohen (1988) criteria of 0.1 = small effect, 0.3 = medium effect, 0.5 = large effect. It can be concluded that the average improvement in test scores in the Experimental Group are statistically significant comparing to the Control Group.

Adapting VAK model to autistics learning style (Questionnaire) – Results

Table 17 and Table 18 demonstrate the results of the third question in the questionnaire to test the participant’s perception of remembering what LANA II has taught them between Control Group (without adapting to the VAK) and Experimental Group (with adapting to VAK).

Table 17 Crossstab *between Control Group and Experimental Group - Question 3.

<table>
<thead>
<tr>
<th>I think I remember what LANA has taught me in the tutorial</th>
<th>Experimental</th>
<th>Control</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>14</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>% within VAK</td>
<td>93.3%</td>
<td>53.3%</td>
<td>73.3%</td>
</tr>
<tr>
<td>Normal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>% within VAK</td>
<td>6.7%</td>
<td>46.7%</td>
<td>26.7%</td>
</tr>
<tr>
<td>Total</td>
<td>Count</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>% within VAK</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 18 Chi-Square Test *# between Control Group and Experimental Group - Question 3.

<table>
<thead>
<tr>
<th>Chi-Square Tests between Control Group and Experimental Group</th>
<th>Value</th>
<th>df</th>
<th>Asymp. Sig. (2-sided)</th>
<th>Exact Sig. (2-sided)</th>
<th>Exact Sig. (1-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Chi-Square</td>
<td>6.106</td>
<td>1</td>
<td>.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuity Correction*</td>
<td>4.261</td>
<td>1</td>
<td>.039</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Likelihood Ratio</td>
<td>6.719</td>
<td>1</td>
<td>.010</td>
<td></td>
<td>.055</td>
</tr>
<tr>
<td>Fisher’s Exact Test</td>
<td></td>
<td></td>
<td></td>
<td>.018</td>
<td></td>
</tr>
<tr>
<td>N of Valid Cases</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 17 illustrates that the majority of students in the Experimental Group were remembering the tutorial (93.3%) and (6.7%) of the students have a neutral feeling; whereas students in the Control Group were remembering the tutorial with a percentage of (53.3%) and (46.7%) stated they have a neutral feeling when rating this question. A Chi-Square Test in Table 18 shows that there is statistically significant relationship between (adapting, not adapting) to the learning style and answering this question (P-value less than .05) P=.013.

Table 19 shows the result of the fourth question in the questionnaire to test the participant’s perception of using their learning style in the tutorial.

Table 19 Crosstab Question4: I think I can learn better with using my learning style (Visual – Auditory - Kinaesthetic).

<table>
<thead>
<tr>
<th></th>
<th>VAK</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With</td>
<td></td>
</tr>
<tr>
<td>I think I can learn better with using my learning style (Visual – Auditory - Kinaesthetic)</td>
<td>Happy</td>
<td>Count: 14</td>
</tr>
<tr>
<td></td>
<td>% within VAK: 93.3%</td>
<td>93.3%</td>
</tr>
<tr>
<td></td>
<td>Normal</td>
<td>Count: 1</td>
</tr>
<tr>
<td></td>
<td>% within VAK: 6.7%</td>
<td>6.7%</td>
</tr>
<tr>
<td>Total</td>
<td>Count: 15</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>% within VAK: 100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

The results from Table 19 highlighted that the majority of the students are happy with adapting to their learning style with percentage (93.3%), whereas (6.7%) of the student have a neutral feeling when rating this question.

Table 20 and Table 21 illustrate the result of the sixth question in the questionnaire to test the participant’s perception of learning from LANA II more than learning from the teacher.

Table 20 Crosstab * between Control Group and Experimental Group - Question 6

<table>
<thead>
<tr>
<th></th>
<th>Group</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think I can learn from LANA better than my teacher</td>
<td>Experimental</td>
<td>Control</td>
</tr>
<tr>
<td></td>
<td>Happy</td>
<td>Count: 14</td>
</tr>
<tr>
<td></td>
<td>% within VAK: 93.3%</td>
<td>66.0%</td>
</tr>
<tr>
<td></td>
<td>Normal</td>
<td>Count: 1</td>
</tr>
<tr>
<td></td>
<td>% within VAK: 6.7%</td>
<td>40.0%</td>
</tr>
<tr>
<td>Total</td>
<td>Count: 15</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>% within VAK: 100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 21 Chi-Square Test * between Control Group and Experimental Group – Question 6.

<table>
<thead>
<tr>
<th>Chi-Square Tests</th>
<th>Value</th>
<th>df</th>
<th>Asymp. Sig. (2-sided)</th>
<th>Exact Sig. (2-sided)</th>
<th>Exact Sig. (1-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Chi-Square</td>
<td>4.658</td>
<td>1</td>
<td>.031</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuity Correctiona</td>
<td>2.981</td>
<td>1</td>
<td>.084</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Likelihood Ratio</td>
<td>5.058</td>
<td>1</td>
<td>.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fisher’s Exact Test</td>
<td>.080</td>
<td>.040</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

N of Valid Cases: 30

a. 2 cells (50.0%) have expected count less than 5. The minimum expected count is 3.50.
b. Computed only for a 2x2 table.
The results show that the majority of students in the Experimental Group were preferring to learn from LANA II than learning from the teacher with percentage of (93.3%), and (6.7%) of the students have a neutral feeling. The students in the Control Group preferred to learn from LANA II than learning from the teacher with percentage of (53.3%), and (46.7%) stated they have a neutral feeling when rating this question. A Chi-Square Test in table 21 shows that there is statistically significant relationship between (the adapting, not adapting) to the learning style and answering this question (P-value less than .05) P=.031. The frequency analysis of the questionnaire results illustrated in Table 22 shows the participants satisfaction with the usability of LANA II. The results indicated that the majority (78.7%) of the participants felt that learning using LANA II is better than learning from the teacher in the class.

### Table 22 Frequency analysis LANA II questionnaire

<table>
<thead>
<tr>
<th>QUESTIONNAIRE RESULTS</th>
<th>Happy</th>
<th>Normal</th>
<th>Sad</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think LANA Tutor is enjoyable to use</td>
<td>100%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I think LANA has a right amount of information in one Tutorial.</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
<tr>
<td>I remember what LANA has taught me in the tutorial.</td>
<td>73.3%</td>
<td>26.7%</td>
<td>0</td>
</tr>
<tr>
<td>I can learn better with using my learning style.</td>
<td>93.3%</td>
<td>6.7%</td>
<td>0</td>
</tr>
<tr>
<td>I like the design and colour of the interface.</td>
<td>91.6%</td>
<td>8.4%</td>
<td>0</td>
</tr>
<tr>
<td>I think I can learn from LANA better than my teacher.</td>
<td>76.7%</td>
<td>33.3%</td>
<td>4.3%</td>
</tr>
<tr>
<td>I think I would like to use LANA again with other lessons.</td>
<td>79.10%</td>
<td>20.41%</td>
<td>0</td>
</tr>
</tbody>
</table>

### Comparative descriptive analysis of data from autistic participants and neurotypical participants

This section presents further descriptive analysis of the collected data through the log file. The analysis of results presented in this part are intended to highlight differences of the results between autistic participants and neurotypical participants. The Mann-Whitney U test was used in (Table 23 and Table 24) to highlight any statistically significant differences in the data.

### Table 23 Mean rank values from Mann-Whitney U test for the objective data between autistic participants and neurotypical participants

<table>
<thead>
<tr>
<th>Participants</th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average conversation duration (mins)</td>
<td>Autistic: 30</td>
<td>31.63</td>
<td>759.00</td>
</tr>
<tr>
<td>Number of unrecognised utterance</td>
<td>NT: 24</td>
<td>12.50</td>
<td>300.00</td>
</tr>
<tr>
<td>Number of correct response</td>
<td>NT: 24</td>
<td>22.81</td>
<td>547.50</td>
</tr>
<tr>
<td>Number of incorrect response</td>
<td>NT: 24</td>
<td>31.25</td>
<td>937.50</td>
</tr>
<tr>
<td>Number of utterances using Similarity Strength</td>
<td>NT: 24</td>
<td>39.54</td>
<td>949.00</td>
</tr>
<tr>
<td>Autistic: 30</td>
<td>17.87</td>
<td>536.00</td>
<td></td>
</tr>
</tbody>
</table>
Table 24: Values from the Mann-Whitney U test for objective data between autistic participants and neurotypical participants.

<table>
<thead>
<tr>
<th>Test Statisticsa</th>
<th>Average conversation duration (mins)</th>
<th>Number of unrecognized utterance</th>
<th>Number of correct response</th>
<th>Number of incorrect response</th>
<th>Number of utterances using Similarity Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann–Whitney U</td>
<td>0.000</td>
<td>261.000</td>
<td>247.500</td>
<td>243.000</td>
<td>71.000</td>
</tr>
<tr>
<td>Wilcoxon W</td>
<td>30.000</td>
<td>726.000</td>
<td>547.500</td>
<td>708.000</td>
<td>536.000</td>
</tr>
<tr>
<td>Z</td>
<td>-6.865</td>
<td>-2.002</td>
<td>-2.560</td>
<td>-2.625</td>
<td>-5.327</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>0.000</td>
<td>0.045</td>
<td>0.010</td>
<td>0.009</td>
<td>0.000</td>
</tr>
</tbody>
</table>

a. Grouping Variable: Prototype

From Table 23 and Table 24, the results show that there was a statistically significant difference in the time taken to complete the tutorial between the two groups of participants (reported by the SPSS as p = .000). When the mean ranks were compared, the results show that autistic participants rank higher than the neurotypical participants, indicating that the autistic participants spent more time to complete the tutorial. Moreover, the results show that there was a statistically significant difference in the number of unrecognized utterance between the two groups of participants (p = .055). When the mean ranks were compared the results show that neurotypical participants ranks higher than the autistic participants, indicating that the number of unrecognized utterances from neurotypical participants was more than the autistic participants.

When comparing the number of correct responses between the two groups participants, the results show that there was a statistically significant difference (p = .010). In comparing the mean rank the autistic participants rank higher, which indicates that the autistic participants having more correct responses than the neurotypical participants.

In addition, the results indicated that there were statistically significant differences between the numbers of the incorrect response between the autistic participants and the neurotypical participants (p = 0.009). When comparing the mean ranks it can be seen that the neurotypical participants ranks higher than autistic participants, meaning the neurotypical participants having more incorrect responses than the autistic participants.

Furthermore, there was a statistically significant difference between the two groups participants (reported by the SPSS as p = .000). When comparing the mean ranks it can be seen that the neurotypical participants ranks higher than autistic participants, meaning that the number of utterance used the similarity strength in neurotypical participants were more than the number of autistic participants, which means most of the autistic student’s utterances were matched the scripted patterns.

DISCUSSION

When looking at the improvements made in the LANA II algorithm which were adopted to recognise common spelling variations, a morphologic pre-processing method was applied to address the common spelling variations and mistakes made by user because of the phonological similarity of some of Arabic alphabet characters. Furthermore, the similarity algorithm (i.e. Cosine similarity) was redeveloped to allow the common variations of certain words to be recognised and responded correctly. These improvements have reduced the number of unrecognized utterances and incorrect responses which are evident in the results. The evaluation results taken from the log file reveal that unrecognized utterances were reduced to 5.4% in LANA II compared to 38% in LANA 1 (Table 7). The results of the test revealed a statistically significant difference between the numbers of unrecognized utterances, with LANA II having a lower mean rank of unrecognized utterances. The results also showed that the incorrect responses were reduced to 3.6% (Table 7) in LANA II compared to 10.2% in LANA 1, there are statistically significant differences (Table 8 and Table 9) between the numbers of the incorrect response between LANA I and LANA II (p = 0.001). In terms of the correct responses, the results reveal that the correct responses using the new STS algorithm in LANA II (96%) was significantly improved compared to the correct responses using STS algorithm of LANA 1 (89%). The findings of the questionnaire from the evaluation of LANA I and
LANA II show there was a significant difference in question 8 (the naturalness) \( p \)-value = 0.000163. This revealed that the users perceived LANA II to be better in relation to conversation naturalness with 91.6% of the participants expressing that the conversation level of naturalness was good which is a major improvement from LANA I where 45.8% who expressed the conversation level of naturalness was good. Hence based on these results there is enough evidence to suggest that H1_A (The enhancements made in LANA II architecture improve the overall effectiveness of LANA II engine) can be accepted.

When looking at the experiment with the autistic students, the evaluation results taken from the log file reveal that the pre-test and post-test scores between the Control Group (without adapting to the VAK) and the Experimental Group (with adapting to the VAK) are statistically significant \( p \)-value less than 0.05 \( P = 0.00009 \). In addition, the Experimental Group has a higher mean rank than the Control Group, meaning that the learning gain for the Experimental Group was significantly improved compared to the learning gain of the Control Group. The results from the questionnaire reveal the participant’s perception of remembering what LANA II has taught them between the Control Group and the Experimental Group. The majority of students in the Experimental Group were remembering the tutorial 93.3% and 6.7% of the students have a neutral feeling; whereas students in the Control Group were remembering the tutorial with a percentage of 53.3% and 46.7% stated they have a neutral feeling when rating this question. The analysis results showed that there was statistically significant relationship between the adapting, not adapting to the learning style and answering this question \( P \)-value less than 0.5 \( P = 0.013 \), indicating that adapting to the VAK learning style helped the students to remember the tutorial. Furthermore, the evaluation results taken from the questionnaire reveal the participant’s perception of adapting to their learning style in the tutorial. The majority of the students are happy with adapting to their learning style with percentage 93.3%, whereas 6.7% of the student have a neutral feeling when rating this question. When looking at the results of the participant’s preference of learning from LANA II more than learning from the teacher, the evaluation results reveal that the majority of students in the Experimental Group preferred to learn from LANA II than learning from the teacher with percentage of 93.3%, and 6.7% of the students have a neutral feeling. The students in the Control Group preferred to learn from LANA II than learning from the teacher with percentage of 53.3%, and 46.7% stated they have a neutral feeling when rating this question. In addition, there was statistically significant relationship between the adapting, not adapting to the learning style and answering this question \( P \)-value less than 0.5 \( P = 0.031 \). It can be concluded from the above results and analysis that LANA II using VAK model succeed to adapt to the autistics learning style. Therefore, the hypothesis H1_B: LANA II using VAK model can be adapted to the Autistics learning style, can be accepted.

Additional findings of interest derived from the evaluation of LANA II were highlighted through the comparison of the data gathered from the autistic students and neurotypical students. The results show that there was a statistically significant difference in the number of unrecognized utterance between the two groups participants \( p = 0.045 \). The neurotypical participants mean value ranks higher than the autistic participants, indicating that the number of unrecognized utterances from neurotypical participants was more than the autistic participants. In addition, the number of correct responses between the two participants was statistically significant \( p = 0.040 \). The autistic participants had more correct responses than the neurotypical participants. Furthermore, the results indicated that there were statistically significant differences between the numbers of the incorrect response between the autistic participants and the neurotypical participants \( p = 0.089 \), meaning the neurotypical participants have more incorrect responses than the autistic participants. Moreover, the difference of the utterances observed between the autistic students and the neurotypical students was in terms of the number of utterances required the new STS algorithm, the results reveal that the number of utterances used the similarity strength in neurotypical participants 42.7% are more than autistic participants 31.12%. The comparison of the data from the two participant’s datasets illustrated that the utterances from the neurotypical participants contained significantly more instances where the utterance required the string similarity algorithm. The most of utterances from the autistic participants are matched the scripted patterns without need to apply the STS algorithm. A reason for this could be that the way that the autistic students speak and write. They tend to use a classical to modern Arabic language (formal language) on their speaking and writing, whereas the neurotypical students usually speak and write modern colloquial Arabic language (informal language). The language used in the scripted patterns is modern Arabic language (formal language), therefore the autistic student's utterances matched the scripted patterns, whereas the neurotypical students used some colloquial language in their writing, therefore their utterances didn't match the scripted patterns and required the string similarity algorithm.
CONCLUSION AND FUTURE WORK

This paper presented research into the development of an Arabic Conversational Intelligent Tutoring System for autistic children (LANA II). The research is part of investigation in to several key areas such as, Conversation Agent (CA), Intelligent tutoring system (ITS), Arabic Language Processing techniques (i.e. natural language processing, sentence similarities measures and pattern matching), learning style, TEACCH method for children with autism spectrum disorder. The main contribution in this paper is presenting a new Arabic ITS architecture called LANA II, which adapt the TEACCH method that is used to educate autistic children and adapts the VAK model to autistic students learning style. In addition, this paper describes the development of a new Arabic CA algorithm that reduces the scripting effort and unrecognised utterances by processing the spelling mistakes and morphological nature of the Arabic language, which were issues in LANA I. Moreover, a new general evaluation framework has been developed and tested from the objective and subjective perspective.

LANA II contains of two main components: the first component was the CA engine. CA algorithm was developed in order to reduce the effort required in scripting the knowledge base/domain by using pre-processing feature and new version of Cosine similarity approach. The second component of LANA II is the intelligent tutoring system which adapts the tutorial to the autistic children learning style. LANA II personalises the tutorial according to the children learning style: Visual, Auditory, Kinaesthetic (VAK). In addition, the tutorial interface is mapped to the TEACCH method, which is based on Structured Teaching technique for autistic students. The results of the log file and end user evaluation for (LANA I) revealed some weaknesses and some negative perceptions from the participants (S. Aljameel et al., 2018). The issues that were highlighted in the evaluation of LANA I were mainly due to grammatical features and the morphological nature of the Arabic language. Other issues that were identified were the need to further expand the knowledge base in order to increase the naturalness of the conversation. The participants expressed that they perceived the naturalness of their conversation with LANA I to be low. LANA II aims to overcome these weaknesses. From the evaluation, it is illustrated statistically significant improvements in terms of the objective and subjective metrics measured in the LANA II engine. In addition, LANA II using VAK learning style succeed to adapted to the autismics learning style and enhance their learning base on the objective and subjective metrics from the experiment. Inevitably as with any research and evaluation effort the evaluation of LANA II did highlight some areas which can be improved through further research and development such as the suggestions below:

1. Semantic similarity: LANA II similarity algorithm can be strengthened with the addition of semantic rather than lexical similarity. The paraphrased version of a scripted pattern will be recognised by using the semantic similarity. This will further reduce the scripting patterns and making the task of scripting an Arabic CA even less exhausting.

2. Knowledge base expansion: As the knowledge base of LANA II is based on the science subjects, specifically two lessons from the science book of grade 4, future work can entail the expansion of the knowledge base to cover all lessons of the science topics for grade 4. Moreover, the knowledge base could be expanded to cover other lessons for other grades. Furthermore, the general topics of the knowledge base could also be expanded to include more topics and patterns related to general topics.

3. Automatically predict autistic children learning styles: As detecting the learning style in LANA II is based on a questionnaire. However, if the questionnaire is not completed accurately, this leading to incorrect assessment of learning styles. Future work can be made to detect the autistic children learning style by analysing learner behaviour throughout tutoring.
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