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Abstract: This paper studies the defense and attack strategies for a system with a common bus 

performance-sharing mechanism that is subject to intentional attacks. The performance-sharing 

mechanism allows any surplus performance of a component to be transmitted to other 

components in the system via the common bus. A practical example of such a system is the 

power system. The system may fail due to internal causes, such as component degradation, as 

well as intentional attacks, such as acts of terrorism. The defender allocates its resources to 

maximize the system’s reliability by protecting the common bus and the components. The 

attacker allocates its resources to minimize the system’s reliability by attacking the common 

bus and the components. We propose a framework to model both the reliability and the defense-

attack contest for a general common bus system. Based on this framework, we investigate the 

optimal defense and attack strategies for a system with identical components in a two-stage 

min-max game. 

Keywords: game theory, common bus, performance sharing, defense and attack. 

Notations 

݊ 
Number of components in the system  

 ௜ܥ
Nominal capacity of component ݅, ݅ ൌ 1, … , ݊ 

 ௜ܦ
Local demand for component ݅ (ܦ௜ ൑  (௜ܥ
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ܵ 
Maximum transmission capacity of the common bus 

௜݌
ூ 

Failure probability of component ݅ due to internal causes  

௜݌
ை 

Failure probability of component ݅ due to intentional attacks  

݁௜ 
Defense effort on component ݅ from the defender 

 ௜ܧ
Attack effort on component ݅ from the attacker 

௕௨௦݌
ூ  

Failure probability of the common bus due to internal causes  

௕௨௦݌
ை  

Failure probability of the common bus due to intentional attacks  

݁௕௨௦ 
Defense effort on the common bus 

 ௕௨௦ܧ
Attack effort on the common bus 

,ሺ݁ܨ  ሻܧ
Contest function 

ܽ௜ 
Expenses of unit effort for protecting component ݅ 

 ௜ܣ
Expenses of unit effort for attacking component ݅ 

ܽ௕௨௦ 
Expenses of unit effort for protecting the common bus 

 ௕௨௦ܣ
Expenses of unit effort for attacking the common bus 

 ݎ
Budget of the defender, ∑ ݁௜ܽ௜

௡
௜ୀଵ ൅ ݁௕௨௦ܽ௕௨௦ ൑  ݎ

ܴ 
Budget of the attacker, ∑ ௜ܣ௜ܧ

௡
௜ୀଵ ൅ ௕௨௦ܣ௕௨௦ܧ ൑ ܴ 

 ݔ
Proportion of the defender’s budget allocated to protect the common bus 

in the common bus system with identical components 

 ݕ
Number of protected components in the common bus system with identical 

components 
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ܺ 
Proportion of the attacker’s budget allocated to attack the common bus in 

the common bus system with identical components 

ܻ 
Number of attacked components in the common bus system with identical 

components 

1. Introduction 

Infrastructure systems, such as power systems and distributed computing systems, provide 

essential services for daily life in the modern society. Many infrastructure systems contain 

components that are connected via a common bus, where the demand (or the workload) on the 

system can be appropriately distributed to each component (Kong & Ye, 2016; Ye, Revie & 

Walls, 2014). In addition, any surplus performance of a component can be shared with other 

components in the system via the common bus. Through such performance sharing, system 

reliability can be considerably improved and performance deficiency can be reduced (Levitin, 

2011). The common bus can be the software, hardware and operators that distribute the demand. 

For example, Fig. 1 shows the power system in a region consisting of power stations and the 

grid connecting them. In this system, a power station has to first satisfy the local demand and 

can then transmit any surplus electricity to other power stations through the power grid. 

Therefore, the power grid is the common bus in this system. 
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Fig. 1 The power system with a performance-sharing common bus. 

Lisnianski and Ding (2009) considered the reliability of a common bus system with two 

multi-state components, where surplus performance can be transmitted from the reserve 

component to the main component. Levitin (2011) proposed a more general multi-state 

common bus performance-sharing model by considering real-world applications, such as 

meshed power distribution systems with a developed reconfiguration ability, highly 

interconnected data transmission systems, and grid computing systems where surplus 

performance can be transmitted in any direction. Following Levitin (2011), the reliability of 

such common bus performance-sharing systems has drawn the attention of many researchers 

(Peng, Liu & Xie, 2016; Xiao & Peng, 2014; Xiao, Shi, Ding & Peng, 2016; Yu, Yang & Mo, 

2014). It is well recognized that a system will fail due to internal causes and external impacts. 

Existing studies focus primarily on the reliability of common bus systems subject to internal 

failures or unintentional external impacts (Xiao et al., 2016); however, in some situations, 

attackers intentionally carry out external impacts. Unlike unintentional impacts, the intentional 

attacker can choose their attack strategy according to the system’s protection strategy. 

Intentional attacks, such as acts of terrorism, pose a significant threat to the system’s 

survivability, and have received considerable attention after the attack on the World Trade 

Towers on Sep 11, 2001 (Bier & Abhichandani, 2002).  

 Early works on intentional attacks focus on solving the defender's optimization problem, 

thereby increasing the system’s survival probability. Kunreuther and Heal (2003), Hausken 
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(2006), Zhuang, Bier and Gupta (2007), and Deck, Foster and Song (2015) studied the 

protection of interdependent systems, where each component is protected by one defender. In 

contrast, some studies assume that one defender protects the whole system, such as in Bier, 

Nagaraj and Abhichandani (2005), Azaiez and Bier (2007), Peng, Guo, Levitin, Mo and Wang 

(2014), and Paulson, Linkov and Keisler (2016). Recently, more studies account for both the 

defense and attack strategies. Many studies model the contest as a two-stage min-max game 

(Azaiez & Bier, 2007; Hausken & Zhuang, 2012; Ramirez-Marquez, Rocco, & Levitin, 2009; 

Zhang & Ramirez-Marquez, 2013). In a two-stage min-max game involving one defender and 

one attacker, the defender moves first and distributes its resources to minimize the expected 

system loss by assuming that the attacker will use the most harmful attack strategy. When the 

attacker then moves, it has full knowledge about the defensive resource allocation, based on 

which it optimally allocates its attack resources to maximize the expected damage to the system. 

Some other studies model the contest as a simultaneous game where the attacker has no 

information on the defensive investments, such as in Dighe, Zhuang and Bier (2009), Zhang, 

Ramirez-Marquez and Wang (2015), and Zhuang, Bier and Alagoz (2010). In this scenario, the 

Nash equilibrium approach can be used to solve the defense and attack strategies (Nikoofal & 

Zhuang, 2015). 

In the common bus system, if the common bus is functioning then the surplus performance 

can be transmitted to places suffering from performance deficiency. Hence, it can be viewed as 

a redundant system. In contrast, if the common bus fails due to internal causes or is destroyed 

by intentional attacks, the system is reliable only if all of its components satisfy the local 

demand (Levitin, 2011). Hence, it can be viewed as a series system. Therefore, the common 

bus system is a complex system that generalizes series systems and parallel systems. The 

protection of series systems and parallel systems against intentional attacks has been studied 

extensively, such as in Bier and Abhichandani (2002), Bier et al. (2005), and Hausken (2008b). 

Levitin (2007) considered the defense of a series-parallel system with protection cases while 

Hausken (2008a) studied the protection and attack strategies of series-parallel and parallel-

series systems. Levitin and Hausken (2008) studied the optimal resource allocation between 

protecting the components and deploying separated redundant components against intentional 

attacks. From the system level, the common bus acts like an overarching protection layer 



 

6 
 

(Hausken & Levitin, 2012), where the system is more prone to failure after the common bus 

fails. However, in the case of overarching protection, the attacker can only attack the individual 

components after penetrating the overarching protection layer: see Haphuriwat and Bier (2011), 

Hausken (2013, 2014), Levitin and Hausken (2012), and Levitin, Hausken and Dai (2014) for 

one-layer overarching protection, and Golalikhani and Zhuang (2011) for multiple-layer 

overarching protection. In contrast, the attacker can attack the components without destroying 

the common bus, and the system can also fail even when the common bus still functions. Hence, 

the defense and attack of the common bus system is particularly different from existing studies. 

Such systems abound in real-world applications and play important roles in daily life. It is of 

practical importance to study the defense and attack of such systems.  

The remainder of the paper is organized as follows. Section 2 gives a detailed description 

of the common bus system and states the model assumptions. Section 3 presents a general 

modeling framework for the defense and attack of the common bus system that is under 

intentional attacks. In Section 4, we study the defense and attack of a particular common bus 

system with identical components. Section 5 analyzes the impact of some parameters in the 

model on the optimal defense and attack strategies. Conclusions are given in Section 6.  

2. System description and assumptions 

2.1 The common bus system 

Consider a system consisting of ݊ components and one performance-sharing common 

bus that connects these ݊ components. The components and the common bus are assumed to 

be binary, i.e., they are either operational or have completely failed.  

Component ݅ሺ݅ ൌ 1,… , ݊ሻ has a nominal capacity ܥ௜ in the operational state (e.g., the 

electrical power for a power station) and has to meet a local demand ܦ௜ (ܦ௜ ൑  ௜, e.g., theܥ

local electricity demand). Clearly, there would be a surplus capacity ሺܥ௜ െ ௜ሻܦ  when 

component ݅ is operational and a performance deficiency ܦ௜ when component ݅ fails. Due 

to the common bus, surplus capacity can be transmitted to those components suffering from 

performance deficiency. A practical assumption is that the performance-sharing capacity of the 
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common bus is not unlimited: there is a maximum capacity ܵ. Thus, the performance shared 

via the common bus is at its minimum among: 

 the total surplus performance ∑ maxሼ0, ܿ௜ െ ௜ሽܦ
௡
௜ୀଵ ,  

 the total performance deficiency ∑ maxሼ0, ௜ܦ െ ܿ௜ሽ
௡
௜ୀଵ ,  

 and the common bus capacity ܵ.  

Here, ܿ௜ is the actual capacity of component ݅, taking the value of ܥ௜ when the component is 

operational and 0 otherwise.  

If any local demand cannot be satisfied, a loss will be incurred (Bier & Kosanoglu, 2015). 

Following Levitin (2011), we focus on the probability that all local demand is being satisfied, 

and deem that the system fails whenever any local demand is not met. 

2.2 Defense-attack contest 

In the system, a component or the common bus may fail due to internal causes or 

intentional attacks. Internal causes and intentional attacks are assumed to be independent of one 

another. In either case, the component or the common bus cannot operate properly and their 

actual capacity is 0. We assume component ݅ (the common bus) would fail due to internal 

causes with probability ݌௜
ூ ௕௨௦݌) 

ூ ), and would be destroyed by intentional attacks with 

probability 

௜݌
ை ൌ ,ሺ݁௜ܨ ௕௨௦݌) ௜ሻܧ

ை ൌ ,ሺ݁௕௨௦ܨ  ,(௕௨௦ሻܧ

where ݁∗ and ܧ∗ are the respective defense and attack efforts. ܨሺ⋅,⋅ሻ is the contest success 

function, satisfying the practical assumptions that: (i) ܨሺ݁,  ሻ is a non-increasing function ofܧ

݁ and a non-decreasing function of ܧ; and (ii) ܨሺ݁, 0ሻ ൌ 0 and ܨሺ0, ሻܧ ൌ 1, ܧ∀ ൐ 0. This 

means that a component would not be destroyed if the attacker does not attack the component, 

and the component would definitely be destroyed if it were attacked when unprotected. Hence, 

with a specific contest function, the destruction probability of a component or the common bus 

depends on the resources that the defender and the attacker allocate to it. 

A commonly used contest function of the ratio form is  

,ሺ݁ܨ ሻܧ ൌ
ఒబܧ

݁ఒబ ൅ ఒబܧ
, (1)
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which originates from the rent seeking theory (Tullock, 1980). Here, ߣ଴ ൒ 0 is the contest 

intensity coefficient. A large ߣ଴  indicates that, with slightly more effort, any one of the 

competitors can easily take the upper hand. When ߣ଴ ൌ ,ሺ݁ܨ ,0 ሻܧ ൌ 1/2 as long as ݁ ൐ 0 

and ܧ ൐ 0; therefore, the competitors can win the contest with equal probability regardless of 

their effort. On the other hand, ܨሺ݁, ሻܧ → 1ሺாவ௘ሻ for ߣ଴ → ൅∞, indicating that the “winner 

takes all”. Many studies use such a contest function to model the defense-attack contest 

(Hausken & Bier, 2011; Levitin & Hausken, 2009; Mo, Xie & Levitin, 2015), and one may 

refer to Skaperdas (1996) and Hausken (2005) for more theoretical discussions. 

In the defense-attack contest, the expense of a unit effort (e.g., in dollars) for attacking and 

defending the component ݅ are ܣ௜  and ܽ௜ , respectively, and the expense of attacking and 

defending the common bus are ܣ௕௨௦  and ܽ௕௨௦ , respectively. We assume that the total 

available budgets for the attacker and the defender are ܴ and ݎ, respectively. Both the attacker 

and the defender are strategic. The attacker can allocate its resources into attacking the common 

bus and the components, while the defender can allocate its resources into protecting them. The 

attacker intends to maximize the probability of destroying the system, while the defender tries 

to maximize the system’s reliability.  

3. General contest modeling for the common bus system 

In this section, we propose a modeling framework for a common bus system under 

intentional attack. As described in Section 2, the surplus capacity of one component may be 

transmitted to other components whose local demand cannot be satisfied. However, when the 

components have different capacities and are subject to different local demands, the 

performance-sharing between components can become complicated. In this case, identifying 

scenarios that can lead to a system failure is a complex combinatory problem. Hence, we 

propose to use a universal generation function (UGF)-based approach to efficiently determine 

the system reliability (Levitin, 2005; Ushakov, 1987).  

The UGF method is an effective and universal tool for solving combinatory problems. A 

UGF represents the probability mass function (pmf) of a discrete random variable ܺ:  
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Prሼܺ ൌ ௞ሽݔ ൌ ,௞݌ ݇ ൌ 1,… ,  ܭ

by a polynomial ݑሺݖሻ ൌ ∑ ௞݌
௄
௞ୀଵ  ௫ೖ. Resorting to the corresponding UGF, many combinatoryݖ

problems involving the random variable can be solved. For example, consider the pmf of the 

sum of two discrete random variables ܺ and ܻ, ሺܺ ൅ ܻሻ. Suppose the UGFs of ܺ and ܻ 

are ݑ௑ሺݖሻ ൌ ∑ ௞݌
௄
௞ୀଵ ௫ೖݖ  and ݑ௒ሺݖሻ ൌ ∑ ௟ݍ

௅
௟ୀଵ ௬೗ݖ , respectively. Then, by applying a 

multiplication operation to ݑ௑ሺݖሻ and ݑ௒ሺݖሻ, we can obtain the UGF of the random variable 

ሺܺ ൅ ܻሻ:  

ሻݖ௒ሺݑሻݖ௑ሺݑ ൌ ෍෍݌௞ݍ௟

௅

௟ୀଵ

௫ೖା௬೗ݖ
௄

௞ୀଵ

. 

From the UGF, the pmf of ሺܺ ൅ ܻሻ can be readily obtained. For more details and applications 

of the UGF technique, see Levitin (2005). 

To derive the system reliability using UGF, we first consider a single component ݅. As the 

component may fail due to both internal causes and intentional attacks, the total failure 

probability is 

௜ܲ ൌ 1 െ ൫1 െ ௜݌
ூ൯൫1 െ ௜݌

ை൯ ൌ ௜݌
ூ ൅ ௜݌

ை െ ௜݌
ூ݌௜

ை. 

Corresponding to the operational and the failed state of component ݅ , there is a surplus 

performance ܥ௜ െ  ௜. Then, we can use a bivariate UGF to represent theܦ ௜ and a deficiencyܦ

pmf of component ݅ as 

,ଵݖ௜ሺݑ ଶሻݖ ൌ ሺ1 െ ௜ܲሻݖଵ
஼೔ି஽೔ݖଶ

଴ ൅ ௜ܲݖଵ
଴ݖଶ

஽೔, (2)

where the exponents of ݖଵ  and ݖଶ  represent the performance surplus and performance 

deficiency, respectively. Clearly, the performance surplus and deficiency at each state (i.e., 

operational or failed) of component ݅ are linked to the corresponding occurrence probability 

using the UGF.  

Then, the system UGF accounting for the total system performance surplus and deficiency 

is obtained as the product of all component UGFs: 

ܷሺݖଵ, ଶሻݖ ൌෑݑ௜ሺݖଵ, ଶሻݖ
௡

௜ୀଵ

ൌ෍ߛ௝ݖଵ
௪ೕ,భݖଶ

௪ೕ,మ

௃

௝ୀଵ

, (3)

where ݓ௝,ଵ represents the total system performance surplus, ݓ௝,ଶ represents the total system 

deficiency, ߛ௝ is the corresponding occurrence probability, and ܬ is the number of terms after 
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collecting like terms. For instance, for a system consisting of two components, we can obtain 

the system UGF as 

ܷሺݖଵ, ଶሻݖ ൌ ,ଵݖଵሺݑ ,ଵݖଶሺݑଶሻݖ  ଶሻݖ

ൌ ሺ1 െ ଵܲሻሺ1 െ ଶܲሻݖଵ
஼భା஼మି஽భି஽మݖଶ

଴ ൅ ሺ1 െ ଵܲሻ ଶܲݖଵ
஼భି஽భݖଶ

஽మ ൅ ଵܲሺ1 െ ଶܲሻݖଵ
஼మି஽మݖଶ

஽మ

൅ ଵܲ ଶܲݖଵ
଴ݖଶ

஽భା஽మ. 

Then, from the system UGF ܷሺݖଵ,   ଶሻ, we can infer thatݖ

 with probability ሺ1 െ ଵܲሻሺ1 െ ଶܲሻ , the system has surplus capacity ሺܥଵ ൅ ଶܥ െ

ଵܦ െ  ;ଶሻ and performance deficiency 0ܦ

 with probability ሺ1 െ ଵܲሻ ଶܲ , the system has surplus capacity ሺܥଵ െ ଵሻܦ  and 

performance deficiency ܦଶ; 

 with probability ଵܲሺ1 െ ଶܲሻ , the system has surplus capacity ሺܥଶ െ ଶሻܦ  and 

performance deficiency ܦଵ; 

 and with probability ଵܲ ଶܲ , the system has surplus capacity 0  and performance 

deficiency ܦଵ ൅  .ଶܦ

Thus, we can obtain all possible operation scenarios and their corresponding occurrence 

probabilities according to the system UGF. Given that the common bus is operating, the 

conditional system reliability equals the sum of the occurrence probabilities that the total 

performance deficiency ݓ௝,ଶ is smaller than the minimum between the total surplus capacity 

 :ܵ ௝,ଵ and the common bus capacityݓ

ܴଵ ൌ෍1୫୧୬൛௪ೕ,భ,ௌൟஹ௪ೕ,మ
௝ߛ

௃

௝ୀଵ

. (4)

However, if the common bus fails, no performance sharing is possible among the system. 

In this instance, any component failure would result in an unmet local demand and thus a system 

failure. The conditional system reliability in this case is ∏ ሺ1 െ ௜ܲሻ
௡
௜ୀଵ . Unconditionally, the 

overall system reliability is  

ܴௌ ൌ ௕ܲ௨௦ෑሺ1 െ ௜ܲሻ
௡

௜ୀଵ

൅ ሺ1 െ ௕ܲ௨௦ሻܴଵ. (5)

From the defense-attack contest perspective, the system reliability is a function of the 

resource allocation of both the defender and the attacker: 
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ܴௌ ൌ ܴௌሺ݁ଵ, … , ݁௡, ݁௕௨௦, ,ଵܧ … , ,௡ܧ  .௕௨௦ሻܧ

The defender has to properly allocate its resources to maximize the system reliability: 

max
௘భ,…,௘೙,௘್ೠೞ

ܴௌ , s. t.෍ܽ௜݁௜

௡

௜ୀଵ

൅ ܽ௕௨௦݁௕௨௦ ൑ ,ݎ ݁௜ ൒ 0, ݁௕௨௦ ൒ 0. (6)

In contrast, the attacker seeks to minimize the system reliability: 

min
ாభ,…,ா೙,ா್ೠೞ

ܴௌ , s. t.෍ܣ௜ܧ௜

௡

௜ୀଵ

൅ ௕௨௦ܧ௕௨௦ܣ ൑ ܴ, ௜ܧ ൒ 0, ௕௨௦ܧ ൒ 0. (7)

It can be easily verified that ܴௌ is a non-decreasing function of ݁௜, ݅ ൌ 1,… , ݊ and ݁௕௨௦, and 

a non-increasing function of ܧ௜, ݅ ൌ 1,… , ݊ and ܧ௕௨௦. Hence, the optimal policy for both the 

attacker and the defender will be achieved at the boundary of the constraints, i.e., the defender 

would spend their entire budget on protecting the system while the attacker would spend their 

entire budget on attacking it. It can be proven that both problems are of convex optimization, 

given that the contest function ܨሺ݁, ሻܧ  is convex about ݁  and concave about ܧ  (see 

Appendix A). Then, the optimal policies in the general case can be easily found by solving the 

above optimization problems. When the objectives in Eq. (6) and (7) are not convex, the 

problems can be solved by heuristic optimization methods such as the genetic algorithm (Ye, 

Li & Xie, 2010).  

The type of game between the defender and the attacker is determined by whether the 

attacker knows the resource allocation of the defender. If the attacker has no knowledge of the 

defensive resource allocation, then the optimal defense and attack strategy can be solved by the 

Nash equilibrium approach (Nikoofal & Zhuang, 2015). In this case, the optimal defense and 

attack strategies satisfy 

 Defender:	ܴௌሺ݁ଵ
∗, … , ݁௡∗ , ݁௕୳௦

∗ , ଵܧ
∗, … , ,∗௡ܧ ௕௨௦ܧ

∗ ሻ 

൒ ܴௌሺ݁ଵ,… , ݁௡, ݁௕௨௦, ଵܧ
∗, … , ,∗௡ܧ ௕௨௦ܧ

∗ ሻ, ∀݁ଵ,… , ݁௡, ݁௕௨௦, 

 Attacker: ܴௌ൫݁ଵ
∗, … , ݁௡∗ , ݁௕௨௦,

∗ ଵܧ
∗, … , ,∗௡ܧ ௕௨௦ܧ

∗ ൯ 

൑ ܴௌሺ݁ଵ
∗, … , ݁௡∗ , ݁௕௨௦

∗ , ,ଵܧ … , ,௡ܧ ,௕௨௦ሻܧ ,ଵܧ∀ … , ,௡ܧ  .௕௨௦ܧ

In contrast, if the attacker has full knowledge of the defensive resource allocation, then the 

contest can be modeled by a two-stage min-max game. The optimal defense strategy is  

ሺ݁ଵ
∗, … , ݁௡∗ , ݁௕௨௦

∗ ሻ ൌ arg max
௘భ,…,௘೙,௘್ೠೞ

൬ min
ாభ,…,ா೙,ா್ೠೞ

ܴௌሺ݁ଵ, … , ݁௡, ݁௕௨௦, ,ଵܧ … , ,௡ܧ  ,௕௨௦ሻ൰ܧ
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while the optimal attack strategy with ሺ݁ଵ
∗, … , ݁௡∗ , ݁௕௨௦

∗ ሻ given above is  

ሺܧଵ
∗, … , ,∗௡ܧ ௕௨௦ܧ

∗ ሻ ൌ arg min
ாభ,…,ா೙,ா್ೠೞ

ܴௌሺ݁ଵ
∗, … , ݁௡∗ , ݁௕௨௦

∗ , ,ଵܧ … , ,௡ܧ  .௕௨௦ሻܧ

From a defense point of view, it seems safe to assume that the attacker can know the defense 

strategy. In the following, we consider a special common bus system with identical components 

and investigate the optimal defense and attack strategies under a two-stage min-max game.  

4. Contest on common bus system with identical components 

4.1 System reliability modeling 

Suppose the components are identical, i.e., ܥ௜ ൌ ܥ  (capacity), ܽ௜ ൌ ܽ ௜ܣ , ൌ  ܣ

(expenses of unit defense and attack effort, respectively) and ݌௜
ூ ൌ  ூ (failure probability due݌

to internal causes) for all ݅ ൌ 1,… , ݊, and the demands for all the components are also the same, 

i.e., ܦ௜ ൌ ݅ for ܦ ൌ 1,… , ݊. Then, if the defender decides to protect some components, it 

should spend the same effort on these components. Nevertheless, the defender may choose to 

leave some components unprotected to concentrate its effort elsewhere. Similarly, the attacker 

can choose to attack a subset of the components and/or the common bus.  

As previously mentioned, the optimal strategy is achieved when the defender/attacker 

spends its entire budget in the contest. Hence, we assume that the defender spends part of its 

budget ݔ) ݎݔ ∈ ሾ0,1ሻ) on protecting the common bus and evenly distributes the remaining 

ሺ1 െ  selected components. Therefore, the defense effort on each component is ݕ among ݎሻݔ

ሺ1 െ  ܴܺ protected components. The attacker spends part of its resources ݕ ሻ for theܽݕሺ/ݎሻݔ

(ܺ ∈ ሾ0,1ሻ) on attacking the common bus and the rest ሺ1 െ ܺሻܴ on attacking the components. 

We assume the attacker does not know exactly which components are protected, and it 

randomly chooses ܻ  components to attack. Hence, the attack effort on each attacked 

component is ሺ1 െ ܺሻܴ/ሺܻܣሻ. For each component in the system, there are four possible 

situations: (i) protected and attacked; (ii) unprotected but attacked; (iii) protected but not 

attacked; (iv) unprotected and not attacked. The component destruction probabilities under the 

first two situations are ܨ൫ሺ1 െ ,ሻܽݕሺ/ݎሻݔ ሺ1 െ ܺሻܴ/ሺܻܣሻ൯	and 1 , respectively, while the 

destruction probabilities for the latter two cases are 0 and can be merged as “not attacked”. 
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Note that a component would definitely be destroyed if it is attacked but not protected. 

Hence, when the common bus is destroyed, the system can only survive if the attacked 

components are among the protected components. The system reliability attributed to this case 

is  

ܴௌ,ଶ ൌ

ە
۔

ۓ
௕ܲ௨௦ ⋅

ቀ
ݕ
ܻቁ

ቀ
݊
ܻቁ

ሺ1 െ ܲሻ௒, ܻ ൑ ,ݕ

0, ܻ ൐ ,ݕ

 (8)

where ௕ܲ௨௦ ൌ ௕௨௦݌
ூ ൅ ൫1 െ ௕௨௦݌

ூ ൯ܨሺݎݔ/ܽ௕௨௦, ௕௨௦ሻܣ/ܴܺ  and ܲ ൌ ூ݌ ൅ ሺ1 െ ൫ሺ1ܨூሻ݌ െ

,ሻܽݕሺ/ݎሻݔ ሺ1 െ ܺሻܴ/ሺܻܣሻ൯. 

If the common bus is not destroyed, then surplus performance can be transmitted to 

components suffering from performance deficiency. If ሺ݊ െ ݇ሻ  components fail and ݇ 

components survive, then the total performance surplus is ݇ሺܥ െ  ሻ and the total performanceܦ

deficiency is ሺ݊ െ ݇ሻܦ. Accounting for the limited transmission capacity of the common bus, 

the system can survive only if the following inequality holds: 

ሺ݊ െ ݇ሻܦ ൑ minሼ݇ሺܥ െ ,ሻܦ ܵሽ ⇔ ݇ ൒ max ൜݊ െ
ܵ
ܦ
,
ܦ݊
ܥ
ൠ. (9)

Let ܭ ൌ maxሼ݊ڿ െ ,ܦ/ܵ ۀሽܥ/ܦ݊ , the smallest integer greater than or equal to maxሼ݊ െ

,ܦ/ܵ  components operating simultaneously to ܭ ሽ. Then the system should have at leastܥ/ܦ݊

ensure the system’s operation. In other words, the system is a ܭ-out-of-݊ redundant system 

given that the common bus does not fail. The system reliability attributed to this case is 

ܴௌ,ଵ ൌ ሺ1 െ ௕ܲ௨௦ሻ ൈ 

෍
ቀ
݊ െ ݕ
݈ ቁ ቀ

ݕ
ܻ െ ݈ቁ

ቀ
݊
ܻቁ

෍ ቀܻ െ ݈
݉

ቁܲ௠ሺ1 െ ܲሻ௒ି௟ି௠
୫୧୬ሼ௒ି௟,௡ି௄ି௟ሽ

௠ୀ଴

୫୧୬ሼ௒,௡ି௄,௡ି௬ሽ

௟ୀ୫ୟ୶ሼ଴,௒ି௬ሽ

. 
(10)

Here, the attacker chooses ܻ components to attack, where ݈ out of ܻ may be the unprotected 

components and these components would definitely fail under attack. As there are ሺ݊ െ  ሻݕ

unprotected components, we have ݈ ൑ ݊ െ ܻ and ݕ െ ݈ ൑ ݕ ⇒ ݈ ൒ ܻ െ  Also note that if .ݕ

݈ ൐ ݊ െ ݊ there would be more than ,ܭ െ  component failures, and thus the system will be ܭ

destroyed. Therefore, ݈ ൑ ݊ െ ܻ Among the .ܭ െ ݈ protected and attacked components, ݉ 

out of them may fail with probability ቀܻ െ ݈
݉

ቁ ଵܲ
௠ሺ1 െ ଵܲሻ௒ି௟ି௠. An illustration for the case 

when the common bus does not fail is given in Fig. 2. 



 

14 
 

 

Fig. 2 Defense and attack of the system components when the common bus is operating. 

To sum up, the system reliability is 

ܴௌ ൌ ܴௌ,ଵ ൅ ܴௌ,ଶ ൌ ሺ1 െ ௕ܲ௨௦ሻ ൈ 

෍
ቀ
݊ െ ݕ
݈ ቁ ቀ

ݕ
ܻ െ ݈ቁ

ቀ
݊
ܻቁ

෍ ቀܻ െ ݈
݉

ቁܲ௠ሺ1 െ ܲሻ௒ି௟ି௠
୫୧୬ሼ௒ି௟,௡ି௄ି௟ሽ

௠ୀ଴

୫୧୬ሼ௒,௡ି௄,௡ି௬ሽ

௟ୀ୫ୟ୶ሼ଴,௒ି௬ሽ

൅ 1௒ஸ௬ ௕ܲ௨௦ ⋅
ቀ
ݕ
ܻቁ

ቀ
݊
ܻቁ

ሺ1 െ ܲሻ௒. 

(11)

4.2 Optimal defense and attack strategies 

We consider the contest between the defender and the attacker in a two-stage min-max 

game framework (Levitin & Hausken, 2010). The defender deploys its defense strategy first, 

and the attacker then follows by attacking the protected system. It is assumed that both the 

defender and the attacker have full knowledge of the contest (i.e., all the parameters of the 

system and the contest function). When the attacker moves in the second stage, it knows the 

defensive resource allocation between the common bus and the components ݔ and the number 

of protected components ݕ. Note that the attacker may not have full knowledge about ݔ and 

 in reality, but it is conservative for the defender to assume that the attacker can anticipate the ݕ

defense strategy and implement the most harmful attack (Peng, Levitin, Xie & Ng, 2011). The 

optimal defense and attack strategies are derived recursively. Specifically, the attacker seeks to 

minimize the system reliability by properly choosing ܺ  and ܻ , which depend on the 
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defender’s strategy ݔ and ݕ: 

ሺܺ∗, ܻ∗ሻ ൌ argmin
௑,௒

ܴௌሺܺ, ܻ; ,ݔ ሻ. (12)ݕ

By substituting the optimal ܺ∗ and ܻ∗ into ܴௌ, the defender can find the optimal ݔ∗ 

and ݕ∗ that minimize the maximum possible destruction from the attacker: 

ሺݔ∗, ሻ∗ݕ ൌ argmax
௫,௬

ܴௌሺܺ∗ሺݔ, ,ሻݕ ܻ∗ሺݔ, ,ሻݕ ,ݔ ሻ. (13)ݕ

In this contest, the defender should protect at least ܭ components, i.e., ݕ ൒  otherwise, the ;ܭ

attacker can always choose to attack all the ݊ components and more than ݊ െ  components ܭ

would be destroyed. Hence, the system reliability degenerates to 

ܴௌ ൌ ሺ1 െ ௕ܲ௨௦ሻ ൈ 

෍
ቀ
݊ െ ݕ
݈ ቁ ቀ

ݕ
ܻ െ ݈ቁ

ቀ
݊
ܻቁ

෍ ቀܻ െ ݈
݉

ቁܲ௠ሺ1 െ ܲሻ௒ି௟ି௠
୫୧୬ሼ௒ି௟,௡ି௄ି௟ሽ

௠ୀ଴

୫୧୬ሼ௒,௡ି௬ሽ

௟ୀ୫ୟ୶ሼ଴,௒ି௬ሽ

൅ 1௒ஸ௬ ௕ܲ௨௦ ⋅
ቀ
ݕ
ܻቁ

ቀ
݊
ܻቁ

ሺ1 െ ܲሻ௒. 

(14)

Consider an example with ݊ ൌ ܭ ,8 ൌ ܣ/ܴ ,4 ൌ ܽ/ݎ ൌ ௕௨௦ܣ ,1 ൌ ௕௨௦ܽ ,ܣ ൌ ூ݌ ,ܽ ൌ

௕௨௦݌
ூ ൌ 0. Here, the optimal number of protected components for the defender should not be 

smaller than ܭ ൌ 4. Applying the ratio contest function ܨሺ݁, ሻܧ ൌ ఒబ/൫݁ఒబܧ ൅  ఒబ൯ withܧ

଴ߣ ൌ 1, we find the optimal attack strategy ሺܻ∗, ܺ∗ሻ for different combinations of ሺݔ,  ሻ. Itݕ

shows that ܻ∗  is always 8, i.e., the attacker would attack all the components. The system 

reliability in this case is 

ܴௌ ൌ ሺ1 െ ௕ܲ௨௦ሻ ෍ ቀ
ݕ
݉ቁܲ

௠ሺ1 െ ܲሻ௬ି௠
௬ିସ

௠ୀ଴

൅ 1௬ஹ଼ ௕ܲ௨௦ሺ1 െ ܲሻ௒. 

The variation of ܺ∗  (the optimal proportion of the resources allocated to attack the 

common bus) with ݔ for different ܻ is shown in Fig. 3. For the case ݕ ൏ 8 where some 

components are left unprotected, ܺ∗ is a non-increasing function of ݔ. This indicates that the 

attacker reduces its investment in attacking the common bus when the defender increases its 

effort in protecting the common bus. As the defensive investment in protecting the components 

decreases, it becomes easier for the attacker to disable the system by destroying more than 4 

components rather than destroying the common bus. ܺ∗ is close to 1 when ݔ is small for ݕ ൌ



 

16 
 

5,6,7, i.e., the attacker spends almost all of its resources on attacking the common bus. This is 

because the attacker can destroy the whole system with negligible effort by destroying the 

unprotected components once the common bus is destroyed. When ݔ  is smaller than a 

threshold, ܺ∗  increases with ݕ  because the defensive resource is diluted on a single 

component and the attacker can destroy the same component with less effort. Therefore, it will 

move its focus to the common bus. When ݕ ൌ 8, i.e., all the components are protected, the 

optimal ܺ∗ first increases with ݔ and then decreases to zero when ݔ exceeds a threshold. 

This is because the contest becomes fair when all components are protected. When ݔ increases, 

the attacker first has to cope with the increased defensive investment of the common bus. When 

 exceeds a certain proportion (around 0.23 in this case), the attacker reduces its effort in ݔ

attacking the common bus and seeks to destroy more components instead. When ݔ  is 

sufficiently large (ݔ ൐ 0.55), the attacker gives up the contest over the common bus and focuses 

on destroying the components. 

 

Fig. 3 Optimal proportion of resources for attacking the common bus, ܺ∗, for different ݔ 

and ݕ. 

The variation of ܴௌ
∗ሺݔ,  ሻ (the minimum system reliability when the attacker takes theݕ

most harmful strategy) versus ݔ for different ݕ is given in Fig. 4. For all ݕ, ܴௌ
∗ሺݔ,  ሻ firstݕ

increases and then decreases after a peak is reached with respect to ݔ. When ݕ ൏ 8, the system 

reliability increases with ݕ in general for a fixed ݔ, indicating that the defender benefits from 

protecting more components. Note that ܴௌ
∗ሺݔ,  is ݔ when ݕ ሻ can be the same for differentݕ

relatively small. This is because the attacker spends almost all its resources on attacking the 

common bus and uses negligible effort in attacking the 8 components (referring to Fig. 3). As 
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there are unprotected components, the system would fail if the common bus fails, and the 

survival probability of the common bus determines the system reliability. Note that ܴௌ
∗ሺݔ, 8ሻ ൐

ܴௌ
∗ሺݔ, ݕ ሻ forݕ ൏ 8, indicating that protecting all 8 components is always optimal for the 

defender. In particular, the optimal defense strategy is ሺݔ∗, ሻ∗ݕ ൌ ሺ0.36, 8ሻ, where the defender 

spends 36% of its resources on protecting the common bus and the remaining 64% on protecting 

the 8 components. Corresponding to this defense strategy, the optimal attack strategy is 

ሺܺ∗, ܻ∗ሻ ൌ ሺ0.36, 8ሻ, i.e., the attacker spends 36% of its resources on attacking the common 

bus and the remaining 64% on attacking the 8 components. The system survival probability 

under this defense-attack contest is 0.32. 

 

Fig. 4 Optimal (minimum) system reliability for the attacker for different ݔ and ݕ. 

4.3 Optimal number of attacked and protected components 

When the defender chooses to protect all the components, i.e., ݕ ൌ ݊, then we can obtain 

the system reliability from Eq. (14) as 

ܴௌ ൌ ሺ1 െ ௕ܲ௨௦ሻ ෍ ቀܻ
݉
ቁ ௒ܲ

௠ሺ1 െ ௒ܲሻ௒ି௠
୫୧୬ሼ௒,௡ି௄ሽ

௠ୀ଴

൅ ௕ܲ௨௦ ⋅ ሺ1 െ ௒ܲሻ௒. (15)

Here, the subscript “ܻ ” of ௒ܲ  is to indicate that ௒ܲ  is a function of ܻ . Let ܪଵሺܻሻ ൌ

∑ ቀܻ
݉
ቁ ௒ܲ

௠ሺ1 െ ௒ܲሻ௒ି௠
୫୧୬ሼ௒,௡ି௄ሽ
௠ୀ଴ .  Then, ܪଵሺܻሻ ൌ 1  for ܻ ൏ ݊ െ ܭ . For ܻ ൒ ݊ െ ܭ , we 

have 

ଵሺܻሻܪ ൌ ෍ ቀܻ
݉
ቁ ௒ܲ

௠ሺ1 െ ௒ܲሻ௒ି௠
௡ି௄

௠ୀ଴

. 
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Therefore, 

ଵሺܻܪ ൅ 1ሻ െ  ଵሺܻሻܪ

ൌ ෍ ቀܻ ൅ 1
݉

ቁ ௒ܲାଵ
௠ ሺ1 െ ௒ܲାଵሻ௒ାଵି௠

௡ି௄

௠ୀ଴

െ ෍ ቀܻ
݉
ቁ ௒ܲ

௠ሺ1 െ ௒ܲሻ௒ି௠
௡ି௄

௠ୀ଴

 

ൌ ෍ ቀܻ
݉
ቁ ௒ܲାଵ

௠ ሺ1 െ ௒ܲାଵሻ௒ାଵି௠
௡ି௄

௠ୀ଴

൅ ෍ ቀ ܻ
݉ െ 1

ቁ ௒ܲାଵ
௠ ሺ1 െ ௒ܲାଵሻ௒ାଵି௠

௡ି௄

௠ୀଵ

െ ෍ ቀܻ
݉
ቁ ௒ܲ

௠ሺ1 െ ௒ܲሻ௒ି௠
௡ି௄

௠ୀ଴

 

ൌ ෍ ቀܻ
݉
ቁ ௒ܲାଵ

௠ ሺ1 െ ௒ܲାଵሻ௒ି௠
௡ି௄

௠ୀ଴

െ ௒ܲାଵ ቀ
ܻ

݊ െ ܭ
ቁ ௒ܲାଵ

௡ି௄ሺ1 െ ௒ܲାଵሻ௒ି௡ା௄

െ ෍ ቀܻ
݉
ቁ ௒ܲ

௠ሺ1 െ ௒ܲሻ௒ି௠
௡ି௄

௠ୀ଴

. 

As the derivative of ∑ ቀܻ
݉
ቁܲ௠ሺ1 െ ܲሻ௒ି௠௡ି௄

௠ୀ଴  with respect to ܲ is െܻ ቀܻ െ 1
݊ െ ܭ

ቁܲ௡ି௄ሺ1 െ

ܲሻ௒ି௡ା௄ିଵ, we have the following approximation according to the mean value theorem: 

ଵሺܻܪ ൅ 1ሻ െ  ଵሺܻሻܪ

ൌ െܻ ቀܻ െ 1
݊ െ ܭ

ቁ ෨ܲ௡ି௄൫1 െ ෨ܲ൯
௒ି௡ା௄ିଵ

ሺ ௒ܲାଵ െ ௒ܲሻ െ ௒ܲାଵ ቀ
ܻ

݊ െ ܭ
ቁ ௒ܲାଵ

௡ି௄ሺ1 െ ௒ܲାଵሻ௒ି௡ା௄ 

ൎ ቀ ܻ
݊ െ ܭ

ቁ ௒ܲାଵ
௡ି௄ሺ1 െ ௒ܲାଵሻ௒ି௡ା௄ିଵሾሺܻ െ ݊ ൅ ሻሺܭ ௒ܲ െ ௒ܲାଵሻ െ ሺ ௒ܲାଵ െ ௒ܲାଵ

ଶ ሻሿ, 

where ෨ܲ ∈ ሺ ௒ܲାଵ, ௒ܲሻ (note that ௒ܲାଵ ൏ ௒ܲ because of the dilution of the attack effort). In 

this case,  

௒ܲ ൌ ூ݌ ൅ ሺ1 െ ூሻ݌
൬
ሺ1 െ ܺሻܴ

ܣܻ ൰
ఒబ

൬
ሺ1 െ ܺሻܴ

ܣܻ ൰
ఒబ
൅ ൬

ሺ1 െ ݎሻݔ
݊ܽ ൰

ఒబ
ൌ ூ݌ ൅ ሺ1 െ ூሻ݌

ߩ
ߩ ൅ ܻఒబ

 

and 
ௗ௉ೊ
ௗ௒

ൌ െሺ1 െ ூሻ݌
ఘఒబ௒ഊబషభ

൫ఘା௒ഊబ൯
మ, where ߩ ൌ ቀ௡௔

ሺଵି௑ሻோ

஺ሺଵି௫ሻ௥
ቁ
ఒబ

. Therefore, 

ሺܻ െ ݊ ൅ ሻሺܭ ௒ܲ െ ௒ܲାଵሻ െ ሺ ௒ܲାଵ െ ௒ܲାଵ
ଶ ሻ 

ൌ ሺ1 െ ூሻሺܻ݌ െ ݊ ൅ ሻܭ
ఘఒబ௒෨ഊబషభ

൫ఘା௒෨ഊబ൯
మ െ ሺ1 െ ூሻ݌

ሺ௒ାଵሻഊబ

ఘାሺ௒ାଵሻഊబ
ቀ݌ூ ൅ ሺ1 െ ூሻ݌

ఘ

ఘାሺ௒ାଵሻഊబ
ቁ   

൑ ሺ1 െ ூሻሺܻ݌ െ ݊ ൅ ሻܭ
ఘఒబ௒෨ഊబషభ

൫ఘା௒෨ഊబ൯
మ െ ሺ1 െ ூሻ݌

ఘሺ௒ାଵሻഊబ

൫ఘାሺ௒ାଵሻഊబ൯
మ   

ൎ ሺ1 െ ூሻሺܻ݌ െ ݊ ൅ ሻܭ
ఘఒబሺ௒ାଵሻഊబషభ

൫ఘାሺ௒ାଵሻഊబ൯
మ െ ሺ1 െ ூሻ݌

ఘሺ௒ାଵሻഊబ

൫ఘାሺ௒ାଵሻഊబ൯
మ   
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ൌ ሺ1 െ ூሻሺܻ݌ െ ݊ ൅ ሻܭ
ఘሺ௒ାଵሻഊబషభ

൫ఘାሺ௒ାଵሻഊబ൯
మ ቂߣ଴ െ ቀ1 ൅

௡ି௄ାଵ

௒ି௡ା௄
ቁቃ, 

where ෨ܻ ∈ ሾܻ, ܻ ൅ 1ሿ. When ܻ (ܻ ൒ ݊ െ  ଴ is small (i.e., the approximationߣ is large and (ܭ

analysis holds and ߣ଴ ൏ 1 ൅
௡ି௄ାଵ

௒ି௡ା௄
), we would have ܪଵሺܻ ൅ 1ሻ ൏ ଵሺܻሻ. If ሺ1ܪ െ ௒ܲሻ௒ is 

also a decreasing function of ܻ (which is the case for ߣ଴ ൑ 1, as shown in Appendix B), then 

ܴௌ will also be a decreasing function of ܻ. In this case, the optimal ܻ∗ will be achieved at ݊. 

Conversely, when the attacker fixes the number of attacked components to ܻ ൌ ݊, we 

have  

ܴௌ ൌ ሺ1 െ ௕ܲ௨௦ሻ ෍ ቀ
ݕ
݉ቁ ௬ܲ

௠൫1 െ ௬ܲ൯
௬ି௠

௬ି௄

௠ୀ଴

൅ 1௬ஹ௡ ௕ܲ௨௦൫1 െ ௬ܲ൯
௡
. (16)

Let ܪଶሺݕሻ ൌ ∑ ቀ
ݕ
݉ቁ ௬ܲ

௠൫1 െ ௬ܲ൯
௬ି௠௬ି௄

௠ୀ଴ . Analogously, we have 

ݕଶሺܪ ൅ 1ሻ െ  ሻݕଶሺܪ

ൌ ൫ ௬ܲାଵ െ ௬ܲାଵ
ଶ ൯ ቀ

ݕ
ܭ െ 1ቁ ௬ܲାଵ

௬ି௄൫1 െ ௬ܲାଵ൯
௄ିଵ

െ ݕ ൬
ݕ െ 1
ݕ െ ൰ܭ

෠ܲ௬ି௄൫1 െ ෠ܲ൯
௄ିଵ

൫ ௬ܲାଵ െ ௬ܲ൯ 

ൎ ቀ
ݕ

ܭ െ 1ቁ ௬ܲାଵ
௬ି௄൫1 െ ௬ܲାଵ൯

௄ିଵ
ൣ൫ ௬ܲାଵ െ ௬ܲାଵ

ଶ ൯ െ ሺݕ െ ܭ ൅ 1ሻ൫ ௬ܲାଵ െ ௬ܲ൯൧, 

where ෠ܲ ∈ ൫ ௬ܲ, ௬ܲାଵ൯ (note that ௬ܲ ൏ ௬ܲାଵ because of the dilution of the defense effort). We 

can similarly derive that  

൫ ௬ܲାଵ െ ௬ܲାଵ
ଶ ൯ െ ሺݕ െ ܭ ൅ 1ሻ൫ ௬ܲାଵ െ ௬ܲ൯ 

൒ ሺ1 െ ூሻ݌
ఊሺ௬ାଵሻഊబ

൫ሺ௬ାଵሻഊబାఊ൯
మ െ ሺ1 െ ݕூሻሺ݌ െ ܭ ൅ 1ሻ

ఊఒబ௬ොഊబషభ

൫௬ොഊబାఊ൯
మ  

ൎ ሺ1 െ ூሻ݌
ఊሺ௬ାଵሻഊబ

൫ሺ௬ାଵሻഊబାఊ൯
మ െ ሺ1 െ ݕூሻሺ݌ െ ܭ ൅ 1ሻ

ఊఒబሺ௬ାଵሻഊబషభ

൫ሺ௬ାଵሻഊబାఊ൯
మ  

ൌ ሺ1 െ ݕூሻሺ݌ െ ܭ ൅ 1ሻ
ఊሺ௬ାଵሻഊబషభ

൫ሺ௬ାଵሻഊబାఊ൯
మ ቂቀ1 ൅

௄

௬ି௄ାଵ
ቁ െ  ,଴ቃߣ

where ߛ ൌ ቀ௡஺ሺଵି௫ሻ௥
௔ሺଵି௑ሻோ

ቁ
ఒబ

. When ݕ) ݕ ൒  ,.଴ is small (i.eߣ is large and the contest intensity (ܭ

the approximation analysis holds and ߣ଴ ൏ 1 ൅
௄

௬ି௄ାଵ
), we would have ܪଶሺݕሻ ൏ ݕଶሺܪ ൅ 1ሻ. 

Clearly, 1௬ஹ௡ ௕ܲ௨௦൫1 െ ௬ܲ൯
௡

 is a non-decreasing function of ݕ. This means that ܴௌ  is an 

increasing function of ݕ. Therefore, the optimal ݕ∗ in this case is ݊. 

Combining the analysis above, we infer that whenever the defender/attacker decides to 

distribute its resources evenly among all the components, an optimal choice for its competitor 

is to distribute its resources evenly among all the components as well, given that the above 
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assumptions are satisfied. Then, the system reliability is a function of ݔ and ܺ only: 

ܴௌ ൌ ܴௌሺݔ, ܺሻ ൌ ሺ1 െ ௕ܲ௨௦ሻ ෍ ቀ
݊
݉ቁܲ

௠ሺ1 െ ܲሻ௡ି௠
௡ି௄

௠ୀ଴

൅ ௕ܲ௨௦ሺ1 െ ܲሻ௡. (17)

4.4 Defense and attack under different contest functions 

The contest function ܨሺ݁,  ሻ characterizes the destruction probability attributed to theܧ

defender and the attacker. With different contest functions, the contest between the defender 

and the attacker may be distinct. This leads to different defense and attack strategies.  

In this section, we compare the exponential contest function ܨሺ݁, ሻܧ ൌ 1 െ exp ቄെ
ఒభா

௘
ቅ 

in Nikoofal and Zhuang (2015) with the ratio contest function in the defense and attack of the 

common bus system, where ߣଵ ൌ ln 2 so that ܨሺ݁, ሻܧ ൌ
ଵ

ଶ
 for ݁ ൌ  A comparison of the .ܧ

two contest functions is illustrated in Fig. 5. 

  

Fig. 5 Comparison of different contest functions. 

With the exponential contest function and the same other parameters for the system, we 

obtain the optimal attack strategy of the attacker under different defense strategies. Fig. 6 

illustrates the optimal number of components that the attacker should attack for different ݔ 

and ݕ. It shows that, except for a quite small ݔ) ݔ ൌ 0.01), it is always optimal for the attacker 

to attack all 8 components. In fact, when ݔ is 0.01, it makes negligible difference for the 

attacker to attack ܻ ൐  components, as the system would definitely be destroyed as long as ݕ

the common bus and at least one component are destroyed. Therefore, the system destruction 

probability is determined by the contest over the common bus. This is also revealed in Fig. 7, 

where the attacker spends almost all of its resources on attacking the common bus. Hence, 
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attacking all the components is always an optimal strategy for the attacker. 

 

Fig. 6 Optimal number of components to attack for the attacker for different ݔ and ݕ. 

Fig. 7 shows the optimal proportion of the resource allocated to attack the common bus, 

ܺ∗, for different ݔ and ݕ. In contrast to the ratio contest function shown in Fig. 3, there is a 

sharp drop of the optimal ܺ∗ when ݔ exceeds a certain threshold for all ݕ. For ݕ ൌ 4,5,6,7, 

ܺ∗ drops from approximately 1 to 0 when ݔ exceeds a threshold. This indicates that the 

attacker spends all its effort on destroying the common bus when the defender’s effort on the 

common bus is low, and switches to attacking the components when the defender’s effort on 

the common bus increases to a certain level. For ݕ ൌ 8, where all the components are protected, 

the attacker first increases its investment in attacking the common bus to cope with the 

increased ݔ , and then gives up attacking the common bus and focuses on attacking the 8 

components after ݔ exceeds a threshold. The different behavior of ܺ∗ with respect to ݔ can 

be explained by comparing the exponential and the ratio contest functions. From Fig. 5, it can 

be noted that the attacker finds it easier to get the upper hand if it spends more than the defender, 

and finds it easier to be defeated if it spends less than the defender under the exponential contest 

function than under the ratio contest function. Hence, it is much easier for the attacker to take 

extreme choices in the contest under the exponential contest function. This explains the sharp 

change of ܺ∗ with respect to ݔ. 
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Fig. 7 Optimal proportion of resources for attacking the common bus, ܺ∗, for different ݔ 

and ݕ. 

The system reliability when the attacker optimally chooses its attack strategy is given in 

Fig. 8. The overall trend of ܴௌ
∗ሺ	ݔ,  is similar to that under the ratio contest ݔ ሻ with respect toݕ

function, but is less gentle due to the difference between the two contest functions, as explained. 

The optimal strategy for the defender is ሺݔ∗, ሻ∗ݕ ൌ ሺ0.34,8ሻ, and the corresponding system 

reliability is 0.2875. In contrast to the ratio contest function, protecting all 8 components is not 

always optimal for the defender in this case, especially when ݔ is large. For a large ݔ, the 

defender has less resources to protect the components. Therefore, it chooses to concentrate its 

protection effort on fewer components.  

 

Fig. 8 Optimal (minimal) system reliability for the attacker for different ݔ and ݕ. 
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5. Influential factors in the contest 

This section shows the influence of different parameters on the optimal defense and attack 

strategies shown in Section 4. In particular, we focus on the impacts of the relative robustness 

of the common bus, the contest intensity and the redundancy level of the system. 

5.1 Relative robustness of the common bus and the components  

Given fixed resources, the defender can spare more resources on protecting the 

components if the common bus is robust. Conversely, the defender has to spend more resources 

on protecting the common bus if it is prone to failure. This section investigates the influence of 

the internal-cause failure probability of the component ݌, the internal-cause failure probability 

of the common bus ݌௕௨௦ and the relative expense of the unit attacking effort for the common 

bus ܣ௕௨௦/ܽ௕௨௦ on the optimal defense and attack strategies. 

Again, consider the system with ݊ ൌ ܭ ,8 ൌ ܣ/ܴ ,4 ൌ ܽ/ݎ ൌ ܣ ,1 ൌ 1, ܽ௕௨௦ ൌ ܽ , 

and with the contest function ܨሺ݁, ሻܧ ൌ ሺ݁/ܧ ൅ ܣ ሻ. Asܧ ൌ  ௕௨௦ quantifies the relativeܣ ,1

efficiency of attacking the common bus; in turn, it reflects the robustness of the common bus 

against intentional attacks. We try five different parameter settings: (i) ݌ூ ൌ ௕௨௦݌
ூ ൌ 0; (ii) 

ூ݌ ൌ ௕௨௦݌ ,0
ூ ൌ 0.25; (iii) ݌ூ ൌ ௕௨௦݌ ,0.25

ூ ൌ 0; (iv) ݌ூ ൌ ௕௨௦݌ ,0.25
ூ ൌ 0.25; and (v) ݌ூ ൌ

௕௨௦݌ ,0.5
ூ ൌ 0.25 for ܣ௕௨௦ ∈ ሺ0.1,10ሻ, and derive the corresponding ሺݕ∗, ܻ∗, ,∗ݔ ܺ∗, ܴௌ

∗ሻ. For 

all these considered parameter combinations, we obtain ݕ∗ ൌ 8 and ܻ∗ ൌ 8, which is not 

surprising when referring to the analysis in Section 4.3: it is always optimal for the defender to 

protect all the components and the attacker to attack all the components.  

The variation of ݔ∗  (the optimal proportion of the resources allocated to protect the 

common bus) with respect to ܣ௕௨௦  is illustrated in Fig. 9. With the increase of ܣ௕௨௦ , the 

defender spends less on protecting the common bus as the attacker becomes less competitive in 

the contest over the common bus. Therefore, the defender can get an upper hand with less 

resources and spend more on protecting the components. For a fixed ܣ௕௨௦, ݔ∗ decreases as 

 ூ increases, implying that the defender should spend more on protecting the components if݌

the components are more prone to failure. The impact of ݌௕௨௦
ூ  on ݔ∗ is not significant, though 
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in general ݔ∗ will decrease with respect to ݌௕௨௦
ூ . 

 

Fig. 9 Variation of the optimal ݔ∗ with respect to ܣ௕௨௦ for different ݌ூ and ݌௕௨௦
ூ . 

Fig. 10 shows the variation of ܺ∗ with respect to ܣ௕௨௦. Generally, ܺ∗ decreases with 

respect to ܣ௕௨௦, but it exhibits more significant fluctuation compared with ݔ∗, especially for 

large ܣ௕௨௦. For a larger ܣ௕௨௦, it would be less efficient for the attacker to attack the common 

bus. Hence, it can neither increase ܺ to gain an upper hand over the contest on the common 

bus, nor decrease ܺ to cope with the increased defensive effort on the components. As a result, 

it struggles to balance the gains made from attacking the common bus and the components, 

leading to an unstable ܺ∗.  

 

Fig. 10 Variation of the optimal ܺ∗ with respect to ܣ௕௨௦ for different ݌ூ and ݌௕௨௦
ூ . 

Fig. 11 shows the variation of ܴௌ
∗  with respect to ܣ௕௨௦.	The system reliability ܴௌ

∗ 

decreases monotonically with respect to ݌ூ  and ݌௕௨௦
ூ , and increases monotonically with 

respect to ܣ௕௨௦ . However, the improvement of ܴௌ
∗  becomes less significant after ܣ௕௨௦ 

exceeds a certain level. In this case, the defender can easily get the upper hand in the contest 

over the common bus, and both the defender and the attacker shift their attention to the contest 

over the components. Similar situations occur when ܣ௕௨௦  is very small, resulting in an S-

shaped ܴௌ
∗ with respect to ܣ௕௨௦. 
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Fig. 11 Variation of ܴௌ
∗ with respect to ܣ௕௨௦ for different ݌ூ and ݌௕௨௦

ூ . 

5.2 Contest intensity 

As previously mentioned, the destruction probabilities of the common bus and the 

components vary mildly for a small contest intensity, especially when the two competitors 

spend comparative resources. In contrast, when the contest intensity increases, one competitor 

may easily get the upper hand by spending slightly more resources, and the optimal defense 

and attack strategies may vary significantly. With the same parameter setting, this section 

studies the influence of the contest intensity. 

Unlike in the low contest intensity cases, the defender has to concentrate its effort on 

protecting fewer components with the increase of ߣ଴, especially when ܣ௕௨௦ is large, as shown 

in Fig. 12 (a). On one hand, the defender gains an advantage over the attacker in the contest 

over the common bus when ܣ௕௨௦  increases. Therefore, it can spare more resources on 

protecting the components. This explains the trend that ݔ∗ decreases as ܣ௕௨௦ increases. On 

the other hand, the defender would choose to protect fewer components so that it can increase 

the investment on the common bus while maintaining the survivability of the protected 

components. This explains the drop of ݕ∗ in Fig. 12 (a) and the jump of ݔ∗ in Fig. 12 (b). 

Nevertheless, the defender will not protect fewer than ܭ ൌ 4 components.  
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(a) Optimal number of protected components ݕ∗. 

 

(b) Optimal proportion of resources allocated to protect the common bus ݔ∗. 

Fig. 12 Variation of the optimal defense strategy ሺݕ∗,  ௕௨௦ for differentܣ ሻ with respect to∗ݔ

 .଴ߣ

Compared with the defense strategy, the variation of the attack strategy is more 

complicated, as shown in Fig. 13. For small ߣ଴ (ߣ଴ ൌ 1.5), the attack strategy changes mildly 

when ܣ௕௨௦ is small but fluctuates significantly when ܣ௕௨௦ becomes large. Nevertheless, both 

ܻ∗  and ܺ∗  fluctuate more significantly for ߣ଴ ൌ 1.5  compared with the case ߣ଴ ൌ 1 

(referring to the previous section). As the contest intensity increases ሺߣ଴ ൌ 2.5, 3, 5ሻ, the attack 

strategy becomes more sensitive to ܣ௕௨௦, even when ܣ௕௨௦ is small. Particularly, for a large 

 ௕௨௦ when the defender leaves some components unprotected, the attacker would either spendܣ

almost all of its resources on attacking the common bus or all its resources on attacking the 

components. Hence, the contest intensity ߣ଴ increases the sensitivity of the optimal attack 

strategy to parameter ܣ௕௨௦. 
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(a) Optimal number of components to attack ܻ∗. 

 

(b) Optimal proportion of resources allocated to attack the common bus ܺ∗. 

Fig. 13 Variation of the optimal attack strategy ሺܻ∗, ܺ∗ሻ with respect to ܣ௕௨௦ for different 

 .଴ߣ

The variation of the system reliability is shown in Fig. 14. Apparently, when the attacker 

takes the upper hand in the contest over the common bus (i.e., when ܣ௕௨௦ is small), the system 

reliability decreases as the contest intensity ߣ଴ increases. In contrast, the system reliability 

increases with the increase of ߣ଴ when the defender takes the upper hand in the contest over 

the common bus. Thus, the contest intensity ߣ଴ enlarges the advantage of competitors in the 

defense and attack contest, which is consistent with its definition. 
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Fig. 14 Variation of ܴௌ
∗ with respect to ܣ௕௨௦ for different ߣ଴	. 

5.3 System redundancy 

A significant factor that influences the system reliability is the system redundancy level. 

In the common bus system, the system has ሺ݊ െ  ሻ redundant components when the commonܭ

bus functions. This section investigates the variation of the defense and attack strategies with 

respect to. ܭ. 

Fig. 15 shows the variation of the defense strategy with respect to ܭ for different ߣ଴. For 

a small ߣ଴ (ߣ଴ ൌ 1.5), the defender chooses to protect all the components. As none of the two 

competitors can gain a significant advantage over the other by spending slightly more resources, 

protecting all components can improve the survivability of the whole system. When the contest 

intensity ߣ଴ is large, the attacker can easily gain a significant advantage over the defender by 

spending slightly more resources. Therefore, the defender has to protect fewer components to 

keep the survivability of the whole system. In any case, the proportion ݔ∗ decreases with ܭ, 

and decreases to 0 when ܭ ൌ 8 . In this case, the performance-sharing among different 

components does not work (due to the limited capacity of the common bus or the limited surplus 

performance of each component), and there is no need to protect the common bus. 
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(a) Optimal number of protected components ݕ∗. 

 

(b) Optimal proportion of resources allocated to protect the common bus ݔ∗. 

Fig. 15 Variation of the optimal defense strategy ሺݕ∗,  .଴ߣ for different ܭ ሻ with respect to∗ݔ

Fig. 16 shows the variation of the optimal attack strategy, which is more complex and 

intractable. It is useful to note that the attacker tends to spend either almost all of its resources 

or none of its resources on protecting the common bus, especially when ߣ଴  is large. This 

reveals the importance of the common bus in the contest over the whole system, and the attacker 

is quite sensitive to the system configurations. Nevertheless, when ܭ ൌ 8, the attacker would 

definitely spend all of its resources on attacking the components, as the common bus is useless 

in the system. 

Fig. 17 illustrates the variation of ܴௌ
∗ with respect to ܭ for different ߣ଴. The system 

reliability decreases with ߣ଴ for fixed ܭ, implying that the defender is at a disadvantage in 

the contest (referring to the discussion in the preceding section that ߣ଴ enlarges the advantage). 

Moreover, ܴௌ
∗ decreases more rapidly with ܭ for large ߣ଴. This reveals the importance of 

redundancy and the common bus in the system, especially in a fierce contest with large ߣ଴. 
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(a) Optimal number of components to attack ܻ∗. 

 

(b) Optimal proportion of resources allocated to attack the common bus ܺ∗. 

Fig. 16 Variation of the optimal attack strategy ሺݕ∗,  .଴ߣ for different ܭ ሻ with respect to∗ݔ

 

Fig. 17 Variation of ܴௌ
∗ with respect to ܭ for different ߣ଴. 

6. Conclusions 
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systems. This paper focused on the defense and attack of the common bus performance-sharing 

system under intentional attacks. We investigated the optimal defense and attack strategies in a 

two-stage min-max game framework. 

We first constructed the framework to allow us to study the optimal defense and attack 

strategies of general common bus systems. We then focused on a special common bus system 

with identical components. The optimal number of components to protect/attack was analyzed 

under mild assumptions, and it is optimal for the defender/attacker to protect/attack all the 

components when its competitor distributes its resources evenly among all the components. We 

revealed the impact of different contest functions on the optimal defense and attack strategies. 

The influences of the relative robustness of the common bus, the contest intensity, and the 

system redundancy level on the optimal defense and attack strategies were investigated. It was 

shown that the defender would spend less on the common bus when the common bus is robust 

or the redundancy is low for a small contest intensity. However, when the contest intensity 

increases, both the optimal defense and attack strategies become more sensitive to the change 

of the system parameters. 

In this paper, it is assumed that the attacker knows the defender’s resource allocation. In 

future research, it would be interesting to study the defense of common bus systems under other 

assumptions, such as where neither the attacker nor the defender knows its competitor’s strategy. 

Another direction for future research would be to extend this research to the case where the 

performance sharing is possible only among a part of the components, instead of all of them. 
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Appendix A 

ܴଵ in Eq. (4) and (5) can be rewritten as  

ܴଵ ൌ ௜ܲିܩ௜,ଵ ൅ ሺ1 െ ௜ܲሻିܪ௜ ൌ ௜ܲ൫ିܩ௜,ଵ െ ௜൯ିܪ ൅ ௜ିܪ ൌ ௜ܲିܩ௜ ൅  ,௜ିܪ

where ିܩ௜,ଵ  is the conditional system reliability given that component ݅  fails and the 

common bus is operating, ିܪ௜ is the conditional system reliability given that both ݅ and the 

common bus are operating, and ିܩ௜ ൌ ௜,ଵିܩ െ ௜,ଵିܩ ,௜. Obviouslyିܪ ൏ ௜ିܩ ௜ andିܪ ൏ 0. 

Therefore, the system reliability in Eq. (5) can be rewritten as 

ܴௌ ൌ ሺ1 െ ௜ܲሻ ௕ܲ௨௦ ෑ ൫1 െ ௝ܲ൯

௡

௝ୀଵ,௝ஷ௜

൅ ሺ1 െ ௕ܲ௨௦ሻሺ ௜ܲିܩ௜ ൅  ௜ሻିܪ

ൌ ௕ܲ௨௦ ෑ ൫1 െ ௝ܲ൯

௡

௝ୀଵ,௝ஷ௜

൅ ሺ1 െ ௕ܲ௨௦ሻିܪ௜ ൅ ௜ܲ ൮ሺ1 െ ௕ܲ௨௦ሻିܩ௜ െ ௕ܲ௨௦ ෑ ൫1 െ ௝ܲ൯

௡

௝ୀଵ,௝ஷ௜

൲, 

where ሺ1 െ ௕ܲ௨௦ሻିܩ௜ െ ௕ܲ௨௦ ∏ ൫1 െ ௝ܲ൯
௡
௝ୀଵ,௝ஷ௜ ൏ 0. As ௜ܲ is a non-increasing function of ݁ 

and a non-decreasing function of ܧ , it can be easily verified that ܴௌ  is a non-decreasing 

function of ݁௜, ݅ ൌ 1,… , ݊, and a non-increasing function of ܧ௜, ݅ ൌ 1,… , ݊. In addition, if the 

contest function ܨሺ݁,  then ܴௌ is also convex ,ܧ ሻ is convex about ݁ and concave aboutܧ

about ݁௜ and concave about ܧ௜. The same result can be derived for ݁௕௨௦ and ܧ௕௨௦. Therefore, 

the problems in Eq. (6) and (7) are of a convex nature. It should be mentioned that ܨሺ݁, ሻܧ ൌ

ఒబܧఒబ/ሺܧ ൅ ݁ఒబሻ is convex about ݁ and concave about ܧ for ߣ଴ ൑ 1. 

Appendix B 

Consider ݄ሺܻሻ ≜ lnሾሺ1 െ ௒ܲሻ௒ሿ ൌ ܻ൫lnሺ1 െ ூሻ݌ െ ln൫ିܻߩఒబ ൅ 1൯൯, we have 

ௗ௛ሺ௒ሻ

ௗ௒
ൌ lnሺ1 െ ூሻ݌ െ ln൫ିܻߩఒబ ൅ 1൯ ൅

ఒబఘ௒షഊబ

ఘ௒షഊబାଵ
, 

and  

ௗమ௛ሺ௒ሻ

ௗ௒మ
ൌ

ఒబఘ௒షഊబషభ

൫ఘ௒షഊబାଵ൯
మ ൫ିܻߩఒబ ൅ 1 െ  .଴൯ߣ

Clearly, 
ௗమ௛ሺ௒ሻ

ௗ௒మ
൐ 0, ∀ܻ ൐ 0  for ߣ଴ ൑ 1 , and 

ௗ௛ሺ௒ሻ

ௗ௒
→ lnሺ1 െ ூሻ݌ ൏ 0  as ܻ → ൅∞ . 
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Therefore, 
ௗ௛ሺ௒ሻ

ௗ௒
൏ 0, ∀ܻ ൐ 0 and both ݄ሺܻሻ and ሺ1 െ ௒ܲሻ௒ are decreasing with respect to 

ܻ for ߣ଴ ൑ 1. 
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