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Abstract

We introduce a fluid-structure interaction (FSI) framework for the resolution of two-phase fluid flow problems and isothermal non-linear elastic bodies. The discretisation of both the fluid and solid governing equations relies exclusively on the finite volume method. A strong coupling partitioned approach is implemented to ensure the two-way coupling of information between the fluid and solid regions defined in the simulation. Moreover, this FSI framework is integrated on top of a multi-region coupling procedure developed in companion papers [Martínnez-Ferrer et al. (2016, 2018)], which has been successfully applied in numerical wave tanks (NWTs), and shown to work transparently with standard domain decomposition techniques used in parallel simulations. Therefore, this retained approach results in a high performance computing strategy to carry out accurate and efficient FSI simulations of wave impacts against structures characteristic of ocean and coastal engineering problems.

We conduct a series of test cases to verify the implementation of this FSI framework and its parallel performance for an increasing number of CPU cores. These benchmarks include the dynamic and static responses of cantilever and clamped beams under various loads, a lid-driven flow in an elastic cavity, the water entry of an elastic wedge and, finally, a water dam impact on an elastic plate. The results obtained in this work agree well with analytical solutions, laboratory measurements as well as other numerical simulations reported in the literature.
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1. Introduction

The interaction between two-phase fluid flows, e.g. waves, and structures is a complex problem that is gaining attention from the academic and industrial sectors due to its importance in offshore renewables worldwide [1] [2]. The harsh operating conditions, e.g. corrosion from exposure to seawater, high wind and wave loads, etc. to which these new energy systems are exposed can have a dramatic impact on both their survivability and long-term reliability. This is extremely important for offshore devices whose remote location requires helicopters and boats to carry out maintenance or even full replacement after stormy weather. Therefore, such systems must be designed more robustly in order to reduce their associated high maintenance costs. For this purpose, analysis and modelling tools can help by improving the performance and reliability of these devices so they can effectively contribute to the world energy production.

As the seas are often a hostile environment, the ability to model and predict waves loads is crucial for energy systems and compliant structures in ocean and offshore engineering such as catenary-moored floating vessels, articulated columns, guyed towers, tension leg platforms, etc. On the one hand, numerous experiments [3] [4] and simulations [5] [6] of waves impacting against rigid structures have already demonstrated that air pockets trapped in water bodies can be subject to expansion and compression by the surrounding liquid. As a result, such impacts can yield stronger peak pressures on the structure followed by pressure oscillations above and below atmospheric pressure. Although the aforementioned works do not take into account hydroelasticity effects, i.e. the structure is considered a solid rigid body, they offer valuable insight into how such pulsating loads can contribute to accelerating the ageing of offshore structures or even damage them permanently. On the other hand, hydroelastic effects produced by the impact of water bodies on simple geometries, e.g. wedges and plates, have been studied in the literature [7] [8] to determine their dynamic structural response. A recent experiment [9] carried out in both fully rigid and elastic sloshing wave tanks has found three different hydroelastic regimes during slamming. The first regime corresponds to a quasi-static deformation of the beam and the third regime is characterised by a free-vibration of the beam. During the second regime, a strong and fully coupled hydroelastic behaviour produces a rapid pressure increase that originates the maximum strain. As a consequence of the structural reaction and bending inwards, the hydrodynamic load further increases in comparison to the fully rigid experiment, which can compromise the integrity of the structure if a certain strain threshold is exceeded. The same authors found similar results using simplified theoretical models and numerical simulations [9]. Therefore, it seems that the solid rigid assumption is not always appropriate for the accurate modelling of waves interacting with structures and thus more complex flexible fluid-structure interaction models should be employed.
From a numerical modelling point of view, the interaction between a flexible structure and its surrounding environment, e.g. waves and wind, can be decomposed into two main parts: (i) the modelling of the fluid medium with the aid of computational fluid dynamics (CFD) and (ii) the analysis of the structural response to its environment with the aid of computational structural mechanics (CSM). There is a wide variety of CFD methods for the resolution of free-surface flows. The finite volume method (FVM) remains the most popular, see for instance references [10, 11], although numerous examples can be found in the literature using the boundary element method (BEM) [8] or the smoothed particle hydrodynamics (SPH) method [12, 13] to mention but a few. For the resolution of CSM problems, the finite element method (FEM) is widely established in both academia and industry [14, 15]. To a much smaller extent, one can also find works that have demonstrated the capacity of the FVM to solve structural problems with large deformations [16, 17].

FSI simulations do require the coupling of CFD and CSM tools [18] and are commonly employed in ocean engineering problems [19]. FSI is part of a wide range of multi-physics problems involving different physical phenomena [20] such as fluid dynamics, solid mechanics, thermodynamics, radiation, magnetism, etc. Multi-physics simulations are rather complex and depend on the physical laws as well as the relevant time and spatial scales and therefore represent a challenging area for future research [21]. In the particular case of FSI simulations, there are several strategies for the coupling of CFD and CSM tools: some of them rely exclusively on the FEM [22, 23] or the FVM [24, 25] for both the resolution of the fluid and solid equations. However, the most popular methodology, and the one that has been widely adopted by the industry, consists of combining CFD software (typically based on the FVM) and CSM software (relying on the FEM) with a third-party multi-physics coupling manager [26, 27, 28] that often controls the data exchange between them through the computer file system (I/O level operations). Nevertheless, with the increasing demand on heterogeneous and high performance computing (HPC), most of these FSI strategies are no longer competitive due to their lack of support for parallel computing. For this reason, having the fluid and solid solvers integrated in the same executable code and using a parallel programming model yields efficient FSI simulations [29]. An efficient implementation for FSI can also be achieved via multi-region coupling [30, 31], which also offers the advantage of being completely transparent to parallel algorithms. Multi-region coupling applied to numerical wave tanks has demonstrated its potential to exploit HPC platforms when simulating large-scale ocean and naval engineering problems [30].

The main objective of the present work is to develop a versatile and efficient FSI method integrated on the multi-region NWT framework “wsiFoam” [30] that relies exclusively on the FVM through the open-source library OpenFOAM [32]. The present FSI framework can therefore take advantage of HPC and,
because it integrates the fluid and solid solvers as well as their coupling in one single executable file similarly to [29], it is a competitive and very efficient numerical tool for the study of typical wave-structure engineering problems often found in real-world engineering problems or in laboratory experiments. The remainder of this article is structured as follows. Section 2 describes the numerical procedures, i.e. the fluid dynamics and solid mechanics solvers as well as their coupling strategy. Section 3 presents different case studies and discusses the numerical results obtained. Finally, Section 4 is dedicated to conclusions and future work.

2. Numerical implementation

We implement our numerical procedures on top of the well-established CFD library OpenFOAM [32] relying on the FVM. This library is very popular among researchers and also industry and, because it is open-source, one can freely modify and improve it.

We integrate the fluid and solid mechanics solvers and the FSI coupling algorithm within our novel multi-region framework wsiFoam presented in the companion articles [30] and [31]. In [30] wsiFoam was presented as a multi-region framework to couple incompressible and compressible two-phase flow solvers. Such a virtual wave-structure interaction (WSI) simulation environment allows coupling of an arbitrary number of incompressible and compressible two-phase fluid solvers in specific regions of a NWT in order to study aeration and compressibility effects characteristic of water-air mixtures. In [31] wsiFoam was further developed to deal with dynamic meshes in order to replicate physical moving paddles such as those commonly employed in experimental wave tanks. In that work it was proven that, by replicating the actual movement of physical paddles, (i) the generated waves were overall more accurate compared to other wave generation methods based on non-physical wave makers and (ii) the computational efficiency was similar, and in some cases even better, in comparison to the aforementioned methods thanks to the multi-region approach.

2.1. Fluid solver

For the sake of conciseness only the incompressible fluid solver of reference [30] is described here. This choice is also justified because compressibility effects are not important in the case studies presented in Section 3. This incompressible two-phase fluid solver is a modified version of the OpenFOAM solver “interFoam” [10] widely employed in naval and ocean engineering applications [33, 34]. The two-phase flow mixture, composed of homogeneous air and water phases in mechanical equilibrium, is described by the means of the volume of fluid (VOF) method and an interface-capturing scheme that keeps a sharp free surface between the phases.
The mass balance equation of the incompressible ($\nabla \cdot \mathbf{U} = 0$) two-phase flow mixture can be reduced to the mass balance equation of the water volume fraction $\alpha$ (ratio of water volume to mesh cell volume):

$$\frac{\partial \alpha}{\partial t} + \nabla \cdot \mathbf{U} \alpha + \nabla \cdot \mathbf{U}_c \alpha (1 - \alpha) = 0,$$  \hspace{1cm} (1)

where $\mathbf{U}$ is the mixture velocity vector and $\mathbf{U}_c = \min[\mathbf{U}, \max(\mathbf{U})]$. The density of the fluid mixture is given by $\rho = \alpha \rho_w + (1 - \alpha) \rho_a$ with constant partial densities $\rho_a = 1.226 \text{ kg}/\text{m}^3$ and $\rho_w = 999 \text{ kg}/\text{m}^3$ for the air and water phases, respectively. The last term in eq. (1) is an artificial compression parameter that sharpens the water-air interface and guarantees bounded values of $\alpha \in [0, 1]$ by using the MULES procedure [10, 35].

The momentum equation of the homogeneous fluid mixture is

$$\frac{\partial \rho \mathbf{U}}{\partial t} + \nabla \cdot (\rho \mathbf{U} \mathbf{U}) = \nabla \cdot (\mu \nabla \mathbf{U}) + \sigma \kappa \nabla \alpha - \mathbf{g} \cdot \mathbf{x} \nabla \rho - \nabla p_d,$$  \hspace{1cm} (2)

where $\sigma = 0.07 \text{ kg}/\text{s}^2$ refers to the surface tension coefficient and $\kappa = \nabla \cdot (\nabla \alpha / |\nabla \alpha|)$ represents the curvature of the interface between the phases. The mixture viscosity is given by $\mu = \alpha \mu_w + (1 - \alpha) \mu_a$ with constant partial viscosities $\mu_a = 1.47 \cdot 10^{-5} \text{ kg}/\text{ms}$ and $\mu_w = 1.11 \cdot 10^{-6} \text{ kg}/\text{ms}$. Finally, the dynamic pressure is derived from $p_d = p - \rho \mathbf{g} \cdot \mathbf{x}$ where $|\mathbf{g}| = 9.81 \text{ m}/\text{s}^2$ and $\mathbf{x}$ are the gravity and position vectors, respectively.

The governing equations (1)–(2) are linearised and then integrated over each control volume every time step to update the values of $\alpha$ and $\mathbf{U}$, respectively, and an additional pressure-corrector equation is solved for $p_d$ [10]. This solution procedure relies on the segregated projection algorithm PIMPLE [36], derived from the PISO procedure [37], which uses equation under-relaxation to guarantee solution convergence at each time step.

\footnote{http://www.mhtl.uwaterloo.ca/old/onlinetools/airprop/airprop.html}
2.2. Solid solver

The governing equation of an isothermal, non-linear elastic body can be expressed as

\[
\frac{\partial^2 \rho_s \mathbf{u}}{\partial t^2} = \nabla \cdot \mathbf{\sigma} + \nabla \cdot \left[ 2\mu_s \varepsilon + \lambda_s \text{tr}(\varepsilon) \mathbf{I} \right]
\]

where \( \mathbf{\sigma} = 2\mu_s \varepsilon + \lambda_s \text{tr}(\varepsilon) \mathbf{I} \) is the second Piola-Kirchhoff stress tensor, \( \varepsilon = \frac{1}{2} \left[ \nabla \mathbf{u} + (\nabla \mathbf{u})^T + \nabla \mathbf{u} \cdot (\nabla \mathbf{u})^T \right] \) is the Green-Lagrangian strain tensor and \( \mathbf{I} \) is the unit tensor. The Lamé coefficients given by \( \mu_s = \frac{E}{2(1+\nu_s)} \) and \( \lambda_s = \frac{\nu_s E}{(1+\nu_s)(1-2\nu_s)} \) are function of the Young’s modulus \( E \) and Poisson’s ratio \( \nu_s \). Finally, \( \rho_s \) is the solid density and \( \mathbf{u} \) the unknown solid displacement vector.

The FVM transforms Eq. (3) into a system of linear algebraic equations of the form \( [A] \cdot \mathbf{u} = \mathbf{b} \) for all the mesh cells. Coupling (II) and non-linear (III–V) terms of Eq. (3) form the vector \( \mathbf{b} \) whilst the left hand side of Eq. (3) together with the Laplacian term (I) constitute the coefficient matrix \( [A] \). This particular arrangement, where (I) is discretised implicitly and (II–V) are discretised explicitly, guarantees an equal coefficient matrix and improves the efficiency of the solution procedure [16]. Furthermore, because the right hand side of Eq. (3) depends on the unknown solid displacement vector \( \mathbf{u} \), this equation needs to be solved iteratively, e.g. in a prediction-correction manner: \( [A] \) and \( \mathbf{b} \) get updated with the value of \( \mathbf{u} \) obtained from the previous iteration, which are then used to solve the system again. This process is repeated until a prescribed convergence value for \( \mathbf{u} \) is reached.

The procedure described above is partially based on the one proposed in reference [25]. However, while we solve for the solid displacement \( \mathbf{u} \) using the total Lagrangian formulation, the authors of [25] solved for the solid displacement increment \( \delta \mathbf{u} \) using the updated Lagrangian formulation. Therefore, all the solid variables present in this work are referred to the original configuration of the system, i.e. \( t = 0 \) s. The updated Lagrangian formulation, widely adopted by the vast majority of FEM structural solvers, needs to recompute solid variables and rotate the Cauchy incremental stresses every time step as the reference configuration changes over time. This results in significantly more calculations and, as a consequence, lower
computational efficiency compared to the total Lagrangian formulation (see Section 3.1).

2.3. FSI coupling procedure

A strong coupling, partitioned, approach is retained for the FSI simulations carried out in this work. On the one hand, with the partitioned approach one needs to define independent fluid and solid mesh regions in which to solve Eqs. (1)–(2) and (3), respectively. Although this strategy usually leads to lower convergence properties compared to the unified, monolithic approach, it is relatively easier to implement and avoids forming ill-conditioned coefficient matrices that can potentially lead to numerical instabilities [38]. On the other hand, in the partitioned approach kinematic and dynamic conditions need to be explicitly enforced at the fluid-solid interface thus requiring a strong coupling over the fluid and solid solvers to ensure best convergent results [13].

Algorithm 1: FSI coupling procedure.

begin time integration

while \(|u_f - u| > \epsilon\) do

relax fluid interface displacement \(u_f = f(u, \omega_i)\);
move fluid internal mesh;
solve fluid equations (1)–(2) and \(p_d\);
update solid boundary conditions;
solve solid equation (3);
end

update the simulation time;
end

Algorithm 1 details the current FSI coupling procedure. The strong coupling approach imposes convergence of the fluid and solid displacements at their common interface. In order to speed up this iterative procedure, Aitken’s method [39] is employed to relax the fluid interface displacement \(u_f\) as a function of the solid displacement \(u\). This method provides faster convergence rates because it uses an adaptive relaxation factor \(\omega_i\) at each iteration \(i\). Automated mesh motion [40, 41] is achieved by solving a Laplace equation to update the fluid internal mesh points using the values of \(u_f\) as boundary conditions. Finally, the fluid equations (1)–(2) and \(p_d\) are solved in the new fluid mesh and pressure and viscous forces transferred to the structural solver, which uses them as boundary conditions to update the solid displacement \(u\) via Eq. (3). This process results in a two-way FSI coupling where information is exchanged in both directions and which is repeated until the desired convergence criteria is fulfilled.

In cases where the solid strain is small enough such that the geometry of the original computational domain is not altered significantly, Algorithm 1 can be simplified such that the fluid mesh remains completely
static. In this configuration, pressure and viscous forces are still transferred from the fluid mesh to the solid mesh. However, the internal mesh points of the fluid computational domain no longer need to be recalculated. This results in the coupling information going in only one direction, i.e. fluid to solid, and consequently the outer iterative loop of Algorithm 1 is no longer necessary, reducing computational resources significantly. Herein, we refer to this procedure as one-way FSI coupling.

Pressure and viscous forces are transferred from the fluid mesh to the solid mesh through boundary conditions [30]. For a given traction force \( \tau = \sigma \cdot n \), where \( n \) is the surface normal to the solid boundary, such a boundary condition can be written as

\[
\nabla u \cdot n = \frac{\tau - [(II) + (III) + (IV) + (V)] \cdot n}{2\mu_s + \lambda_s}.
\]

(4)

The expression above is obtained from Eq. (3) by isolating the implicit term (I). Eq. (4) can be interpreted as a displacement gradient boundary, i.e. Neumann-type boundary condition, that can be solved for a prescribed traction force \( \tau \). The particular case in which \( \tau = 0 \) is often referred to as traction free. In the case of FSI simulations, the traction force is a time-dependent function of the fluid viscous force and pressure \( \tau = \mu \nabla U \cdot n - pn \).

As previously mentioned, the fluid and solid solvers and the FSI coupling procedure are integrated in the multi-region framework wsiFoam [30], i.e. one single executable binary, which permits simulations of multi-region problems using an arbitrary number of fluid and solid solvers working together, and simultaneously, in different computational mesh regions. The type of solvers and the number of regions is decided by the user and usually depends on the degree of physics required or the size of the problem. For the sake of conciseness, the case studies presented herein are limited to one fluid region and one solid region.

3. Results and discussions

Unless otherwise stated, the following finite-volume discretisation schemes are used for the simulations carried out in this work: second-order linear spatial interpolation of flow and solid variables, second-order discretisation of spatial derivatives and second-order backward discretisation of time derivatives. Moreover, the two-way FSI coupling strategy is the default choice and a convergence criteria of \( 10^{-7} \) (which is a standard value in OpenFOAM) is fixed for all the iterative procedures. Finally, all the simulations and scalability tests presented below are executed on a Intel Core i7-6700 CPU with 4 physical cores (hyper-threading disabled).
3.1. Deformation of cantilever and clamped beams

The first benchmark used to validate our numerical tool consists of a cantilever beam under load, which is a classic structural problem that has been extensively studied analytically, experimentally and numerically. We are interested in both the dynamic response of the beam under a certain load as well as its static equilibrium shape.

This benchmark is based on the previous work of [25] where a cantilever beam of dimensions $0.2 \times 0.2 \times 2$ m$^3$, see Fig. 1, is subject to a sudden traction force applied at its top surface. The properties of the beam are as follows: density is $\rho_s = 1000$ kg/m$^3$, Young’s modulus $E = 1.53 \times 10^7$ Pa, Poisson’s ratio $\nu_s = 0.3$, length $L = 2$ m, cross-section area $A = 0.04$ m$^2$ and the area moment of inertia about its neutral axis $I = 1.33 \times 10^{-4}$ m$^4$. The side walls of the beam share a traction free boundary condition and the bottom remains constrained with zero displacement. The top boundary has a parametric non-dimensional traction force $\phi = |\tau|AL^2/EI$ (with $\tau = |\tau|\vec{i}$ the surface traction vector measured in Pascal units). Henceforth two computational domains discretised with $6 \times 60 \times 1$ and $10 \times 100 \times 1$ mesh cells, respectively, are considered and a fixed time step of $2 \times 10^{-3}$ s is chosen to carry out the simulations.

The transient response of the cantilever beam’s tip displacement to different instantaneous traction forces applied at its top surface is illustrated in Fig. 2. The result is an oscillating movement of the tip around its static equilibrium, whose amplitude is close to the corresponding static displacement (see Table 1) and whose frequency is slightly smaller than the beam’s first natural frequency of 1 Hz and increases with the
vibration amplitude. It is worth noting that, when the first-order implicit Euler scheme is used for time discretisation, the amplitude is damped significantly over time due to excessive numerical diffusion, whilst it remains almost constant when the second-order backward scheme is employed, in agreement with Tukovic & Jasak [25] albeit with a slight phase difference. Therefore, transient simulations based on this FVM based solver do require at least a second-order time discretisation scheme for accurate numerical prediction, whilst steady simulations can be carried out with first-order (or higher) accurate temporal schemes.

Moving on to the equivalent steady problem, Fig. 1 shows the cantilever beam’s final deformation under various loads and Table 1 presents the numerical error and order of convergence corresponding to the beam’s tip displacement. Such static equilibrium is easily achieved by adding a damping term of the form $\rho K \partial^2 u / \partial t$ with $K = 10 \text{s}^{-1}$ to Eq. (3), which efficiently speeds the transient solution towards a steady state. Our results are compared against a reference, semi-analytical solution $d_{ref}$ obtained in reference [42], and against the analytical Euler-Bernoulli (E-B) beam theory solution, which reduces to $d_{E-B} = 2\phi/3$ for this particular problem. As expected, the error of the Euler-Bernoulli solution increases for large deformations, i.e. moderate to large values of the non-dimensional traction force (see Fig. 1), and thus its applicability is

### Table 1: Deformation of a cantilever beam: error ($\varepsilon$) and order of convergence ($s$) of the beam’s tip displacement under various loads ($\phi$). The tip displacement ($d$) is expressed in SI units.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$d_{ref}$</th>
<th>$d_{E-B}$</th>
<th>$\varepsilon_{E-B}$</th>
<th>$d_{6 \times 60}$</th>
<th>$\varepsilon_{6 \times 60}$</th>
<th>$d_{10 \times 100}$</th>
<th>$\varepsilon_{10 \times 100}$</th>
<th>$s_{9 \rightarrow 10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.1327</td>
<td>0.1333</td>
<td>0.46%</td>
<td>0.1391</td>
<td>4.81%</td>
<td>0.1289</td>
<td>2.89%</td>
<td>0.9936</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2620</td>
<td>0.2667</td>
<td>1.80%</td>
<td>0.2743</td>
<td>4.69%</td>
<td>0.2546</td>
<td>2.81%</td>
<td>1.0039</td>
</tr>
<tr>
<td>0.8</td>
<td>0.4989</td>
<td>0.4989</td>
<td>6.90%</td>
<td>0.5205</td>
<td>4.34%</td>
<td>0.4864</td>
<td>2.50%</td>
<td>1.0792</td>
</tr>
<tr>
<td>1.6</td>
<td>0.8588</td>
<td>1.0667</td>
<td>24.2%</td>
<td>0.8894</td>
<td>3.56%</td>
<td>0.8447</td>
<td>1.65%</td>
<td>1.5046</td>
</tr>
</tbody>
</table>
Table 2: Deformation of a cantilever beam: averaged computation times and speed up obtained with updated (UL) and total Lagrangian (TL) formulations.

<table>
<thead>
<tr>
<th>Case</th>
<th>UL (s)</th>
<th>TL (s)</th>
<th>Speed up (–)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transient</td>
<td>752</td>
<td>542</td>
<td>1.39</td>
</tr>
<tr>
<td>Steady</td>
<td>433</td>
<td>56</td>
<td>7.73</td>
</tr>
</tbody>
</table>

Table 3: Deformation of a clamped beam: error ($E$) and order of convergence ($s$) of the beam’s centre of gravity displacement under various loads ($\phi$). The tip displacement ($d$) is expressed in SI units.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$d_{E-B}$</th>
<th>$d_{10\times100}$</th>
<th>$E_{10\times100}$</th>
<th>$d_{16\times160}$</th>
<th>$E_{16\times160}$</th>
<th>$d_{22\times220}$</th>
<th>$E_{22\times220}$</th>
<th>$s_{10 \rightarrow 16}$</th>
<th>$s_{10 \rightarrow 22}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.00052</td>
<td>0.00057</td>
<td>8.63%</td>
<td>0.00055</td>
<td>5.24%</td>
<td>0.00054</td>
<td>4.09%</td>
<td>1.1838</td>
<td>1.0847</td>
</tr>
<tr>
<td>0.05</td>
<td>0.00260</td>
<td>0.00283</td>
<td>8.65%</td>
<td>0.00274</td>
<td>5.25%</td>
<td>0.00271</td>
<td>4.10%</td>
<td>1.1829</td>
<td>1.0836</td>
</tr>
<tr>
<td>0.10</td>
<td>0.00521</td>
<td>0.00566</td>
<td>8.63%</td>
<td>0.00548</td>
<td>5.23%</td>
<td>0.00542</td>
<td>4.08%</td>
<td>1.1846</td>
<td>1.0856</td>
</tr>
<tr>
<td>0.20</td>
<td>0.01042</td>
<td>0.01130</td>
<td>8.48%</td>
<td>0.01095</td>
<td>5.10%</td>
<td>0.01083</td>
<td>3.96%</td>
<td>1.1982</td>
<td>1.1005</td>
</tr>
<tr>
<td>0.40</td>
<td>0.02083</td>
<td>0.02245</td>
<td>7.78%</td>
<td>0.02177</td>
<td>4.48%</td>
<td>0.02153</td>
<td>3.36%</td>
<td>1.2724</td>
<td>1.1826</td>
</tr>
</tbody>
</table>

limited to $\phi \lesssim 4$. In all the configurations, the error $E$ of our numerical solutions remain below 5% and the order of convergence, given by $s_{6 \rightarrow 10} = -\log |E_{6 \times 60}/E_{10 \times 100}|/\log(6/10)$, is smaller than 2, which is consistent with the second-order discretisation schemes used for both spatial derivatives and spatial interpolations.

Table 2 reports the averaged computation times for the dynamic and static cases discussed above. Two formulations have been taken into consideration: total Lagrangian (TL, whose results are detailed above) and updated Lagrangian (UL, described in [25] and whose results are not presented here for the sake of conciseness). Using one single core, the TL configuration is almost 8 times faster than the UL counterpart for the steady problem and almost 40% faster for the transient case. As already mentioned, the total Lagrangian formulation has the advantage of requiring less calculations, which results in higher computational efficiency in this particular case.

Finally, we repeat the last numerical experiment on a clamped beam, which requires a slight readjustment of boundary conditions. In this new setup, the beam’s bottom and top surfaces remain constrained to zero displacement, the right side wall remains traction free whilst the left side wall has the same non-dimensional traction force $\phi$ uniformly distributed along its surface. The rest of the parameters used in the simulation remain identical to the cantilever case. Our numerical results corresponding to the displacement of the beam’s centre of gravity are presented in Table 3. The analytical Euler-Bernoulli beam theory solution for this particular problem becomes $d_{E-B} = 2\phi/3840$ (about three orders of magnitude smaller than the cantilever solution) and is taken as the reference solution. Similarly to what is observed in the previous case, the numerical error increases for smaller displacement values and, in this particular case, it remains above 5% for a mesh composed of $10 \times 100$ cells and above 15% for the coarsest mesh with $6 \times 60$ cells (not shown.
in Table 3. This benchmark indicates that finer meshes are therefore needed to capture smaller values of the solid displacement field. The orders of convergence, either $s_{10 \to 16}$ or $s_{10 \to 22}$, remain above unity, which is consistent with the spatial discretisation schemes employed. Finally, the averaged computation times associated with the four computational domains considered here, i.e. from $6 \times 60$ to $22 \times 220$ cells, were 18 s, 33 s, 78 s and 168 s, respectively.

3.2. Lid-driven flow in an elastic cavity

This problem has become a standard benchmark to validate numerical codes for fluid-structure interaction problems. It is also based on the classic benchmark “lid-driven cavity flow” that has been extensively used in the literature to validate fluid solvers. In this work, the problem setup is directly taken from reference [43] and consists of a square computational domain of 1 m side length, see Fig. 3(a). Contrarily to the classic lid-driven cavity flow benchmark, here the rigid bottom wall of the cavity is replaced by a flexible membrane with a thickness of 2 mm as depicted in Fig. 3(b). When an oscillating velocity is imposed at the top boundary, the recirculation of the fluid flow inside the cavity yields to the motion of the membrane.

It is worth mentioning that this benchmark deals with a single-phase fluid flow and hence we need to specify $\alpha = 1$ everywhere in the computational domain, i.e. no free-surface, and thus the fluid properties become $\rho_w = \rho = 1 \text{ kg/m}^3$ and $\mu_w = \mu = 0.01 \text{ kg/ms}$. The density of the elastic membrane is 500 kg/m$^3$, its Young’s modulus 250 Pa and the Poisson’s ratio is equal to zero. An oscillating horizontal velocity of the form $u = 1 - \cos(2\pi t/T) \text{ m/s}$ with $T = 5 \text{ s}$ is specified at the top boundary of the computational domain. The
interface between the fluid and solid domains is treated as follows: on the one hand, the bottom boundary of the fluid domain is modelled as a non-slip wall; on the other hand, a traction boundary condition is specified at the top boundary of the solid domain, which gathers pressure and viscous forces from the fluid domain to reconstruct Eq. (4). The bottom boundary of the solid domain remains traction free whilst the left and right extremes share a zero displacement boundary condition. Following Valdes Vazquez (2007) [43], the rigid sidewalls of the cavity are treated as non-slip walls from the bottom up to $y = 0.875$ m. From this ordinate upwards, a fixed pressure equal to zero is specified at the right wall (outlet) whilst a constant velocity slope $u = 8(y - 0.875)$ m/s is applied at the left wall (inlet). These boundary conditions are necessary for this fluid-structure interaction problem where (i) the incompressibility condition must be satisfied and (ii) the exact value of the pressure is required by the solid boundary conditions [44]. The computational fluid and solid domains are discretised with $64 \times 64$ and $64 \times 6$ mesh cells, respectively, to guarantee converged results according to previous works [43, 45, 46]. Finally, the simulation is carried out up to 30 s with a fixed time step of $10^{-2}$ s [43] and the gravity force is not taken into consideration.

Fig. 4 shows the elastic membrane’s middle-point vertical displacement obtained with the present FSI framework. Previous data from Mok (2001) [47], Valdes Vazquez (2007) [43], Kassiotis et al. (2010) [45] and Habchi et al. (2013) [46] are also included for a comparison between different approaches. Our present framework estimates the highest deformations during the transient phase and, after this period ($t = 15$ s), our solution remains very close to the one of Valdes Vazquez albeit there exists a slight phase difference. Somewhat our solution is in phase with the data from Mok and Habchi et al. although these authors predicted
a considerably smaller average displacement: \( \Delta y \approx 16 \text{ cm} \) and \( \Delta y \approx 19 \text{ cm} \), respectively, compared to the present value of \( \Delta y \approx 22.5 \text{ cm} \). Despite the differences observed in the average displacement, all the solutions exhibit a similar trend after 20 seconds: an oscillating vertical displacement with a period of approximately 5 s. These differences can be attributed to the various inlet and outlet boundary conditions specified by these authors to guarantee the incompressibility of the problem [44].

Finally, Fig. 5 shows a qualitative comparison between the present results and those obtained in reference [45]. The transient period of both approaches is quite different and, as expected, our results show a larger displacement of the membrane during the transient phase. After \( t = 15 \text{ s} \) the phase difference between the present solution and the one of Kassiotis et al. becomes evident in the side-by-side comparison although the periodicity is individually maintained on each approach, e.g. see \( t = 12.5 \text{ s vs. } t = 22.5 \text{ s} \) and \( t = 15 \text{ s vs. } t = 25 \text{ s} \).

The results presented above confirm that our numerical framework can be successfully applied to single-phase fluid flow FSI problems. The remainder of this paper seeks to assess the present framework on the resolution of two-phase fluid flow FSI problems and validates it against experimental data.

3.3. Water entry of an elastic wedge

The entry of wedges into water has been widely studied and documented in the literature. Such problem represents a canonical configuration that allows scientists to elaborate new theories and numerical models to reproduce the physics of water impacts. One example is the work of reference [8], where the assumptions of zero gravity and the wedge’s constant speed allowed the authors to compare similarity, asymptotic and numerical solutions of a rigid wedge entering water. This classic fluid structure interaction problem was later extended to elastic wedges in [48, 49].

The present problem based on reference [48] is symmetric along the vertical axis and hence only half of it is considered: a two-dimensional computational domain of dimensions 0.95 \( \times \) 1.5 m\(^2\), see Fig. 6(a). The side of the wedge forms an angle of 30° with respect to the calm water surface, as shown in Fig. 6(b), and measures 0.4 m and 0.2 m in the horizontal and vertical dimensions, respectively. Three values of wedge thickness are considered in this study: 5 mm, 8 mm and 11 mm. This particular wedge behaves as a simply-supported beam, i.e. it is pinned at its two extremes, and bends as a consequence of penetrating the water surface at a constant speed of 1 m/s.

In the simulations carried out in this work, a static Euler reference frame is attached to the wedge resulting in the water coming upwards at a constant speed. Atmospheric pressure is set at the top and left boundaries of the fluid domain whilst a fixed velocity and symmetry conditions are imposed at the bottom
Figure 5: Lid-driven flow in an elastic cavity: snapshots of streamlines superposed to pressure contours of Kassiotis et al. (left) and the present numerical simulations (right) taken at different times. SI units.
and right fluid boundaries, respectively. The solid domain representing the wedge consists of a deformable rectangle with variable thickness. On the one hand, the top boundary remains traction free whilst the bottom boundary has an imposed non-slip, traction boundary condition. On the other hand, the left and right extremes of the solid domain share a zero displacement boundary condition. It is worth noting that such boundary conditions correspond indeed to a clamped beam (also known as a built-in beam) instead of a beam pinned at its two extremes.

When solving the non-linear elastic solid equation \( \mathbf{3} \) only two types of boundary conditions \( \mathbf{4} \) can be imposed: fixed traction or fixed displacement. However, for a simply-supported beam it is necessary to define pinned boundary conditions to guarantee free rotation. Most commercial CSM software relying on the FEM have specialised beam packages to achieve this: they define a special type of “beam elements” where both nodal displacements and rotations are used to describe the structural deformation. Other commercial software tackle this via “rigid connectors” to produce the same effect. Lu et al. \cite{48} employed beam elements whilst more recent works \cite{50} simplify the structural analysis by solving the one-dimensional Euler-Bernoulli beam equation.

As neither beam elements nor rigid connectors are used in the present work, we decide to model the wedge as a clamped beam and compare our results against previous data based on simply-supported wedges. According to the Euler-Bernoulli beam theory, for (i) small deformations and (ii) uniform loads \( \phi \), the
Figure 7: Water entry of an elastic wedge: wedge’s middle point displacement for (a) 5 mm, (b) 8 mm and (c) 11 mm thicknesses.

The present simulations account for a total number of 15307 and 795 cells for the fluid and solid meshes, respectively, which guarantees converged solutions based on our previous work conducted on a rigid wedge under the same conditions [51]. The wedge properties are as follows: density is $\rho_s = 7800 \text{ kg/m}^3$, Young’s modulus $E = 2 \times 10^{11} \text{ Pa}$ and Poisson’s ratio $\nu_s = 0.3$. Finally, the simulation is carried out up to 0.2 s with a fixed time step of $10^{-5} \text{ s}$ [51] and, following [8], gravity terms are neglected.

Fig. 7 shows the time history of the wedge’s bottom middle point deflection for various thicknesses.
Previous data reported by references [48, 49] are compared against our numerical results for one- and two-way coupling FSI strategies. We emphasise that our results based on a built-in beam are artificially multiplied by a factor of 5 in order to render them comparable against data reported on simply-supported beams. On the one hand, although wsiFoam solutions show a similar trend compared to previous data available in the literature, the deflection is clearly underpredicted for $\delta = 5$ mm and overpredicted for $\delta = 11$ mm, see Figure 8. Indeed, the largest absolute discrepancy is found when $\delta = 5$ mm whilst the relative discrepancy remains bounded between $-40\%$ and $+60\%$, approximately. On the other hand, the present one- and two-way coupled solutions remain very close to each other. Small oscillations can be observed on the two-way FSI coupled simulation for $\delta = 8$ mm but remain significantly lower than those obtained in [48]. Overall, our numerical results are reasonably close to previous data after taking into consideration the simplified hypothesis that we have introduced.

Table 4 reports on the computation time measured in seconds needed to carry out each simulation. It can be readily seen the advantage of using the one-way FSI coupling strategy to speed up the simulations. As expected the computation runs significantly faster, by a factor above 30, compared to the two-way FSI coupling strategy. Finally, Table 5 reports on the averaged computation times and speed up of the FSI simulations for an increasing number of cores. For one-way coupling simulations the corresponding parallel speed up is almost 2 with 4 CPU cores (parallel performance around 50%) and improves slightly using the two-way coupling strategy. These relatively low figures come from OpenFOAM’s parallel implementation, based exclusively on the MPI protocol, which is known to suffer from some performance regressions [52].
Table 4: Water entry of an elastic wedge: computation times and speed up for one- and two-way coupled FSI simulations.

<table>
<thead>
<tr>
<th>δ (mm)</th>
<th>One-way (s)</th>
<th>Two-way (s)</th>
<th>Speed up (∞)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2842</td>
<td>104187</td>
<td>36.66</td>
</tr>
<tr>
<td>8</td>
<td>2741</td>
<td>92013</td>
<td>33.57</td>
</tr>
<tr>
<td>11</td>
<td>2643</td>
<td>86913</td>
<td>32.88</td>
</tr>
</tbody>
</table>

Table 5: Water entry of an elastic wedge: averaged computation times and speedup for an increasing number of cores.

<table>
<thead>
<tr>
<th>Coupling</th>
<th>1 core (s)</th>
<th>2 cores (s)</th>
<th>Speed up (∞)</th>
<th>4 cores (s)</th>
<th>Speed up (∞)</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-way</td>
<td>2742</td>
<td>1703</td>
<td>1.61</td>
<td>1401</td>
<td>1.96</td>
</tr>
<tr>
<td>Two-way</td>
<td>94371</td>
<td>50662</td>
<td>1.86</td>
<td>36019</td>
<td>2.62</td>
</tr>
</tbody>
</table>

As a rule of thumb, around $10^4$ mesh cells per CPU core are required for good parallel scalability and thus greater parallel performance can be expected in much larger computations.

3.4. Water dam impact on an elastic plate

Similarly to the previous problem, the scientific literature is replete of experiments and numerical studies on water columns hitting rigid obstacles [53, 54]. These studies concentrate only on the fluid characteristics during the impact without considering any hydroelasticity effects that can increase or dampen the load pressure on the structure [9]. In this section we replicate the experiment presented in [55], which proposes a water dam impacting on an elastic plate in order to study hydroelasticity effects. Due to the severe deformation experienced by the plate, this particular test case becomes an excellent benchmark to assess the robustness of FSI numerical frameworks.

Fig. 9(a) shows the three-dimensional computational domain of dimensions $0.8 \times 0.6 \times 0.2$ m$^3$ and the elastic plate located at the right hand side of the water tank at 0.596 m. The plate dimensions are $0.004 \times 0.09 \times 0.2$ m$^3$ and its distance to the right wall of the tank is 0.2 m, see Fig. 9(b). The initial water column has a fixed width of 0.2 m and up to three different height values $H$ are considered: 0.2 m, 0.3 m and 0.4 m. Once the gate that retains the column of water opens, the dam collapses under gravity and flows to the right hand side of the tank impacting on the elastic plate, which begins to bend.

The density of the plate is 1161.54 kg/m$^3$, its Young’s modulus $3.5 \times 10^6$ Pa and the Poisson’s ratio 0.48. The walls of the tank and the plate share a non-slip condition whilst the tank’s top boundary remains open to the atmosphere; additionally, traction boundary conditions are specified on the plate walls and, at its bottom, the displacement is fixed to zero (similar to a cantilever beam). The gravity term $\rho_s g$ is also added as an external force to the structural solver. The computational domain is discretised with 22270 and 88 cells for the fluid and solid meshes, respectively, and the simulation is carried out up to 0.5 s with a fixed
time step of $10^{-4}$ s \cite{55}.

Fig. 10 shows the horizontal displacement of the tip of the elastic plate as a function of the time for three different water column heights. Our numerical results are in good agreement with those obtained in reference \cite{55} and also capture the negative displacements (small bump on the figure) due to the initial impact of the water front against the bottom of the elastic plate. It can be noticed that the numerical plate modelled in the present work did not respond to the flow as promptly as the physical one for $H = 0.2$ m. After $t = 0.31$ s, the displacement calculated by wsiFoam lags behind the experiment and Liao et al. solution. However, wsiFoam maximum displacement is similar to the experiment, whilst Liao et al. prediction is 8.3% lower. As pointed out by the authors of reference \cite{55}, the first test cases, i.e. $H = 0.2$ m and $H = 0.3$ m, are more difficult to simulate due to the development of complex and turbulent flow structures as well as air cavities forming near the plate. Moreover, these authors did also consider the influence of the gate motion and, consequently, adjusted the initial problem conditions, which led to a significant improvement of their numerical results \cite{55}. However, we did not consider the influence of the gate motion in our study and, instead, modelled a perfectly steady column of water falling under gravity effects, which is common practice in the simulation of dam breaks \cite{30}.

Figs. 11–13 show a qualitative comparison between experiments and simulations at different time instants. It can be readily seen that for $H = 0.2$ m and $t = 0.27$ s the simulated water front shape differs from the experiment probably due to the influence of the gate movement. Advancing in time, the calculated modes of deflection are in agreement with those reported in the experiment, although the maximum displacement remains underestimated except for $t \geq 0.47$ s (see Fig. 10). The case with $H = 0.4$ m shows the best
Figure 10: Water dam impact on an elastic plate: plate’s tip horizontal displacement time history for (a) $H = 0.2$ m, (b) $H = 0.3$ m and (c) $H = 0.4$ m.
Figure 11: Water dam impact on an elastic plate: snapshots of experiments (left) and numerical simulations (right) taken at different times for $H = 0.2$ m. The background squared grid is 5 cm long.
Figure 12: Water dam impact on an elastic plate: snapshots of experiments (left) and numerical simulations (right) taken at different times for $H = 0.3\,\text{m}$. The background squared grid is 5 cm long.
Figure 13: Water dam impact on an elastic plate: snapshots of experiments (left) and numerical simulations (right) taken at different times for $H = 0.4$ m. The background squared grid is 5 cm long.
agreement between experiments and simulations and demonstrates the ability of the VOF method to track the free surface reasonably well and the FVM to handle large solid deformations.

Finally, Table 6 reports on the computation times for the three configurations and an increasing number of cores. The case with $H = 0.4\text{ m}$ is the most computationally expensive due to an overall increase of the flow speed and strain experienced by the plate. In terms of parallel scalability, we get consistent speed up values slightly above 2 for 4 CPU cores (parallel performance above 50%), similarly to what it is obtained in Section 3.3.

4. Conclusions

This work has introduced an accurate and efficient FSI framework based on the FVM that uses the open-source CFD library OpenFOAM. The originality of the present framework resides in the multi-region approach developed in companion articles where different regions of the computational domain, e.g. fluids and solids, can be specified and coupled whilst taking advantage of parallel domain decomposition algorithms. The CFD solver uses the VOF method with the MULES procedure to guarantee a sharp interface between the liquid and gas phases. The CSM solver uses the total Lagrangian formulation to calculate the total displacement of an isothermal, non-linear elastic solid. Finally, a partitioned approach using Aitken’s adaptive relaxation coefficients allows for one- or two-way coupling between the CFD and CSM solvers.

The present method has been applied to four different benchmarks and validated against theoretical, experimental and other numerical data. The first test case has demonstrated the potential of the FVM for the simulation of elastic bodies subject to large deformations. The second benchmark proves that the present numerical framework can be applied to more simple, single-phase fluid flow FSI problems. Two additional test cases consisting of water impacts on elastic bodies have also been conducted and results compared against previous data with overall good results. The main differences observed in the present work have been attributed to the treatment of boundary conditions (Section 3.2), usage of simplified hypothesis (Section 3.3) or the intrinsic complexity of some experiments (Section 3.4).

Close attention has been paid to the computational efficiency of the FSI framework. It has been shown

<table>
<thead>
<tr>
<th>$H$ (m)</th>
<th>1 core (s)</th>
<th>2 cores (s)</th>
<th>Speed up (–)</th>
<th>4 cores (s)</th>
<th>Speed up (–)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>36957</td>
<td>24173</td>
<td>1.53</td>
<td>17484</td>
<td>2.11</td>
</tr>
<tr>
<td>0.3</td>
<td>45373</td>
<td>28466</td>
<td>1.59</td>
<td>20887</td>
<td>2.17</td>
</tr>
<tr>
<td>0.4</td>
<td>44792</td>
<td>28648</td>
<td>1.56</td>
<td>21327</td>
<td>2.10</td>
</tr>
</tbody>
</table>
that the total Lagrangian formulation is computationally faster than the updated Lagrangian formulation, especially during the simulation of static equilibrium problems. Another important contribution of this work has been to demonstrate that, in cases where the solid strain remains small, the proposed one-way FSI procedure gives similar results to the two-way counterpart whilst being about an order of magnitude faster. Furthermore, computational times can be significantly reduced by increasing the number of CPU cores and much better parallel performance can be expected for large-scale simulations, which renders this novel FSI method an attractive open-source candidate for the simulation of wave-structure interaction problems typically found in ocean and coastal engineering disciplines. Indeed, being OpenFOAM a CFD library widely used in industry and research, this procedure can become a popular choice among colleagues from these sectors.

Future work will focus on integrating a compressible two-phase flow solver within the present FSI framework in order to study the combined effects of hydroelasticity and compressibility that might be associated with violent wave impacts against flexible bodies, such as those occurring in sloshing tanks. Furthermore, the combination of FSI simulations together with the accurate wave modelling presented in our companion article [31] will allow us to include in the study much more complex problems in ocean, coastal and naval engineering.
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