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This paper presents the numerical  investigations of an oscillating wave surge converter  (OWSC) operating in extreme 

sea states leading  to slamming. We use the open-source computational  fluid dynamics (CFD) library OpenFOAM to carry 

out the two-dimensional numerical simulations. A preliminary  study is done to verify  the convergence of our results, while 

scalability  tests confirm  the high-performance  computing capabilities of OpenFOAM and the possibility of extending this 

study to large three-dimensional configurations. The OWSC device is simulated  with both incompressible and compressible 

solvers, and the results are compared against previous numerical and experimental results. It is shown that an incompressible 

solver can capture the dynamics and general behavior of the flap device. Nevertheless,  the compressibility  effects can be 

reproduced only with the aid of a compressible solver, which takes into account the density changes in the air and water 

phases. Those effects produce  high-frequency,  small  oscillations on the seaward  side of the flap but do not contribute to 

further increasing the peak pressure values characteristic  of slamming. 
 

 
 

INTRODUCTION 
 

The use  of renewable  energies, such as  wind and solar, has 

experienced  a noticeable  increase in recent years. However, other 

sources  of renewable  energies, such as  the one extracted  from 

ocean  waves  nearshore,  still  remain largely underexploited  at 

present. Therefore, more experiments and accurate numerical sim- 

ulations  need to be carried out in this area with special focus on 

structure  survival  as a consequence of harsh ocean conditions. 

This paper focuses on the Oyster oscillating  wave surge con- 

verter (Whittaker and Folley, 2012), which consists  of a  flap 

device hinged on the seabed and driven back and forth by the 

action of waves. The energy taken from the waves is utilized to 

pump fresh water into a hydraulic plant inshore, where it is finally 

converted  into electricity. OWSCs  obtain their maximum effi- 

ciency in nearshore locations of shallow water depths, where they 

acquire larger motions from the waves. One of the current chal- 

lenges of the OWSCs is their survivability in extreme  sea states, 

e.g., winter  sea storms (Kay, 2014), in which large and infrequent 

extreme waves may compromise their structural integrity and con- 

sequently lead to an increase in their maintenance costs. Further- 

more, global warming  and climate  change are likely to increase 

the frequency  as well as the intensity of storms and hurricanes, 

which may influence the design of future OWSCs. 

Several  experiments  and simulations  have already  been con- 

ducted to measure the loads on OWSCs under harsh ocean con- 

ditions, typically low tidal levels and large amplitude waves. The 

experimental  scale model tests performed under those conditions 

indicated  the presence of discrete slamming events (Henry et al., 

2014b), which  were identified  as significantly large pressure peaks 

below and above the ambient pressure on the seaward wall surface 
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of the OWSC. On the other hand, Henry et al. (2014a) carried out 

two-dimensional  numerical simulations of the same experiment 

using the incompressible commercial CFD software Ansys Flu- 

ent. Although the incompressible  numerical  simulations  seemed 

to capture well the general behavior  and dynamics of the flap 

device, the authors could not predict any slamming events. In their 

simulations, they attributed the absence of large peak pressures 

produced by slamming to the presence of air entrapment and asso- 

ciated compressibility  effects (Henry et al., 2014a), which were 

ignored by the incompressibility  assumptions. 

During violent wave impacts and slamming  events, the fluid 

compressibility  can play a major  role in the correct prediction of 

impact loadings (Lugni et al., 2010). Aeration  effects may also 

become important in the presence of enclosed air bubbles and air 

pockets trapped in water bodies (Bullock et al., 2007). Further- 

more, the effect of body rotation (Xu et al., 2010) is of special 

importance in the particular  case of an oscillating device. There- 

fore, the commonly  incompressible assumption of the fluid, i.e., 

the air and water mixture, retained  in previous  simulations  of 

OWSCs may yield to a numerical  underestimation  of the maxi- 

mum impact loadings on OWSCs (Henry et al., 2014a). 

In this paper, a battery of simulations is conducted on the basis 

of two-dimensional  experiments on the slamming of an OWSC. 

Firstly, we describe briefly the numerical methods of the incom- 

pressible and compressible models used. Secondly, we analyze the 

convergence of our numerical results. Then we perform scalabil- 

ity tests to assess the performance of these simulations  in a High 

Performing Computing (HPC) environment. Finally, we carry out 

a new numerical simulation  of the OWSC utilising a compressible 

Navier-Stokes  solver and compare our results against the experi- 

ments and incompressible  data in order to determine whether the 

compressibility  effects become important during slamming. In this 

regard, power take-off systems of the OWSC were not considered. 

 
NUMERICAL PROCEDURES 
 

Incompressible and Compressible Navier-Stokes Solvers 
 

The numerical  procedures  considered  in this paper rely on 

a cell-centered, co-located, finite-volume  method already imple- 

mented in  the open-source  CFD library OpenFOAM (Jasak, 



 
 
 

 
 

Fig. 1 Virtual Wave Structure Interaction (WSI) simulation envi- 

ronment 
 

 
1996). The source code of this library is freely available and thus 

can be modified and further improved, which facilitates the use 

of third-party software and the development of in-house appli- 

cations. For this reason, the adoption of OpenFOAM is increas- 

ing in both the research and industry.  We have developed a new 

OpenFOAM-based  solver, wsiFoam,  for the study of the wave 

interaction  between structures and floating bodies.  The aim of 

wsiFoam is to gather specialized  solvers, e.g., Fully Nonlinear 

Potential (FNLP), Incompressible Navier-Stokes (INS), and Com- 

pressible Navier-Stokes (CNS) solvers, at strategic locations of the 

computational domain and couple them through special interfaces 

in order to obtain the most efficient and accurate description  of 

the underlying physical characteristics of a numerical  wave tank 

(see Fig. 1). 

For the simulations carried out in this work, we utilize the 

incompressible and compressible Navier-Stokes solvers integrated 

in wsiFoam.  These two solvers  are an extension  of interFoam 

and compressibleInterFoam,  respectively.  A detailed description 

of these two pressure-based solvers  and wsiFoam can be found 

in Martínez Ferrer et al. (2016). We solve the three-dimensional 

Navier-Stokes equations applied to a two-phase  flow by using the 

volume of fluid (VOF) method with additional terms to maintain 

a sharp  interface  between  the phases (interface  capturing)   (see 

Rusche, 2002 and Weller, 2002). On the one hand, the incom- 

pressible solver assumes constant  densities  of the air and water 

phases, which simplifies the treatment of the mass-transport equa- 

tion and the derived pressure-correction equation. On the other 

hand, the compressible model considers the air and water phases 

as a function  of both the pressure and temperature. This requires 

solving additional equations to account for the density and temper- 

ature variations.  The importance of these additional  terms in the 

evaluation of the compressibility  effects and the correct prediction 

of loadings during wave impacts has been already assessed by Ma 

et al. (2014) and Martínez  Ferrer et al. (2016). To the authors’ 

best knowledge,   a compressible  solver has not been previously 

employed to study the slamming phenomena of an OWSC. 

 
Numerical Setup 

 

Figure 2 illustrates the computational domain near the OWSC 

used to carry out the simulations. The hybrid mesh combining 

tetrahedral and triangular  cells was generated by the open-source 
 
 

 
 

Fig. 2 Computational domain near the OWSC. The AMI interface 

is a circumference  located in the middle of the ring 

meshing tool Gmsh. The physical  dimensions of the computa- 

tional domain are 16.77 × 1.5 × 0.646 m and correspond to the 

wave flume dimensions of the Ecole Centrale Marseille,  where 

the experiments were carried out by Henry et al. (2014a). In our 

numerical  setup, the center of the coordinates of the mesh coin- 

cides with the hinge, i.e., the axis of rotation, of the fortieth-  scale 

OWSC featuring the dimensions of 0.875 m × 0.31 m × 0.646 m. 

The center of  gravity of  the flap device is located at 0 m, 

0.1324 m, and 0.323 m. Its mass is 4.27 kg, and its rotational 

inertia measured at the hinge is 0.1147 kgm2 . 

The OWSC rotation (one degree  of  freedom) is computed 

through the use  of OpenFOAM’s  dynamic mesh library (Jasak 

and Tukovic, 2006) in conjunction with OpenFOAM’s Arbitrary 

Mesh Interface (AMI)  library (Farrell and Maddison, 2011). To 

achieve this, the OWSC  needs to be self-contained  in a cylinder- 

shaped dynamic region of the computational  mesh, which rotates 

around the flap hinge and interpolates information  with the rest of 

the static computational domain through the AMI interface  (see 

Fig. 2). The artificial mesh below  the seabed that is necessary to 

accommodate the flap rotation, which also includes the structure 

fixing the flap to the sea bottom,  is properly handled by a porosity 

term (see Fig. 4). This is an additional  source term in the momen- 

tum equation that guarantees a zero velocity flux in that region. 

Finally, we rely on the third-party  library ihFoam for the genera- 

tion and absorption of incoming waves (Higuera et al., 2013). 

The numerical  conditions  are set to match those of the experi- 

ments in which slamming was identified  (see Henry et al., 2014a 

for further details). The mean water level is 0.305 m (the free 

surface is located at an abscissa of 0.2 m in the computational 

domain), and the regular  waves based on the fifth-order Stokes 

theory (Higuera et al., 2013) are generated with a period  of 1.9 s 

and a height  of 0.1 m at the left boundary of the computational 

domain. No further calibration is done to match the experimental 

wave heights, which were carried out by driving a flap-type  wave- 

maker using first-order theory (Ursell et al., 1960). Wave gauges 

(R1 to R7) are distributed along the numerical wave tank at loca- 

tions −10.978 m, −7.022 m, −6.842 m, −6.482 m, −6.125 m, 

−0.787  m, and 0.785 m, and a pressure  gauge  is placed at the 

seaward wall of the OWSC (−0.04375 m, 0.21 m, and 0.323 m). 

Finally, in the simulations carried out in this work we utilize 

second-order  discretization   schemes for the spatial derivatives 

while the time integration is performed with a  Euler backward 

scheme. 

 
NUMERICAL RESULTS 
 

Convergence Tests 
 

The first battery of simulations is performed through the use of 

the incompressible Navier-Stokes solver. The aim of these prelim- 

inary tests is to verify the convergence of the numerical results and 

assess their agreement with respect to the available experimental 

data. The reference two-dimensional  computational domain pro- 

posed in this work contains about 80,000 cells. The cell size of 

this reference mesh is reduced by a factor of two and four in each 

direction to generate two additional  refined meshes accounting for 

approximately  200,000 and 900,000 cells, respectively. 

The results corresponding to the OWSC angular velocity dur- 

ing three consecutive  wave periods are presented in Fig. 3. Our 

numerical calculations  are compared against the Queen’s Univer- 

sity Belfast (QUB) experiments performed in the Ecole Centrale 

Marseille’s wave flume facility and the University  College Dublin 

(UCD) results using Ansys Fluent (Henry et al., 2014a). It can be 

readily seen that our reference simulation (the red solid line) can- 

not capture well the dynamics of the flap, and thus a finer mesh is 



 
 
 

 
 

Fig. 3 OWSC angular velocity. Comparison of the present con- 

verged numerical results against previous data (Henry et al., 

2014a) 

 
required. The solution obtained with the finest mesh agrees quite 

well with the measured data and outperforms  the UCD numerical 

results. Although it was not specified in Henry et al. (2014a), the 

UCD simulations  probably  used a coarser mesh or lower-order 

spatial discretization methods. Moreover, the difference between 

the reference mesh and the first refined mesh is less than the dif- 

ference between the two refined  meshes. Therefore,  the use  of 

one of the two refined meshes will provide reasonably well- con- 

verged results for this particular  case. 

Figure 4 shows the time history of the OWSC rotation angle, 

which is obtained by the integration of the flap angular velocity 

presented above. As expected from the results of Fig. 3, all the 

numerical  results underestimate the measured negative  rotation 

angles and overestimate the positive ones. As the mesh gets more 

refined, these differences tend to diminish for the negative angles 

and increase for the positive  ones. In general, the OpenFOAM 

and Fluent incompressible  solvers deliver similar results. How- 

ever, the differences between the measured and simulated rotation 

angles are still not negligible and become even more evident  at 

the leftmost and rightmost  positions  presented in the frame-by- 

frame qualitative comparison shown in Fig. 5. 

Henry et al. (2014a) pointed out that the discrepancy observed 

in Fig. 4 was associated with the drop in the water level, which 

was less significant  in their simulations. In this work, we have 
 

 

 
 

Fig. 4 OWSC rotation angle. Comparison  of the present  con- 

verged numerical results against previous data (Henry et al., 

2014a) 

 
 

 
 
Fig. 5 Frame-by-frame   comparison  between  experiments  (left) 

and numerical simulations (right) carried out with OpenFOAM 
 
 
conducted  a series of converged simulations using different wave 

generation mechanisms and measured the wave elevation at gauge 

R2, which is 

located  at a  distance  of 5.178 m from the wavemaker  (see 

Fig. 6). It can be readily  seen that the waves generated with the 



 
 
 

 
 

Fig. 6 Wave elevations at gauge R2. Comparison between numer- 

ical results and experimental data (Henry  et al., 2014a) 
 
 

fifth-order Stokes theory were slightly closer to the experiments 

compared to the ones provided  by the cnoidal theory. However, 

these two solutions generated with a static wave generator bound- 

ary and a  velocity profile (Higuera et al., 2013) systematically 

underestimated the experimental observations. Numerical  wave- 

makers based on physical moving paddles may be more suitable 

to simulate experiments like this one. In a recent work, not shown 

here for the sake of conciseness, we carried out the same simula- 

tion using a moving flap-type numerical wavemaker (the red solid 

line in Fig. 6), but we were unable to replicate the experiment 

successfully. 

Furthermore, the experiments carried out in the wave flume did 

not account for wave reflections, and the generated regular waves 

were largely influenced by this phenomenon (Wei et al., 2016). 

It is worth mentioning that the reflections on the walls of the 

tank, the wavemaker,  and the OWSC will have an effect on the 

measured rotation angles and therefore slamming, especially dur- 

ing long-run  experiments and computations. For example, Fig. 7 

shows the wave elevations reported by gauges R6 and R7 situated 

at 0.786 m away from each side of the OWSC. It is clear that the 

wave conditions  are constantly changing due to reflection,  espe- 

cially seaward of the OWSC (the red solid line), where there is a 

noticeable change in the negative elevations at around 38 s. It is 

also worth mentioning that the static wave generator 

boundary employed in this work reflects waves differently at a 

moving flap-type wavemaker. 

 
 

 
 

Fig. 7 Wave elevations at gauges R6 and R7 

Fig. 8 OWSC torque measured at the hinge. Comparison between 

the present converged numerical results 

 
It can be concluded from the figures presented above that (1) 

the dynamics and general behavior of the OWSC are well captured 

by an incompressible Navier-Stokes solver if the computational 

mesh is sufficiently  refined; and (2) the discrepancies between the 

experiments  and simulations  can be attributed to the differences 

in the wave generation and reflection. 

It is of great importance to evaluate accurately the forces act- 

ing on the OWSC  as well. Figure 8 represents the evolution of 

the torque at the hinge as  a  function of the time. (There is no 

experimental  or numerical data available for comparison.) The 

two refined solutions are relatively close compared to the refer- 

ence solution.  However,  they diverge at the slamming  moments 

(the negative values of the torque), where there seem to be con- 

vergence issues, i.e., unphysical oscillations.  We believe that these 

oscillations  are caused by the second-order spatial discretization 

schemes employed for the spatial derivatives. 

Finally, Fig. 9 reports the recorded gauge pressure obtained by 

different numerical simulations. On the one hand, the UCD results 

present maximum  pressure peaks of the order of 600 Pa above 

the ambient  pressure. On the other hand, our results are slightly 

above that figure, with values reaching up to 900 Pa. It is worth 

noting that these maximum  pressure values remain  very similar 

in the two refined meshes, which guarantee converged results for 

the pressure  field. We  have also identified very short pressure 

peaks taking place during the simulation  (see Fig. 7), which we 
 
 

 
 
Fig. 9 Gauge pressure at the OWSC seaward wall. Comparison 

of the present converged numerical  results against previous  data 

(Henry et al., 2014a) 



 
 
 

believe are also caused by second-order spatially discretized terms 

on a fine unstructured mesh rather than by slamming phenomena. 

Similar pressure peaks not associated with slamming were also 

reported in previous computational works (Henry et al., 2014a). 
 

Scalability Results 
 

Fine meshes are a requirement   to guarantee the convergence 

of the numerical  results. The convergence of the pressure field 

is of great importance to detect the occurrence of slamming  (see 

Fig. 9). Furthermore, long-run computations, which are about 60 

seconds of physical time, are necessary to verify the repeatability 

of the wave conditions  and to compare the simulations against 

the experiments.  The complexity of the mesh,  which accounts 

for the dynamic motion and AMI interpolation   interfaces,  has a 

considerable impact on the computational  costs. Therefore,  a new 

reference mesh composed of about 500,000 cells is proposed to 

carry out the long-run simulations in a reasonable amount of time 

while guaranteeing the convergence  pressure results.  Moreover, 

the size of this mesh lies between the sizes of the previous two 

refined meshes and permits the simulation  to be over 60 seconds 

of physical time in less than 12 days through  the use of a CFL 

number equal to 0.5 and 64 cores of the Neumann cluster installed 

at Manchester Metropolitan University  (MMU). 

We conducted scalability  tests of the two-dimensional  long-run 

simulations on two different  architectures (see Fig. 10). The Neu- 

mann cluster installed at MMU is a small-size cluster featuring 

12 computer nodes with Intel Xeon E5-2620 cores and an Infini- 

band QDR interconnect. ARCHER is a UK national Cray XC30 

MPP supercomputer composed of 4,920 computer nodes with 12 

Intel Ivy E5-2697  cores and a Cray Aries interconnect. Figure 8 

shows that the Neumann scalability is somewhat compromised 

when communicating  various nodes through the Infiniband inter- 

connect. However,  the same simulation  runs fine on ARCHER 

with a fair scalability of 40 while using 64 cores (approximately 

7,800 cells per core). For three-dimensional configurations such 

as the one presented by Wei et al. (2015), it will be necessary to 

use several million mesh cells, and this will require  even a large 

number of nodes and HPC facilities. OpenFOAM  can be used for 

HPC without associated extra license costs often present in com- 

mercial CFD software. 
 

Compressibility  Results 
 

A new campaign of long-run numerical simulations was carried 

out through the use  of both the incompressible and compress- 

ible Navier-Stokes solvers. The same mesh of about 500,000 cells 

 

 
 

Fig. 10 OpenFOAM scalability for the OWSC two-dimensional 

simulations 

 
 

 
 
Fig. 11 Dynamic  pressure history distribution along the surface 

of the OWSC for three consecutive slamming events 

 
used in the scalability  tests was employed,  and we kept all the 

numerical parameters identical  in order to ensure similar condi- 

tions for the two simulations. Figure 11 shows the dynamic pres- 

sure distribution along the OWSC surface  as a function of the 

time in order to give  a better  illustration of the slamming phe- 

nomena. We would like to emphasize that the compressible sim- 

ulations were more difficult to carry out as very strong numeri- 

cal oscillations  appeared, which led us to believe that they could 

be associated with slamming phenomena. After a careful  exam- 

ination of the iterative  algorithms  used in OpenFOAM, we con- 

ducted a new series of compressible simulations where this issue 

was removed. In Fig. 11, the vertical axis represents the perime- 

ter; the positive values correspond to the seaward wall, while the 

negative ones belong to the opposite face. The lowest point of the 

OWSC, i.e., below the hinge,  has a value  of 0 m. Both incom- 

pressible and compressible  solvers can capture three consecutive 

slamming events, which can be identified  as sharp pressure bands 

taking place approximately  every 1.9 s. Overall, our results agree 

qualitatively well with those presented by Wei et al. (2016). The 

similarity of the pressure ranges delivered  by the incompressible 

and compressible solvers confirms  that compressibility  does not 

contribute to an increase of the maximum  pressure peak values, 

as previously  thought  by Henry et al. (2014a) or from what can 

be derived in relation to the compressibility  effects on the wave 

impacts (Bullock et al., 2007; Lugni et al., 2010). In fact, the 

maximum  pressure values identified  during slamming are directly 

associated with the velocity of the jet root that is formed  as the 

OWSC pitches seaward, which is similar to a classic (incompress- 

ible) water- entry problem. 

On the other hand, Fig. 12 shows in more detail the vertical 

pressure distribution  along the OWSC seaward wall recorded dur- 

ing one slamming  event (from 32.45  s to 33.15 s). The purpose 

of this figure is to capture other compressibility  effects that may 

be associated with the air entrapment observed in Fig. 5. It can 



 
 

 

 
 

Fig. 12 Vertical pressure distribution along the OWSC seaward 

wall during a slamming  event (top) and evolution  of air bubbles 

during  a slamming  event (bottom) 

 
be readily seen  that the compressible solver is able to capture 

high-frequency (about 0.2 kHz), small-pressure oscillations along 

a region  of the wall. Small, high-frequency  pressure oscillations 

were also observed in a recent experiment  conducted  by Henry 

et al. (2015). In our numerical work, these oscillations correspond 

to the presence of a large  air bubble near the seaward wall that 

is travelling  upwards (see Fig. 12). When the bubble reaches the 

free surface, the oscillations disappear. It is also worth mentioning 

that while the lower sensors capture the largest pressure values, 

the higher ones are more sensitive to these small-  pressure oscil- 

lations. In particular, the upper four sensors can be subject to neg- 

ative values of the dynamic  pressure, which can compromise  the 

integrity of the OWSC  structure and thus increase its operational 

and maintenance costs. Therefore, although compressibility  does 

not contribute to further increasing the maximum impact loads of 

the OWSC, it causes high-frequency  oscillations  that can reach 

sub-atmospheric pressure values on the upper wall of the device. 

 
CONCLUSIONS 

 

The numerical modeling of an OWSC operating under slam- 

ming conditions characteristic  of extreme  sea states  has  been 

presented in this work. We performed two-dimensional  numer- 

ical simulations  with the aid of the open-source  CFD library 

OpenFOAM  using both incompressible and compressible Navier- 

Stokes solvers in order to assess whether compressibility  effects 

play an important  role during slamming events. 

A preliminary study of convergence shows the importance of a 

fine mesh to capture well the dynamics and general behavior of 

the OWSC. Finer meshes, with their increasing demand on com- 

putational  resources, become a requirement, and HPC simulations 

are necessary  to perform long-run simulations or to deal with 

three-dimensional geometries in a reasonable amount of time. 

Therefore, the use of open-source software  can be advantageous 

over commercial software due to the license  costs of the HPC, 

which justifies our choice of using OpenFOAM. 

The dynamics  of the OWSC can be fairly predicted  by an 

incompressible Navier-Stokes solver provided that the computa- 

tional domain is correctly discretized and, in general, the sim- 

ulation results are close to the available  experimental  data. The 

results obtained with a compressible  Navier-Stokes  solver have 

confirmed that (1) the compressibility effects do not increase the 

peak pressure values recorded during slamming, but that (2) the 

compressibility  due to the entrapped air on the seaward wall pro- 

duces high-frequency  pressure oscillations,  which can lead to sub- 

atmospheric values of the pressure. 

Different  campaigns of experiments (Henry et al., 2014a; Henry 

et al., 2015) have demonstrated the difficulty in reproducing the 

same experiment  when slight changes are introduced  in the wave 

tank. In this work, the wave generation based on a velocity  profile 

can introduce errors, which can then be amplified  in long-run sim- 

ulations due to a different reflection  system between the OWSC 

and a geometrically   fixed wave generator boundary. Therefore, 

more investigations are necessary to close the gap between the 

experiments and the simulations. For instance, we recently con- 

ducted  a study using a numerical  dynamic  wavemaker  that can 

improve wave generation and reflection. Three-dimensional simu- 

lations will also be performed  in the future for new campaigns of 

experiments to assess the importance of compressibility  and the 

three-dimensional effects in the accurate prediction  of loadings. 
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