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Abstract—Intelligent Transport Systems are a vital component 

within Smart Cities but rarely provide the context that is required 

by the road user or network manager that will help support 

decision making. Such systems need to be able to collect data from 

multiple heterogeneous sources and analyse this information, 

providing it to stakeholders in a timely manner. The focus of this 

work is to use Big Data analytics to gain knowledge about road 

accidents, which are a major contributor to non-recurrent 

congestion. The aim is to develop a model capable of capturing the 

semantics of road accidents within an ontology. With the support 

of the ontology, selective dimensions and Big Data sources will be 

chosen to populate a model of non-recurrent congestion. Initial Big 

Data analysis will be performed on the data collected from two 

different sensor types in Greater Manchester, UK to determine 

whether it is possible to identify clusters based on journey time and 

traffic volumes.  

Keywords—Big Data; Intelligent Transport Systems; Clustering; 

Ontology;  

I.  INTRODUCTION 

Currently one of the biggest challenges society faces each 
day is road congestion, which has an enormous impact on health 
because of pollutants being released from vehicles that are stuck 
in road congestion worldwide for a total of 4.8 billion hours [1]. 
In addition, road congestion costs the European Union an 
estimated 1-2% GDP (£100-200 billion) each year [1], [2]. 
However, the most crucial consequences of road congestion are 
the premature deaths caused by deadly chemicals being 
released and the delays caused to the emergency services using 
the road network. The road network is the linchpin that holds 
the other transport networks together [3]; making it vital to 
alleviate some of the high demand put on it. Two ways to 
achieve this would be to firstly, provide road users with better 
multimodal information allowing road users to make better 
choices such as taking an alternative transport mode. Secondly, 
it would be useful to develop an Intelligent Transport System 
(ITS) or a component of one, which is capable of handling 
multiple heterogeneous data sources. ITSs are an innovative 
application, which aims to provide traffic managers and road 
users with better information, allowing for ‘smarter’ use of 
transport networks. Current ITSs lack the capability of being 
dynamic by using multiple heterogeneous data sources in near 
real-time. Moreover, the most noticeable weakness of ITSs is 
the lack of context they provide to road users because of the 
quantitative data being processed and a lack of qualitative 
information.  For example, road users driving on a highway 

currently would notice variable-message signs stating, 
“CONGESTION AHEAD EXPECT DELAYS” but this 
message lacks any useful context creating more questions than 
answers. For instance, what type of congestion? Where is the 
congestion? What is the cause? When did it start? When will it 
end? Are there any alternative routes? How will it influence the 
overall journey? A more informative message would be 
“CONGESTION AHEAD IN 2 MILES, DUE TO AN MINOR 
ACCIDENT AT 15:45 CAUSING INCREASED JOURNEY 
TIMES”.  

This research attempts to answer the question: “Can 
quantitative Big Data be used to provide qualitative information 
in conjunction with a road traffic ontology with the support of 
Machine Learning?” 
 

Figure 1 shows the research methodology followed in order 
to attempt to answer this research question. 

 

 
Figure 1: Research methodology 

 

 Stage 1 is the formulation of a conceptual model of 

congestion leading to the development of an ontology to 

provide a formal and explicit conceptualisation of 

congestion and in particular, the impact of road accidents.  

 Stage 2 From the ontology, the dimensions that describe 

the congestion caused by accidents are identified, in 

particular, journey time and traffic volume. 

 Stage 3 Now the dimensions have been identified through 

the development of the ontology, it is possible to identify 

which Big Data sources are relevant by reviewing which 

data sources have been previously used to calculate the 

journey time and traffic volume. Journey time has 

previously been calculated using Bluetooth sensors, Global 

Positioning Systems (GPS), cameras, and traffic volume 

with Radio-frequency Identification (RFID) and Inductive 

Loop Counters. 

 Stage 4 Utilising the relevant dimensions and their Big 

Data Sources, analytics is performed to identify patterns in 
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the traffic volumes and journey times, which can be used 

to translate quantitative data into qualitative information. 
 
The remainder of this paper is organised as follows. The 

concepts of congestion are introduced in Section II. In Section 
III, the road accident ontology will be presented. Section IV 
will discuss the Big Data sources this research uses. Section V 
will introduce the experimental design and analysis. Section VI 
will discuss the experimental results. Finally, we conclude and 
suggest further work in Section VII.  

II. CONCEPTS OF CONGESTION 

Although, congestion is not a new phenomenon, and it has 
been an outstanding problem for every civilisation including 
ancient Rome, which the Caesars noted [4] ‘The passage of 
goods carts on narrow city streets so congested that they 
become impassable and unsafe for pedestrians to continue’. 
The UK’s Department for Transport (DfT) makes a distinction 
between physical congestion that can be characterised by 
considering average speeds on the network and relative 
congestion that is defined by the road user’s expectation [5]. 
For example, a person who regularly drives a certain route, 
which is regularly congested, would consider this normal. 
However, a different person driving the same route for the first 
time may consider it to be severely congested [6]. A report into 
traffic congestion by the U.S Department of Transportation 
(DoT) focuses primarily on a relative approach to defining 
congestion using terms such as ‘clog’, ‘impede’ and ‘excessive 
fullness’ and adds ‘For anyone who has ever sat in congested 
traffic, those words should sound familiar.’ [7]. The same 
report noted how congestion is typically related to an excess of 
vehicles on a portion of roadway or pedestrians on a sidewalk. 
There is still an apparent absence of consistency of how 
congestion is defined. This is partly due to the multifaceted 
nature of congestion and how it is perceived.  

In this research, road traffic congestion is distinguished 
between two vague types: non-recurrent and recurrent 
congestion. Vague because, although the terms such as 
recurrent or non-recurrent are widely accepted by academics 
and transport management, the relative views and individual 
perspectives slightly differ. Table I shows a definition for each 
type of congestion. 

TABLE I.   DEFINITION OF CONGESTION 

Congestion 
Type 

Definition References 

Recurrent 
congestion 

Occurs when significant amounts of vehicles 
simultaneously use a limited space of road. 
Such as weekday morning and afternoons 
peak hours’ traffic jam situations.  

[8]–[10]  

Non-
recurrent 
congestion 

Occurs from a road traffic incident such as 
traffic accidents, work zones, extreme 
weather conditions and some special events 
like music concerts and important sports 
events. 

[1], [11], 
[12] 

III. AN ONTOLOGY FOR CONGESTION 

Ontologies have become an area of interest within many 
fields such as Computing [13], [14], Geography [15], [16] and 
Transportation [2], [17], [18]. The main motive for using an 
ontology is the way it allows data and algorithms to be 
described in a formal and explicit way forcing clarification and 

improving knowledge management and decision-making [19] 
whilst remaining accurate, conflict free and faithful to each 
individual domain [20].  

The ontology shown in Figure 2 was developed by 
performing an extensive literature review into many concepts 
of congestion and road accidents and using data collected from 
Transport for Greater Manchester, UK (TfGM) to perform a 
data exploration of a road accident that happened on 1st 
November 2016 on the A5103 road in Manchester, UK.  
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Figure 2: Ontology: Road Accident 

 
The ontology (Figure 2), explains the relationship between 

an event, for example, a road accident and its consequence, 
which is non-recurrent congestion. From the ontology, we 
know an accident is a road traffic incident, which is a type of 
event. These types of event have temporal aspects, which are 
instant, and interval.  

 

 
Figure 3: Accident temporal aspect example 

 
Figure 3 provides a visual example of the temporal aspects of a 
road accident. t1 is the instant of a vehicle impact another 
object, t2 is the instant where the traffic flow returns to 
“normal” and the interval between these two instances is the 
consequence of impact on the set of road network links, 
which lasts an amount of time (interval). Additionally, non-
recurrent congestion is the consequence of the event and has 
a network scope, which originates from a spatial thing such as 
a point on a link that the accident occurred. Finally, we define 



congestion caused by a road accident as having magnitudes 
such as a high journey time and low traffic volumes. 
. 

IV. BIG DATA SOURCES 

Many research projects and commercial tools such as 
Google Traffic provide a dimension of congestion with terms 
like ‘free flow’ and ‘bound flow’ [21] and road speeds in quasi-
real-time by using data culled from mobile phone users.

However, Figure 4 shows the information that a Google traffic 
user would see where links are highlighted with one of four 
colours that relate to the average speed on that link. However, 
there is a clear absence of context. What speeds do the four 
colours refer too?  Do slow speeds mean the link is congested? 
If congestion has occurred then what is the cause? When did it 
start and when will it end? Are these speeds normal for the day 
and time? According to [22], it is important to be able to 
identify the cause of congestion, e.g.  A road accident.  

This research will use the data presented in Table II and 
will focus on a 4.5-mile section of the A6 road, which connects 
Stockport to Manchester city centre, UK. Table II shows which 
data sources, where the data was acquired, the area covered, 
timeframe and dimension gained. 

TABLE II.   TABLE OF DATA 

Data From Location Timeframe dimension  

Bluetooth TfGM Manchester, 
UK 

2016-
Current 

Journey Time 

Inductive 
Loop 
Counter 

TfGM Manchester, 
UK  

2015-
Current 

Traffic volume 

Accident 
Data 

STATS1
9 [34] 

UK 2005-
current 

Casualty 
accidents only 

 
These data sources have been discussed and previously 

used in research which aimed to improve ITS[1], [23]. 
Inductive Loop Counters have been discussed and used to save 
travel time and detect anomalies [9], [24]. The accident data is 
being used to provide an understanding of historical accidents 
to help identify new accidents in quasi-real-time. However, 
what makes this research novel is the combination of data from 
multiple sensor sources to identify the occurrence of road 
accidents, and providing this information to road users in a 
qualitative format. These data sources do come with their 
challenges. Bluetooth sensors are not 100% reliable since a zero 

second journey time could be due to several reasons. For 
example, there were no vehicles with a Bluetooth device that 
had driven past at least two sensors; also, the mobile network 
used to transmit sensor data to the central server could have 
been affected by bad weather; also, Bluetooth MAC address 
may have been allocated to multiple devices, which could cause 
an unexpected journey time. Inductive Loop Counters are 
sparsely deployed in the study area. An accident is only 
recorded if there are one or more casualties and a police officer 
has attended, which means that an accident that may have 
caused congestion might not be in the dataset. This is defined 
as an incomplete dataset. 

V. EXPERIMENTAL DESIGN AND ANALYSIS 

For this research, a non-labelled dataset has been created 
using all the data sources mentioned in Table II. A non-labelled 
dataset is best suited to being analysed with an unsupervised 
learning algorithm such as clustering [25]. Clustering is a type 
of machine learning algorithm and is one of the most commonly 
used algorithms when a user has a non-labelled data problem 
that requires a solution [26]. Clustering models the relationship 
between variables using approaches such as centroid-based and 
hierarchical. All clustering methods use the inherent structures 
in the data to best organize the data into groups of maximum 
commonalities. Some of the most popular clustering algorithms 
are k-Means, k-Medians, Expectation Maximisation (EM) and 
Hierarchical Clustering [27].  

Traditionally, congestion has been assessed by measuring 
speed, volume, and occupancy on the road network. However, 
these dimensions are not without limitations; for example, 
speed (as opposed to mean speed) is a measure at a single point 
on a link and cannot be used as a constant due to the possibility 
of a road block or incident which could cause a vehicle to 
reduce their speed before regaining speed before going passed 
another speed checkpoint. Volume and occupancy require 
frequently deployed ‘expensive’ equipment, for instance, 
Inductive Loop Counters. Therefore, the following hypotheses 
will use data from inexpensive technology that can be used to 
calculate journey times rather than speed and identify changes 
in journey time and traffic volume depending on day and time 
providing information that is more useful. 

Hypothesis One 
H0: Clustering an unsupervised dataset creates clusters that 
make it possible to predict journey time. 
H1:  Clustering an unsupervised dataset creates clusters that 
cannot be used to predict journey time. 
 

Hypothesis Two 
H0: Clustering an unsupervised dataset creates clusters that 
make it possible to identify differences between a weekday and 
a weekend. 
H1:  Clustering an unsupervised dataset creates clusters that 
cannot be used to identify differences between a weekday and 
a weekend. 

A. Methodology 

The first step is to collect the data, which is recorded when 
a vehicle or an occupant with a Bluetooth enabled device passes 
numerous sensors. The MAC address of the vehicle or a 
Bluetooth enabled device being carried by an occupant are 

 
Figure 4: Google Traffic in Manchester, United Kingdom (copyright 
Google 2017) 

 



recorded in a raw data file called Per Vehicle Record (PVR). 
These MAC addresses are then used to calculate the journey 
time of several users between an origin and destination in 15-
minute intervals. Once sufficient data has been collected and 
processed; involving the conversion of mean journey times into 
seconds from a time stamp, the source file is imported into a 
database. Finally, modelling will be performed using the K-
Means++ algorithm which is an unsupervised learning method 
with a non-labelled dataset. K-Means++ algorithm was chosen 
because according to [28] it has previously achieving functional 
values 20% better than K-Means and performed 70% faster. 

VI. RESULTS AND DISCUSSION 

The purpose of this experiment was to discover patterns in 
the journey time and traffic volumes to help predict and classify 
journey time. Figure 5 displays 13 weeks of data in a scatter 
graph with Tuesday, Wednesday and across the x-axis, journey 
time along the y-axis and grouped into four time periods that 
are 6:00, 7:00, 8:00 and 9:00. Each group represents a 15 
minutes slot. For example, 6:00 until 6:15. 

From Figure 5, it is apparent that the group 6:00 and 7:00 
are a lot more consistent with regards to journey time than 8:00 
and 9:00 that appear to have a lot more variation ranging from 
0 to 2600 seconds. 9:00 is positioned sparsely between 7:00 and 
8:00 demonstrating a visible temporal pattern in the journey 
time data. 

 

 
Figure 5: Scatter graph of journey times 

 
Following the exploration of journey time in Figure 5, the 

next phase was to try to prove whether hypothesis one is true or 
not. To achieve this clustering using the K-Means++ algorithm 
was chosen. 

Figure 6 was produced by using K-Means++ to choose the 
initial seeds and a euclidean distance was used. Five clusters 
were chosen for two reasons. Firstly, it achieves the second 
highest silhouette score with 0.609. Secondly, after an initial 
attempt with three clusters that did not provide sufficient 
resolution, it was decided to use five clusters instead. 
Resolution is vital to be able to prove hypothesis one true, 
because without the ability to classify journey time into 
meaningful classes it would be impossible to predict the level 
of journey time. In Figure 6 the five classifications are Very 
High, High, Average, Low and Very Low journey time. In 
addition, to the five classifications, Figure 6 has many 
interesting patterns, such as, journey time between 00:00 until 
06:30 remained densely in the Very Low or Low journey time. 
In addition, during the remainder of the day Journey time 
becomes less Low journey time and more Average and High 
journey time. Finally, around 8:00 you can see a Very High 
journey time spike. 

 
Figure 6: Clustered journey time into five categories 1) V. High JT 2) High JT 
3) Avg. JT 4) Low JT 5) V. Low JT  

 
To be able to prove hypothesis two either true or not a 

slightly different approach was used concerning how it was 
presented visually. In Figure 7, the x-axis is used for all 7 days 
of the week and the y-axis is used for time of day in 15-minute 
intervals. The size of each point is used to refer to the traffic 
volume and the five classifications remain the same.  



Figure 7: Clustered daily journey times into five categories 1) 
V. High JT 2) High JT 3) Avg. JT 4) Low JT 5) V. Low JT  

 
Figure 7 shows it is possible to use clustering to identify 

differences between weekdays and weekend. For example, on 
Saturday and Sunday, there are long periods of low journey 
times and fewer vehicles using the road in the morning. In 
addition, on Monday, Tuesday, Wednesday, and Thursday there 
is noticeable High journey time at around 8:00 each morning, 
which is expected because people are going to work and 

dropping children off at school. Finally, it is worth noting the 
volume levels typically become high at 7 am during the week 
and does not reduce until around 8 pm proving hypothesis two 
true. Proving these hypotheses true is vital for when we attempt 
to identify the difference between a spike in journey time and a 
reduction in traffic volume caused by a road accident or a 
recurrent event such as morning rush hour. 

A case study was chosen to attempt to answer the research 
question as to whether the impact of a road accident could be 
identified in the sensor data. The case study is from a fatal road 
accident on the A6 on the 7th of February 2017. Using the data 
sources mentioned in Table II, journey time and the time of the 
accident was plotted on two timelines, the first is the day of the 
accident and the second is the mean of 13 weeks (January until 
March 2017). Looking at Figure 8, there is a noticeable 
difference at the time of the fatal accident between the journey 
time average, which is around 2000 seconds (Average JT), and 
the day of the fatal accident that fluctuates between either 0 
second (V. Low JT) or around 3500 seconds (V. High JT). For 
a road user, these values mean very little but after using the 
clusters created in the experimental analysis, we can say the 
journey time has changed from an average journey time to 
either no journey (road closed) or a very high journey time state, 
which lasts for around 3 hours overall before returning to the 
expected journey time. In addition, these measurements match 
up to what was proposed in the road accident ontology. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 8: Journey time on the a) 7th February 2017 b) Over a 13 week period. 

 



VII. CONCLUSION AND FURTHER WORK 

This paper has discussed the many concepts of congestion, 
which were used along with the support of TfGM to develop 
the road accident ontology. The two dimensions that were 
chosen with the support of the ontology were used to identify 
which data sources are best to be used to perform the 
experimental analysis that helped to prove both hypothesis and 
the research question. In addition, this research has 
demonstrated that it is possible to take quantitative data and 
extract qualitative information, which a road user or transport 
manager could use to help support decision-making. However, 
despite the promising results, further work is required to 
establish whether it is possible to identify similar patterns 
within a spatiotemporal dataset that can identify the shockwave 
caused by traffic events such as accidents. Then develop an 
early warning system that can detect such events, which cause 
non-recurrent congestion and predict the impact severity.  
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