A novel automated rodent tracker (ART), demonstrated in a mouse model of amyotrophic lateral sclerosis
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Abstract

\textit{Background:} Generating quantitative metrics of rodent locomotion and general behaviours from video footage is important in behavioural neuroscience studies. However, there is not yet a free software system that can process large amounts of video data with minimal user interventions.

\textit{New Method:} Here we propose a new, automated rodent tracker (ART) that uses a simple rule-based system to quickly and robustly track rodent nose and body points, with minimal user input. Tracked points can then be used to identify behaviours, approximate body size and provide locomotion metrics, such as speed and distance.

\textit{Results:} ART was demonstrated here on video recordings of a SOD1 mouse model, of amyotrophic lateral sclerosis, aged 30, 60, 90 and 120 days. Results showed a robust decline in locomotion speeds, as well as a reduction in object exploration and forward movement, with an increase in the time spent still. Body size approximations (centroid width), showed a significant decrease from P30.

\textit{Comparison with Existing Method(s):} ART performed to a very similar accuracy as manual tracking and Ethovision (a commercially available alternative), with average differences in coordinate points of 0.6 and 0.8mm, respectively. However, it required much less user intervention than Ethovision (6 as opposed to 30 mouse clicks) and worked robustly over more videos.

\textit{Conclusions:} ART provides an open-source option for behavioural analysis of rodents, performing to the same standards as commercially available software. It can be considered a validated, and accessible, alternative for researchers for whom non-invasive quantification of natural rodent behaviour is desirable.
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1. Introduction

Generating quantifiable metrics for the assessment of animal health and welfare is often intrusive (such as taking physiological samples), and places the animal under a great deal of stress (Tieu 2011). Measurable behavioural models have been proposed as a way to mitigate a large part of the stress in rodents, and also allow for the animal to be studied while behaving freely (Tieu 2011). Several such behavioural models have been developed, including beam balancing (Stanley et al. 2005), rotord (Hamm et al. 1994; Rozas et al. 1997), novel object investigation (Dudchenko et al. 2004; Antunes and Biala 2012), treadmill walking (Batka et al. 2014) and the morris water maze (Morris 1984, 2008). However, these tests require extensive animal training, and usually only measure the duration and frequency of certain behaviours, rather than true quantification of movements. Most laboratories will expose their animals to a host of these behavioural tests in order to capture a range of behaviours (Fraser et al. 2010). However, these approaches lack sufficient sensitivity to wholly characterise the progressions and recovery of animal health problems over different time frames (Casarrubea et al. 2015).

With improvements in video technology and associated software, it is now possible to collect footage from home-cage environments (Jhuang et al. 2010) with live streams and record large quantities of high-speed video footage (Nie et al. 2009). Video analyses of freely behaving rodents offer a robust way to non-invasively capture a range of quantifiable behavioural metrics, such as animal position and speed. They can also be more user-friendly than other methods, such as RFID tags, GPS or accelerometers (Koniar et al. 2016). Video analyses can be undertaken by the manual recording of behaviours and the manual tracking of certain points, such as the nose or tail point; however, this is a laborious process and is often subjective (Jhuang et al. 2010; Spink et al. 2001). Automation offers a robust alternative, as it does not suffer from fatigue, and can produce quantitative measurements of movements and behaviours (Spink et al. 2001).

To truly understand rodent locomotion and exploration, it is necessary to assess many aspects of behaviour by having a video analysis program that can both track animal movement and also categorise behaviours (Benjamini et al. 2010). There are a number of commercial rodent trackers, that are able to capture aspects of rodent movement in an open arena (i.e. Ethovision (Noldus) (Spink et al. 2001; Noldus et al. 2001), Any Maze (Ugo Basile), Videotrack (Viewpoint Behavior Technology) and Smart Video Tracking (Panlab, Harvard Apparatus)). These are usually able to measure distance travelled, speed of movement, position, and sometimes even identify the occurrence of certain behaviours, such as wall-following, or rearing (i.e. Ethovision (Noldus) (Spink et al. 2001; Noldus et al. 2001)). However, these programs tend to be expensive, require quite a lot of initial user input and are unable to be modified by users (i.e. are not open source) (Nema et al. 2016).

A variety of open source alternatives also exist; however, they tend to be quite specific and do not focus on measuring a range of locomotion and exploration behaviours. For example, they might only measure gait (Liang et al. 2012), track the rodent position (Zurn et al. 2005; Koniar et al. 2016), measure whiskers (Clack et al. 2012) or recognise specific postures (Farah et al. 2013; Ou-Yang et al. 2011). They also tend work with particular experimental laboratory arenas (OpenControl (Aguiar et al. 2007)) or home cage set-ups (Hong et al. 2015; Koniar et al. 2016). Many of these programs have also not been reliably validated against
other methods or in other labs (Benjamini et al. 2010; Desland et al. 2014; Koniar et al. 2016), and require coding skills to adapt the code to other set-ups or extract alternative metrics (Nema et al. 2016). Ethowatcher (Junior et al. 2012) is an open source tracker, that can measure many aspects of animal movement and behaviour, however it still requires a lot of manual intervention during set-up. Therefore, despite advances in technology and tracking software, there does not yet exist a free, open source rodent tracker that requires little user interaction in order to process large quantities of behavioural data from video footage. Indeed, as technology continues to develop, current abilities to collect large video-based datasets are not matched by a concomitant ability to reliably and efficiently analyse such data volumes. Such mismatch in capabilities limits potential knowledge advances in associated fields and as such requires urgent attention to amend the current situation.

This paper, therefore, introduces a novel Automatic Rodent Tracker (ART), which can quickly and efficiently process large amounts of video data, with minimal user interactions. We validate the tracker’s accuracy against manual tracking and Ethovision, and then demonstrate its capabilities on a dataset, comparing measures of movement and behaviour in SOD1-G93A mice to age-matched controls.

2. Materials and Methods

2.1 Animals

For this study, five female SOD1\textsuperscript{G93A} mice and five female control littermates were imaged in a 7 T magnet, at post-natal day (P) 30, P60, P90 and P120 (±3 days), to measure loss of pelvic muscle volume. They were also filmed in an open arena three days post-imaging. Mice were originally obtained from the Jackson Laboratory, B6SJL-Tg (SOD1-G93A)1Gur/J (stock number 002726), and subsequently backcrossed onto the C57Bl/6 background (Harlan UK, C57Bl/6 J OlaHsd) for >20 generations (Mead et al. 2011). Our model, on a defined inbred genetic background, shows no effect of sex or litter of origin on survival (Mead et al. 2011). SOD1\textsuperscript{G93A} mice have an average survival of 140 days (Mead et al. 2011). None of the mice had undergone any scientific procedures prior to this study. All the animals were female kept on a 12:12 light schedule at 22 °C, with water and food (standard laboratory rodent diet pellets) ad libitum. Mice were group-housed in standard rectangular cages (48x15x13cm) containing a red Perspex shelter, with their littermates (2-6 animals per cage). SOD1\textsuperscript{G93A} mice do suffer from weight loss, and the average body weights (mean ± standard error) of the mice at each age can be compared in Figure 7a. All mice underwent welfare assessments on a bi-weekly basis, and daily from P100, to make sure they were behaving naturally (moving, grooming and socially interacting). All procedures were approved by the local Ethics Committee at the University of Sheffield and UK Home Office, under the terms of the UK Animals (Scientific Procedures) Act, 1986.

2.2 Behavioural Data Collection

High-speed digital video recordings were made using a Photron Fastcam PCI camera, recording at 500 frames per second, shutterspeed of 0.5 ms, and resolution of 1024 \times 1024. The camera was suspended from the ceiling, above a custom-built rectangular (40 cm \times 40 cm) viewing arena with a glass floor, ceiling, and endwall. A Perspex block (55 cm x 55cm) was placed in the arena to encourage exploration of the space (Figure 1a). The mice were
recorded at P30, P60, P90 and P120 on two consecutive days. Mice were tested throughout the day. They were individually removed from their home cage and introduced to the arena in a different order each day. The experimenter was blind to the condition of the animal at P30 and P60, but the symptoms were clear in the SOD1$^{G93A}$ mice from P90. Video data was collected in near darkness and back-lit using a normal spectrum lightbox for illumination. Multiple 1.6 second video clips were collected opportunistically (by manual trigger) when the animal moved beneath the field of view of the camera. Approximately 12 videos were collected from each animal per filming day, which only took around 5-10 minutes.

2.3 Magnetic resonance imaging

SOD1$^{G93A}$ mice are characterised by a large reduction in hind limb muscle volume from around P60 or P90, and many studies characterise this decrease by using MRI (Brooks et al. 2004; Grant et al. 2014; Marcuzzo et al. 2011; Mead et al. 2011). While ART is primarily designed for tracking rodent movement and behaviour, it does so by tracing the rodent body shape (see section 2.4.3), which means it has the capacity to approximate a body area or width measurement. This is especially useful to measure changes in body shape, which would be useful for a number of mouse models, including the SOD1$^{G93A}$ mice. Therefore, all the mice were blind-imaged in a 7 T magnet (Bruker BioSpecAVANCE, 310 mm bore, MRI system B/C 70/30), with pre-installed 12 channel RT-shim system (B-S30) and fitted with an actively shielded, 116 mm inner diameter, water cooled, 3 coil gradient system (Bruker BioSpin MRI GmbH B-GA12. 400 mT/m maximum strength per axis with 80 µs ramps) to assess pelvic muscle volumes at the 30, 60, 90 and 120 day time points. Animals were weighed and then placed in a custom built Perspex magnet capsule and imaged under gaseous anaesthesia (1–1.5%, flow rate 0.8–1.0 L/min continuous inhalation through a nose cone). Anaesthetic level was controlled on the basis of respiratory parameters; monitored using a pressure sensitive pad placed under the mouse’s chest (SAII Model 1025 monitoring and gating system). Inside the capsule, a non-magnetic ceramic heated hot air system (SAII – MR-compatible Heater System for Small Animals) and rectal probe, integrated into the physiological monitoring system maintained the temperature of the animal. All animals were euthanized at the 120 day time point. A 1H birdcage volume resonator (Bruker, 300 MHz, 1 kW max, outer diameter 114 mm/inner diameter 72 mm), placed at the iso-centre of the magnet was used for both RF transmission and reception. A workstation configured for use with ParaVisionTM 4.0 software operated the spectrometer. Following field shimming, off-resonance correction and RF gain setting a tri-plane FLASH sequence (TR = 100 ms, TE = 6 ms, Flip angle = 30°, Av = 1, FOV = 40 mm × 40 mm, Slice thk = 2 mm, Matrix = 128 × 128) was used for subject localisation. From this a fast (~5 min) 3D FISP sequence (TR = 8/1200 ms, TE = 4 ms, FOV = 40 mm × 40 mm × 40 mm, Matrix = 256 × 256 × 128) allowed low SNR visualisation of the pelvic area and thus planning of 21 axial high SNR single Spin Echo images (TR = 3200 ms, TE = 7.5 ms, Av = 1, FOV = 40 mm × 40 mm, Slice thk = 1 mm, Matrix = 256 × 256) covering the entire lower hind limb and pelvic region.

2.4 Video Tracking using ART

The Automatic Rodent Tracker (ART, available from: [http://tracker.bretthewitt.net/downloads.php](http://tracker.bretthewitt.net/downloads.php)) is a standalone windows executable, developed using C# v4.0, Windows Presentation Foundation (WPF) and the .NET framework v4.5, which allows for easy deployment and setup on PC’s running windows 7/8/10 without any
other libraries/software packages being required. It was developed to batch process large numbers of high quality video files, and provide measurements of locomotion (such as speed and position) and identify behaviours (such as exploration, moving forward, turning), with minimal user interaction. Only one setting is required from the user prior to execution, and error feedback is provided post-analysis, with the option to re-analyse specific videos with a different setting. ART uses existing techniques, such as convex hull (Efron 1965; Ahmad et al. 2014), hull bending, Canny edge detection (Canny 1986) and skeletonisation (Manzanera et al. 1999), alongside a number of rule-based algorithms, which are detailed further below. The tracker itself is modular and open source, enabling other modules to be developed and added to its framework; for instance, future automatic tracking modules, such as for whisker tracking or gait analysis, providing a means for it to be developed by and for the wider research community.

2.4.1 Detection of the mouse and other objects

Firstly, videos were saved from the camera as Audio Video Interleaved (.avi) format and all videos were loaded to the Automatic Rodent Tracker (ART) for analysis via batch processing. The tracker firstly identified the presence of a mouse by using background subtraction to find moving parts within the image sequences (Figure 1b) in each video frame. A minimum convex hull (Efron 1965; Ahmad et al. 2014) was used to enclose the mouse and was adapted by using hull bending to better fit the shape of the mouse in each frame. The enclosed mouse was subtracted from the frame to predict the background. Canny edge detection (Canny 1986) was then used to detect the background contours, including the edges of the Perspex arena, the Perspex block and other contours, like sawdust or faecal material within the arena. A binary background image was then created (Figure 1c), which allowed all background objects to be subtracted from each frame, leaving only the mouse visible (yellow contour in Figure 1d). The proposed method enabled the detection of the mouse and is robust to occlusion or when the mouse is interacting with other objects (Figure 1d).

2.4.2 Detection of the mouse head

Once the mouse and edges of the arena were identified, the tracker locates the head and body of the mouse using a proposed rule-based method (termed here as Rule Based Sliding Keypoints, RBSK) applied to every frame of the video. This method generates a set of keypoints around the contours (in yellow in Figure 2c). The distances (d) of the keypoints were determined dynamically to cater for videos of different resolutions. These keypoints were then rotated, or slid, around the image and a set of rules used to determine the position of the mouse head in each frame. The number of slides was dependant on the gap distance d. To determine the location within 2 pixels, with a gap distance of 40 pixels, 20 slides were used ($\frac{40}{2} = 20$).

Five key points, separated by a distance, d, were used to identify a mouse head (Px0-4, Py0-4) (Figure 2a). The position of these points, and thus the position of the mouse head, was determined by the following rules:

1) When a line is drawn between points P(x1,y1), and P(x3,y3), points P(x0,y0), and P(x4,y4) must lie on one side of the line, and point P(x2,y2) on the other (Figure 2b).
2) The area of the triangle enclosed by points \( P(x_1, y_1) \), \( P(x_2, y_2) \) and \( P(x_3, y_3) \) (Figure 2a) has a threshold defined as half the maximum possible area of a triangle \( \frac{\sqrt{3}}{4} \times d^2 \). This excludes potential locations that have a thin base, such as a leg.

3) The line drawn between points \( P(x_1, y_1) \) and \( P(x_3, y_3) \) (bottom of the triangle in Figure 2a) must cover black pixels. As the algorithm is predominantly based on contour matching, this ensures the potential object is a mouse, and not a “mouse looking” shape that has been created from a stretched leg, or other item.

4) The distance between points \( P(x_0, y_0) \) and \( P(x_4, y_4) \) (Figure 2a) must fall within a certain range, and is used to define the shape of the mouse. A lower bound of \( 1.2 \times d \) and an upper bound of \( 2.5 \times d \) is used to prevent the wide objects (such as the mouse rear) or narrow objects (such as a foot) being identified as a head.

5) The average intensity of the area defined by points \( P(x_1, y_1) \), \( P(x_2, y_2) \) and \( P(x_3, y_3) \) must fall below a threshold intensity of 10 for a 256 bit image. This identifies the dark area of the mouse’s head, rather than a similarly-shaped area (such as the * in Figure 2c).

6) The most accurate position of the head occurs when a keypoint coincides with the nose tip of the mouse, which is defined when the distance between the point \( P(x_2, y_2) \) and the line drawn between \( P(x_1, y_1) \) and \( P(x_3, y_3) \) (in green in Figure 2c) is at a maximum.

2.4.3 Defining the mouse body

Once the head of the mouse had been found, it was combined with the earlier located mouse contour to define the whole shape of the mouse, along with the position and orientation of the head. When the whole body of the mouse is visible (Figure 3), a modified version of the RBSK was used to find both the head and tail tips (Figure 3), and skeletonisation (Manzanera et al. 1999) was performed to find the shortest route between the nose and tail tip, which generated a spine (Figure 3). The center of mass of the body segment was located, and a line drawn through this point, perpendicular to the spine and terminated at the outer contour. This line was termed the centroid width (Figure 3). This width measurement could be considered as a slice along the width of the animal, and was later correlated to aspects of body size, including body weight and pelvic muscle volume (Section 3.3.3).

2.4.4 Extraction of behaviours and measures from the video

All videos were uploaded to ART, and the program automatically selected trackable videos and frames. Trackable videos and frames were identified as when the mouse, and its head, was clearly in shot, and when the mouse was not rearing, which obscured the nose tip. This led to 726 videos being tracked during this experiment (10-17 videos per mouse, per age). ART can extract many variables from a video clip (Table 1). Firstly, the locomotion variables were extracted (Table 1), including average speed (mm/msec) and average angular speed (deg/ms). Maximum and minimum values of these variables could also be outputted by ART, per clip. Total distance travelled by the mouse, per clip, could also be produced, but was found to not be significantly affected by genotype in this study, so was excluded from further analysis.

General behaviour data could also be calculated from each clip, including the duration of time that the mouse moved forward, stayed still, turned and interacted with the Perspex block. The centroid width (mm) was also calculated (Table 1). The automatic calibration in ART was used to express distances, speeds and widths in mm. Video frame rate was
extracted automatically from the video files; however, users could also change this manually. Due to ART being designed to be used on large datasets without user interaction, all metrics were outputted as per-clip averages (unless otherwise specified), with outliers (lowest and highest 10%) removed. Metrics could also be outputted as per-mouse averages. All results were outputted from ART as .csv files, to allow easy integration with a number of analysis programs, including Matlab, SPSS and Excel, without the user having specialist programming knowledge. Raw tracked coordinate points could also be extracted as .csv files if the user did need to construct more complex analyses not yet incorporated in to the ART analysis suite.

Table 1: Summary of measures and behaviours extracted from the video by ART, including locomotion measures, general behaviours and size measures.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Locomotion measures:</strong></td>
<td></td>
</tr>
<tr>
<td>Average Speed (mm/msec)</td>
<td>Distance travelled by the centre of mass of the mouse (Fig. 3) per frame, divided by time. Averaged for each clip, also outputs maximum and minimum values.</td>
</tr>
<tr>
<td>Average Angular Speed (deg/msec)</td>
<td>Tracked nose point and head key points used to calculate the angular distance the head moved per frame. Averaged for each clip, also outputs maximum and minimum values.</td>
</tr>
<tr>
<td>Total Distance (mm)</td>
<td>Total distance travelled by the centre of mass of the mouse, per clip.</td>
</tr>
<tr>
<td><strong>General Behaviours:</strong></td>
<td>Durations, allocated to frames when:</td>
</tr>
<tr>
<td>Moving Forward</td>
<td>Centre of mass of the mouse moved &gt;0.025 mm/msec, for at least 80 ms</td>
</tr>
<tr>
<td>Staying Still</td>
<td>Centre of mass of the mouse moved &lt;0.025 mm/msec, for at least 80 ms</td>
</tr>
<tr>
<td>Turning</td>
<td>Nose point rotated &gt;0.2 deg/ms for at least 80 ms</td>
</tr>
<tr>
<td>Interacting</td>
<td>Nose point came within 2-3mm from the Perspex block.</td>
</tr>
<tr>
<td><strong>Size Measure:</strong></td>
<td></td>
</tr>
<tr>
<td>Centroid width (mm)</td>
<td>Tangent through the center of mass, normal to the spine (Fig. 3). Only calculated when whole mouse body was visible and moving forward to enable more reliable approximation.</td>
</tr>
</tbody>
</table>

2.4.5 Validation of ART

ART was validated against manual tracking and Ethovision XT 5.1.220 in a sub-set of 43 videos, containing clips of control and transgenic mice at each age (P30: 10 ntg, 8tg; P60: 5ntg, 5tg; P90: 3ntg, 5tg; P120: 6ntg, 1 tg). ART contains a validation option, so a user is able to validate the accuracy of ART for their set-up against a manual tracking example. In this instance, the accuracy of ART to find the nose point pixel coordinate (in red in Figure 3), was compared to manual tracking of the nose point in 43 videos, using the Manual Whisker Tracker (MWA) (Hewitt et al. 2016), by a trained and experienced experimenter. The error difference (in mm) between the centre of the nose point in ART and MWA was calculated as an average in each of the 43 videos, over a period of 302-800 frames, and presented as a histogram. Manual tracking of the nose is considered the “ground truth” in this instance; however to investigate its reliability, five videos were tracked an additional time by the same experimenter to approximate manual error. In addition, a Bland-Altman plot (Bland &
Altman 1986) was constructed to compare manual tracking and ART in all the frames that contained nose tracking, in both the x and y planes.

ART was validated against Ethovision to observe how it compares generally to a commercial alternative. As Ethovision XT 5.1.220 did not find a nose point, but rather used the center of mass of the mouse body, this pixel coordinate was compared between ART and Ethovision XT 5, over the same 45 videos. The error difference (in mm) between the centre of mass point in ART and Ethovision was calculated as an average in each of the 43 videos, over the same period of 302-800 frames. In addition, a Bland-Altman plot was constructed to compare Ethovision tracking and ART in all the frames that contained centre of mass tracking, in both the x and y planes. In both ART and Ethovision, speed, distance travelled and aspects of behaviour (resting/staying still and walking/moving forward) are all calculated from the centre of mass position; therefore a good agreement in this coordinate would also indicate a good agreement of all these parameters too. During the tracking set-up in ART and Ethovision, the minimum number of clicks out of the total number of 43 videos was also recorded, to estimate user intervention. Ethovision and ART have rather different tracking strategies, for example ART found both the nose point and the center of mass, while Ethovision only tracked the center of mass. Therefore, due to the additional processing steps in ART, running time was not compared between these programs.

2.6 Statistical considerations

All metrics were normally distributed, therefore parametric statistical tests were used throughout. A multivariate ANOVA was conducted on all the measures collated from the video footage. Average speed, average angular speed, centroid width and the percentages of time moving forward, turning, staying still and interacting were all inputted to the ANOVA as dependent variables. Genotype (SOD1 or control) and age (P30, P60, P90 and P120) were added as independent variables and Mouse ID as a covariate, to control for individual differences. Significant main and interaction effects were reported in the results to a significance level of <0.05, along with effect sizes (Partial Eta Squared: $\eta^2_p$). Individual ANOVAs were then conducted as post hoc tests at each age, and indicated on the figures with an asterisk (*). Body weight and pelvic muscle volume were also examined using a multivariate ANOVA and were entered as dependent variables, with genotype and age as independent variables. As only one measure was collected per mouse for these variables, mouse ID did not need to be included in the analyses. Centroid width was also averaged, per mouse, and correlated to body weight and pelvic muscle volume using a Pearson’s correlation.

3. Results

3.1 Validation against manual tracking

The average difference (error, mean±sd) in the nose point coordinate between ART and a manual tracker was 0.60±0.24 mm. This can be seen in Figure 4e, which shows the average range of errors per clip in a histogram, with no error being larger than 1.4 mm. The experimenter error in manually tracking the nose point coordinate was also calculated as 0.62±0.37 mm. Figure 4a and 4c show a Bland-Altman plot of the agreement between manual tracking and ART, in the x and y plane, respectively. The vast majority of points fell around zero, and were well within 3 standard deviations of zero (dashed line in figures),
especially in the x plane, which had a particularly low difference in tracking between the two methods (Figure 4a).

3.2 Validation against Ethovision

The average difference (error, mean±sd) in the centre of mass coordinate between ART and Ethovision was 0.78±0.68 mm (n=43 videos). This can be seen in Figure 4f, which shows the average range of errors, per clip, in a histogram, with no error being larger than 4.6 mm. As well as the error, the minimum number of clicks it took to set up each tracking video was also recorded. Ethovision took a minimum of 30 clicks, whereas ART took a minimum of 6 clicks. Figure 4b and 4d show a Bland-Altman plot of the agreement between Ethovision and ART, in the x and y plane, respectively. The vast majority of points fell around zero, and were well within 3 standard deviations of zero (dashed line in figures). The difference in tracking between ART and Ethovision, was much lower than that of ART and Manual Tracking, for instance the 3 standard error lines (dashed lines) in Figure 4b and 4d were much lower than those in Figure 4a and 4c.

3.3 Demonstration of ART on an experimental dataset of SOD1 and control mice

3.3.1 Locomotion was impacted in SOD1 mice.

The average speed of locomotion was significantly reduced in SOD1 mice (Multivariate ANOVA Main Effect: F(1,327) = 16.414, p<0.001, $\eta^2_p = 0.049$), at both P30 and P120 (Figure 5a). The SOD1 mice had a tendency to rotate more, indicated by elevated angular speeds at P60 and P90 (Figure 5b), however, this was not a significant finding (Multivariate ANOVA Interaction Effect: F(3,327) = 2.4432, p=0.065, $\eta^2_p = 0.022$).

3.3.2 General behaviours were altered in SOD1 mice

Overall, SOD1 mice spent less time interacting with the Perspex block within the arena (Multivariate ANOVA Main Effect: F(1,327) = 4.762, p=0.030, $\eta^2_p = 0.015$) and more time stood still (Multivariate ANOVA Main Effect: F(1,327) = 6.198, p=0.013, $\eta^2_p = 0.019$) (Figure 6). In particular, at P120 SOD1 mice spent less time moving forwards (Multivariate ANOVA Interaction Effect: F(3,327) = 6.508, p<0.001, $\eta^2_p = 0.058$) and more time stood still (Multivariate ANOVA Interaction Effect: F(3,327) = 7.209, p<0.001, $\eta^2_p = 0.058$) (Figure 6b). There were no significant effects of genotype or age on the percentage of time spent turning.

3.3.3 Body size and weight were affected in SOD1 mice

SOD1 mice weighed significantly less than control mice at P90 and P120 (Multivariate ANOVA Main Effect: F(1,327) = 84.691, p<0.001, $\eta^2_p = 0.738$) (Figure 7a), and also had a reduced pelvic muscle volume at P60, P90 and P120 (Multivariate ANOVA Main Effect: F(1,327) = 251.874, p<0.001, $\eta^2_p = 0.894$) (Figure 7c). This can be seen clearly in the example MRI Pelvic Muscle images in Figure 7f. Centroid width was significantly reduced in SOD1 mice, in all age groups (Multivariate ANOVA Main Effect: F(1,327) = 201.733, p<0.001, $\eta^2_p = 0.388$) (Figure 7e). Centroid width was also significantly correlated to both body weight (Pearson’s Correlation: r=0.766, p<0.001) (Figure 7b) and pelvic muscle volume (Pearson’s Correlation: r=0.420, p=0.009) (Figure 7d).

4. Discussion
We present here the Automatic Rodent Tracker (ART), and show that it i) performs similarly to manual tracking; ii) performs well compared to Ethovision; and iii) can extract important locomotion measurements, and behavioural classifications, from video data of freely behaving healthy and mutant mice.

4.1 Validating and comparing ART

ART performed well, in terms of accuracy, when it was compared to both manual tracking (0.60±0.24 mm) and Ethovision (0.78±0.68 mm) (Figure 4). These error values were particularly low, considering that the total viewing area was 40 x 40 cm. A critique of some past open-source trackers have been their lack of validation (Nema et al. 2016); ART overcomes this by containing a validation option that allows users to calculate error from manual tracking. In addition, in ART, the tracking was overlaid on to the video, and users could validate it frame-by-frame. In other trackers (such as Ethovision), the tracking is previewed as a line, and cannot be explored on a frame-by-frame basis in tandem with the position of the mouse. Manual tracking was used here as the “ground truth” of the nose point coordinate; however, when the experimenter manually tracked videos again, the nose point coordinate varied by around 0.62±0.37 mm. This experimenter error was very low; however, automatic tracking further reduces errors of this type, and provides a more repeatable alternative (Spink et al. 2001).

As well as reducing manual error, automatic tracking should also reduce manual intervention. ART has much lower manual intervention scores per video analysed than Ethovision (6 clicks as opposed to 30), indicating an increased ease of setting up videos for analysis. In addition, ART can also batch-process videos, so large amounts of data can be processed at once further reducing demands on operator time. With the increases in the amount of video data collected, caused by recent technology developments (Jhuang et al. 2010; Nie et al. 2009) and a growing emphasis on behavioural data collection for animal welfare (Tieu 2011), it has become even more important for video analysis to be conducted quickly and in large batches with minimal user intervention. Furthermore, behavioural data is relatively variable, especially in SOD1 mice (Grant et al. 2014; Bucher et al. 2007), and it is recommended to have large animal numbers for all preclinical research, according to updated guidelines (Ludolph et al. 2010). This will continue to increase the amount of video data collected for behavioural studies, and the need for efficient analysis programs.

Automatic trackers vary in the way they process background and foreground images. ART uses a rule-based system that is quick to process. However, there are some instances where it does struggle to identify and track the mouse. One such instant is when the mouse rears, as the head changes shape significantly, and the nose point can become obscured (Figure 8a). Another example is if the mouse crosses a defined object (Figure 8b), for example if its head crosses over the Perspex block by climbing on top of it. ART primarily focusses on tracking the position and movement of the rodent head (such as its orientation and turning speed) and these measurements are not accurate if the mouse positions its head with severe pitch, roll and yaw; therefore, it is preferential for episodes of rearing and climbing to be omitted from any data processing of the head. If a user does need to make measurements when the rodent is rearing, an additional module could be added to future versions of ART to incorporate this.
Ethovision also had some episodes where it did not track. Ethovision calculates the background image by processing one video frame that does not contain the mouse. This background has to be constant for all the subsequent frames, for instance, the camera view cannot move, the Perspex block cannot be moved, and the mouse cannot defecate nor brush sawdust in to the shot. If any of these things happen, then the mouse tracking becomes inaccurate (Figure 8c). ART overcomes this by processing the background in each individual frame, rather than just using one set frame. Another example where Ethovision had trouble tracking the footage was when the mouse got close enough to the Perspex arena wall that there was a reflection of the mouse appearing on the wall, and the reflection was sometimes tracked instead of the actual mouse (Figure 8d). This was not a problem for ART, as a region of interest could be specified for processing within the arena walls, which omits areas of reflection. Indeed, we demonstrate here, that ART can robustly track a variety of videos with a very similar accuracy to costly proprietary software, such as Ethovision, with minimal user intervention.

It must be noted, however, that Ethovision is also constantly developing, and later versions (i.e. XT 12) now have the option to track multiple body points for rodents (including the nose and tail), as well as behavioural recognition options that can identify behaviours, such as walking, resting, rearing, sniffing and grooming (Desland et al. 2014). While the most recent version was not validated here, it does still require a number of manual inputs. We present ART here as a free, automated alternative, and hope that its modular and open nature will allow for further future developments to rival that of costly proprietary software. Indeed, open software has been shown to develop faster, with more functions added and defects corrected quicker, than closed-source software projects (Paulson et al. 2004).

4.2 Demonstration of ART on experimental data

We show here that locomotion speeds are significantly reduced in SOD1 mice at P30 and P120 (Figure 5). Other studies have also found that locomotion speeds are reduced in SOD1 mice. Grant et al. (2014) found that locomotion speeds were reduced in SOD1 mice from P30-P120, revealed by head-tracking of high-speed video footage, using an open source tracker, BWTT (Perkon et al. 2011). Only 4-8 videos were tracked per mouse in total in the previous study (compared to 42-69 here) as the BWTT required manual intervention to locate the nose and head points in one key frame (Perkon et al. 2011). Other behaviours, such as travelling and interacting could not be extracted from the BWTT tracker. Many studies have also examined locomotion from a gait analysis perspective by having mice walk on treadmills or catwalks (Wooley et al. 2005; Mancuso et al. 2011; Batka et al. 2014). However, data from these studies are highly dependent on the speed setting of the treadmill (Batka et al. 2014), and does not truly represent freely-moving rodent experiments. In addition, in order to measure other behaviours, such as rotating, interacting or staying still, requires an additional behavioural test, as these behaviours are unable to be carried out on a treadmill. There are not many studies that have looked at general behaviour changes in SOD1 mice (Batka et al. 2014), and the majority of studies have focussed on motor assessments, such as treadmill running, rotorod and grip strength (Batka et al. 2014). Therefore, the finding here, that SOD1 mice reduce their interaction (object exploration behaviours) overall, and especially at is a new result (figure 6). We also show that SOD1 mice are less active at P120, by staying still more and moving forward less. This agrees with other studies that have found activity levels
and locomotion to be significantly impacted in these mice (Grant et al. 2014; Wooley et al. 2005; Mancuso et al. 201).

We also found a decrease in SOD1 body weight from P90 and a decrease in pelvic muscle volume from P60 (Figure 7a and c). While these are not new findings, and can also be found in other studies (Grant et al. 2014; Mead et al. 2011; Weydt et al. 2003), this is the first study to show that video analysis measurements of the centroid body width also correlated well with body weight (Figure 7b) and pelvic muscle volume, and was significantly reduced from P30 (Figure 7d). This approximation of size, using the centroid width, is a novel way to non-invasively monitor rodent health and, in the future, could replace having to directly handle the animal for weighing, or scanning the animal to extract muscle volumes.

Developing video analysis software, such as ART, allows many videos to be collected and processed from rodents behaving freely within a semi-natural environment. Not only this, but it characterises a number of quantifiable metrics of locomotion behaviour, general behaviours and rodent size measurements. This approach allows the collection of a variety of metrics, within the same behavioural set-up, thus decreasing the time of experimental data collection and the amount of animal handling.

4.3 The ART Approach

ART is a freely available, open source alternative to commercial rodent trackers, which performs at a very similar level of accuracy. It has been designed to be intuitive, easy to use, and require as little action as possible from the user. This is achieved by automating each step as much as possible. In addition, it uses the software design patterns and plug-in architecture (as described in Sherwood et. al. 2015), so that other behavioural trackers can be incorporated, such as gait analysis or whisker tracking. Future work will be to expand ART to include more behavioural metrics and to test it on a wide range of mouse models with motor deficits.
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FIGURES

*Figure 1: Processing of the videos on a per-frame basis.* a) original image; b) background subtraction finds the moving mouse c) binary image of the predicted background, following pre-processing; d) contour image of the mouse in yellow, Perspex block and arena edges in red.

*Figure 2: Five key points and rules defining the mouse head.*
**Figure 3:** Whole mouse contour and spine. Spine is indicated by the light blue line, the white line indicated the centroid width. The nose and tail tips are shown by the red dots, and the center of mass of the body by the blue dot.

**Figure 4:** Validation of ART in terms of accuracy with manual tracking (MWA) and Ethovision.  

a) Bland-Altman plot comparing ART and manual tracking for the x coordinates of the nose point; b) Bland-Altman plot comparing ART and Ethovision for the x coordinates of the centre of mass; c) Bland-Altman plot comparing ART and manual tracking for the y coordinates of the nose point; d) Bland-Altman plot comparing ART and Ethovision for the y coordinates of the centre of mass. Dashed lines correspond to \( \pm 3 \) standard deviations. e) a histogram of error (in mm) of the coordinate point of the nose, between ART and manual tracking; f) a histogram of error (in mm) of the coordinate point of the centre of mass, between ART and Ethovision.
Figure 5: Locomotion comparisons in SOD1 and control mice. a) Average locomotion speed was significantly slower in SOD1 mice at P30 and P120. b) Average angular (turning) speed was not significantly affected, despite some elevations at P60 and P90. Graphs show mean values, with standard error bars, significant interactions are indicated by an asterisk (*).

Figure 6: Percentage of time spent moving forward, turning, still and interacting in SOD1 (a) and control mice (b). Overall, SOD1 mice spent less time interacting with objects. At P120 SOD1 mice spent less time moving forwards and more time still. Graphs show the percentage time allocated to each of the defined behaviours, significant interactions are indicated by an asterisk (*).
Figure 7: Body size and weight measurements in SOD1 and control mice. a) Body weight was significantly lower in SOD1 mice at P90 and P120. c) Pelvic muscle volume, taken from MRI measurements (an example shown in panel f) were reduced in SOD1 mice at P60, P90 and P120. e) Centroid width, taken from the video, was lower in SOD1 mice throughout. Centroid width was significantly correlated to both body weight and pelvic muscle volume. a, c and e panels show mean values, with standard error bars, significant interactions are indicated by an asterisk (*). b and d panels show a result per mouse, per age.
Figure 8: Failure modes for ART (a and b) and Ethovision (c and d). a) ART: Mouse rearing and deforming the head silhouette, preventing the nose tip from being detected. b) ART: Mouse climbing over a static object, background subtraction would then cause the mouse to appear as two separate entities. c) Ethovision: A video where the Perspex box was in a unique position and the program could not therefore find an accurate background image, therefore identified both mouse and object as mouse (in yellow). d) Ethovision: A mouse standing adjacent to its reflection, so both the mouse and its reflection was identified as the mouse (in yellow).