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Benchmarking factor selection and sensitivity: a case study with nursing courses

There is an increasing requirement in higher education worldwide to deliver excellence. Benchmarking is widely used for this purpose, but methodological approaches to the creation of benchmark metrics vary greatly. Approaches require selection of factors for inclusion and subsequent calculation of benchmarks for comparison. We describe an approach using machine learning to select input factors based on their value to predict completion rates of nursing courses. Data from over 36,000 students, from nine institutions over three years were included and weighted averages provided a dynamic baseline for year on year and within-year comparisons between institutions. Anonymised outcomes highlight the variation in benchmarked performances between institutions and we demonstrate the value of accompanying sensitivity analyses. Our methods are appropriate worldwide, for many forms of data and at multiple scales of enquiry. We discuss our results in the context of higher education management, highlighting the value of scrutinising benchmark calculations.

Keywords: Metric benchmarks, machine learning, RandomForest, factor selection, sensitivity.

Background

There is a sustained and growing impetus worldwide to measure performance in higher education (HE) through the use of comparative quality metrics (Hazelkorn 2015). However, there is a lack of consensus on the choice of factors and methods that should be used to produce such metrics (Tam 2001) and approaches used to ‘benchmark’ metrics can have significant effects on how institutions are publicly ranked. The term ‘benchmarking’ is widely used in private and public domains, there are a variety of interpretations and processes used to implement benchmarking in the educational literature (Draper and Gittoes 2004). Formal benchmarking (hereafter referred to simply as ‘benchmarking’) is a technique originating in the business sector used to analyse
performance between competitors by comparing operating costs, product features and operating capabilities (Asif 2015). Here, benchmarking can be used to compare performance outcomes, but can also be used to inform the management of improvement relative to competitors. The concepts underlying benchmarking in business have undergone a long history of development (Kumar and Chandra 2001), resulting in many different definitions and approaches (Zairi 1998; Kyrö 2003), while the core process typically involves a performance comparison and the identification of factors for improvement in individual businesses (Stapenhurst 2010).

Many potential benefits of HE benchmarking have been proposed, including strengthening institutional ability to self-assess performance, evaluating the reasons for sector differences to inform policy, and to managing improvement in performance (Hazelkorn 2015). The global nature of HE has led to reviews of international benchmarks, highlighting how these measures influence competition for students, staff and research funding (e.g. HESA 2011). Careful consideration of metrics like these are required when they are used for strategic decision-making, particularly to account for the high levels of heterogeneity that exists both within and between universities (Agasisti and Bonomi 2014). Measurement of performance or efficiency in HE usually relies on data relating to the output of degree courses, such as qualification rate, student employment and levels of student satisfaction or engagement. The effective identification and adoption of such performance indicators is necessary to fulfil the first goal of most benchmarking projects, where performance is compared amongst institutions. A second goal of many benchmarking projects is to identify key areas for enhancement, most often in consultation with a range of stakeholders. This should identify best practices and focus resources on particular areas for improvement. While the first goal of merely performing benchmarking is widespread and on the rise,
latter goal of acting on benchmarking results to improve quality is sometimes challenging (e.g. Tillema 2010).

The education and health sectors have been subject to significant performance comparisons, which has led to league tables of performances and pressures to score highly in a suite of performance indicators (e.g. Draper and Gittoes 2004; Northcott and Llewellyn 2005; Shober 2013; Hazelkorn 2015). Benchmarking in Higher Education (HE) has been described as a process through which performance and practice are analysed to provide a standard measurement (the ‘benchmark’) of effective performance (e.g. ‘league tables’ or publication of ‘standard performance indicators’; Draper and Gittoes 2004). This is not a simple process and to provide equitability in HE benchmarking systems, direct comparisons of institutions should account for inherent differences between institutions, such as heterogeneity of students, staff and programmes of study. This is a challenge for benchmarking in HE and relies on the principle that there are established patterns of success for any given set of student or institutional typologies. Weighting metrics relative to an expected average of performance across these typologies, rather than simply using absolute measures, can mitigate this issue and is an essential part of benchmarking in the business sector (Stapenhurst 2009). Despite the advantage of adjustments of this type, the use of simple ranked metrics is common in HE despite well-documented shortcomings (Saisana et al 2011). Williams and de Rassenfosse (2016) provide a valuable insights into the current practices and pitfalls of the use of performance measures in higher education systems.

The choice of variables for such calculations and the method of analysis is known to affect the outcome of rankings (Saisana et al 2011; Draper and Gittoes 2004). Asif (2015) points out that the methodologies for selecting processes or factors for benchmarking in HE are sometimes vague or subjective.
should be objective and repeatable, but there is evidence that this is not always the case (Partovi 1994; Garengo et al 2005; De Toni and Tonchia 2001). Thus, because the success of metric benchmarking is governed by the identification of a small set of appropriate factors that influence the measure of performance, factor selection can involve a large number of possible permutations of factors requiring a rigorous process to devise the most appropriate solution. To overcome challenges in factor selection for benchmarking, it has been suggested that factor selection should incorporate data that are: 1) routinely acquired by stakeholders, 2) highly predictive, 3) meaningful to the stakeholders and are 4) relevant and necessary to add value to the benchmark (Hall and Holmes 2003).

In this study, we describe a two phase approach to perform objective and repeatable benchmarking in higher education, using data from nursing courses at nine universities in the UK. In the first phase of our benchmarking, we used machine learning to objectively choose variables of value to predict our measure of success, student progression. Machine learning methods (such as classification and decision trees) are increasingly used as a data reduction method and for variable selection (Rokach and Mainon 2014). This results in a subset of informative and necessary variables to be used in benchmarking modelling. The second phase of our study involved using variable selected via machine learning to construct a benchmarking model. The approach we used is similar conceptually to best-practice using benchmarking, where we used direct standardization of variables to weight variables within and between like student groupings (Draper and Gittoes 2004). Here, direct standardisation is used to benchmark performance of specific student cohorts where the benchmark per se is the difference between the actual performance of students at that institution relative to the performance of the same student cohort at a generalized
regional ‘average’ university (see below for further explanation). We discuss the method we implement here and how this approach can be used to inform quality improvement in higher education.

**Metric benchmark development**

For the factor selection phase of this study, all analyses were carried out on the open source statistical package ‘R’ (https://www.r-project.org/). The dependent variable for benchmark calculations was the measure of student qualification, a binomial variable indicating either qualification or withdrawal before course completion. In terms of the accompanying factors available for analysis, routinely captured data were used from ‘PETD’ (Professional Education Training Database) data that had been provided on a student-by-student basis for nursing courses by Health Education England (formerly Health Education North West) for nine higher education institutions. Our data represented cohorts of students that had finished their degree and who began their degree during the period of 2008-2011 and would have qualified by 2014 at the earliest. The database provided a range of factors associated with each individual student, such as student age, gender, registered disability, ethnicity or whether the student had suspended their studies. Home postcode was also provided and this was assumed to represent the (parental) home of the individual. There were also two associated metrics provided as surrogates of socioeconomic status: (i) youth participation rates in ‘further’ education (‘youthEd’), and (ii) adult participation rates in further and higher education (‘adultEd’).

The approaches to benchmark the dataset drew on methods from Draper and Gittoes who referred to the National Committee of Inquiry into Higher Education (or the ‘Dearing Committee’) that led to the Performance Indicators Steering Group. Their work focused on student progression data, with an underlying intention to provide more
reliable information on the performance of UK HEIs, in order to inform policy developments and enhance public accountability. Draper and Gittoes (2004) dissected the HEFCE approach, which was based on three main components: inputs (status of individuals as they enter higher education), process (what happens to them when in higher education) and outputs (outcome measures that can be evaluated, such as student success). This framework underpins the input-output (IO) approach, is also known as ‘provider profiling’ in health areas and has been used in benchmarking for schools and hospitals internationally. The IO approach is used here to provide a schematic overview of our methods (Figure 1).
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**Machine learning for factor selection**

In light of the absence of machine learning methods in the literature about benchmarking, we provide some detail to both justify and provide an overview of the approach. Statistical analysis of data sets with high dimensionality (i.e. many potential factors under consideration) is challenging as a consequence of processing and analysing a large number of predictor variables. One approach to managing this challenge is to reduce the dimensionality of the dataset, to reduce redundancy amongst variables and leverage power to resolve the effects in individual variables (Rokach and Maimon 2014). To achieve this, we used machine learning, a computational approach to identify variables with high explanatory power within a modelling framework.

One implementation of machine learning is using classification and regression trees (CART) in creating so-called ‘random forests’ (Breiman 2001). This approach is robust to strict assumptions of data conformity and has become one of the most widely used data analysis tools involving large and high-dimensional datasets (Liaw and Wiener 2002). Practical applications of this technique can be found in a number of
research fields, including: psychology (Strobl et al 2009), ecology (Prasad et al 2006) and HE student progression (Hardman et al 2013). RandomForest analysis in particular is in wide use as a tool to make predictions based on variable associations, and also to identify variables with predictive value by ranking the predictive importance of these variables (Grömping 2009; Genuer et al 2010). A specific strength of the algorithm is that it can be used to combine factorial and numerical data within a modelling framework and is robust with data sets of high dimensionality, whilst also being free of parametric assumptions of data conformity (Breiman 2001; Strobl et al 2009).

RandomForest was used to identify variables with the highest importance in predicting whether (or not) students in nursing programmes become qualified in their field of study. We calculated the ‘variable importance’ values of all predictor variables provided in the dataset, generating 10,000 trees. Our first goal was to identify a subset of the most important predictor variables to use in the construction of our benchmarking tool, following Liaw and Wiener’s (2002) approach. In this way we ranked predictor variables to inform the benchmarking tool, whilst objectively retaining the highest amount of information possible. To avoid problems due to the uneven distribution of subsets of data (e.g. across universities and programmes) and possible correlations amongst variables, we used an area under the curve (AUC) correction approach with variable and model validation (Strobl et al 2009).

Our second goal was to describe how the variables of high importance (identified in the initial analysis) varied amongst universities and programmes in their association with whether or not students ultimately became qualified. We calculated variable importance using equally weighted measures of mean square error and the Gini index (see Breiman 2001) for each of these data subsets, and partitioned data subgroups
using conditional inference trees. This approach is coherent with the methods in Strobl et al (2009).

Interpretation of the modelling outcomes may be complex. For example, distance of university from home postcode was identified as having high importance in predicting whether a student became qualified. However, larger distances may be an advantage to one university that is highly selecting and draws the best candidates nationwide, whereas larger distances may be a disadvantage to another rural university where this implies difficult commutes from home to placement/university. Thus, future functional interpretations of the outcomes (such as the distance variable) would need to be made by the users of the benchmarks who can account for characteristics of individual universities and their constituent student populations.

**Factor selection**

There were 52 routinely used factors available from the dataset made available for nine (anonymised) universities. These included variables such as student ‘age’, ‘gender’, ‘ethnicity’, registered ‘disability’ and ‘home address’. The distance of the home postcode to the institution of study was also calculated (‘distance’). We note that the dataset available for analysis was limited due to data availability and data protection, which is a practical constraint in any benchmarking project. For example, there is a great deal of literature surrounding the role of student entry qualifications (e.g. Yorke and Longden 2004). This type of data would be available at institutional level, but it was not available from the PETD dataset and thus not available for our analyses. We note that there is underlying debate concerning tariff as being a factor that is ‘in the control of the institution’ which may erode its value as an input variable for benchmarking (see Draper and Gittoes 2004).
Machine learning analysis using classification and regression trees was carried
out using all data for which we had complete cohorts (2008-2011) in order to identify
factors of high importance in predicting whether students become qualified in their field
of study after graduating. We first included the factors for the institution of study and
whether the student had suspended their studies (returning to study at a later date). Both
these variables were found to have greater influences than any other factor. The strong
‘university effect’ was anticipated as there were known differences in the qualification
rates between the institutions with associated known differences in entry qualifications.
Students that suspended during their studies were also more likely to withdraw. Indeed,
suspension was a stronger predictor of whether a student qualified than institution,
suggesting the need for future research to explain factors that underpin suspensions. For
further analyses, ‘suspend’ was excluded on the basis that it was an outcome of the
educational process (and not an input variable, such as gender) and because of its close
association with our dependent variable. Institutions were subsequently analysed
separately in order to explore consistency of the factor effects across institutions.

Individual factors to inform benchmarking ideally should represent unrelated
characteristics. Both youth and adult participation rates in education were included in
the preliminary analyses and both identified as having high importance. However, these
factors are strongly correlated with each other, and only youth participation (having a
higher importance value than adult participation) was included in the benchmark
modelling. As a result of our factor selection analysis, we selected the five factors of
highest average importance for inclusion in our benchmark model. These were ‘age’,
‘gender’, ‘ethnicity’, ‘registered disability’ and ‘youth participation rate into higher
education’.
Calculation of metric benchmarks using weighted averages

Demographic segments

Here, we refer to a ‘segment’ as a unique grouping of demographic factors. Segments representing combined groupings of data generated by the analysis are a product of partitioning data between the many combinations of factors. One challenge with benchmarking modelling is to avoid the reduction into too many segments of data. This problem practically limits including a large number of variables in benchmarking. The reason for this is that when data are segmented some may have very few records, for example records which are for Male AND Young AND High Youth HE Participation. We avoided this by overwriting the segment qualification rate with the rate at the higher level in the hierarchy according a lower threshold we set (a standard solution to this problem). For example, instead of using the rate for the segment Male AND Young AND High Participation, the rate for Male AND Young only was used. In the test model, this the low threshold was set at a minimum of 30 students in the starting cohort as this threshold value is commonly used in statistical tests as the minimum number of cases required for the test to be reliable.

Another important consideration was missing data, as not all students provide all the information, particularly concerning protected characteristics such as ethnicity and disability. In the test model, missing data were treated as a characteristic in their own right. For example, gender had three characteristics: male, female and not known (i.e. not reported). This necessary addition resulted in larger number of small segment counts as there were a greater number of attributes.

Factor order

The order that factors are used in benchmark calculation affects benchmark outcomes,
both as a consequence of the segment threshold and because of missing data. In order to measure the impact that factor order had, we used a sensitivity analysis approach. With regards to data segmentation, if the segment count was below our threshold when including all variables in a benchmark, then one factor would be dropped from the analysis to alleviate this (where variable order impacted which variable was dropped). To avoid factor order bias, all possible combinations of factor order were used to compute benchmarks and the variation around resulting benchmark estimates was evaluated in relation to actual performance (Figure 2).

The average difference between the maximum and minimum calculated benchmark score for each institution (based on the different orderings of the demographic factors) was 6.52%. For most institutions (except institutions B and G), the actual performance for the programme was either above or below benchmark boxplot whiskers. Thus, regardless of the ordering of the five factors, the actual performance of most institutions can be classified unambiguously as being above (or below) benchmark. For institutions B and G, actual performance lay within the range of likely benchmark results and so is not unambiguously different. This highlights the importance of exploration of the effects of factor order in the development of benchmarks, and the need for informed decision-making on the outcomes of this. A striking feature of our benchmark results is that variation in benchmark estimates is very different for different institutions, where, for example, institution B shows large variation in benchmarks due to factor order while institutions D and H show very little variation in benchmarks. This effect may reflect variation in segmentation between these intuitions, variation in missing data or a genuine differential effect of individual factors on benchmark performance. Finally, we point out that merely ranking actual performance in relation to average actual across
institutions may be quite different in comparison to ranking performance based on benchmarking. For example, relative to the average benchmark, institutions E, F and G are on or above average in actual performance. However all of these institutions show performance below that predicted by the benchmark. Likewise, while institution B exhibits actual performance below the institutional average, it is performing to expectation based on the benchmark estimates.

Number of factors

We also performed sensitivity analysis to measure the effect of factor number on the outcome of benchmarking. The number of factors included affects benchmark variation and magnitude (Figure 3). The pattern of median values for benchmark estimates is similar to that seen when varying order alone for all five variables. The spread of benchmark estimates in our sensitivity analysis is small compared to that for factor alone (comparing Fig 3 to Fig 2). This suggests that, for these data, the model appears to be (at least) relatively robust regardless of the number of factors included. The interpretation that a particular institution is over- or under-performance appears robust in that most institutions (except institution B) are clearly above or below the benchmark.

[Figure 3 near here]

Which years to include

Another factor that can affect the model is the number of years of data that are used for the calculation. In our models, three years of data were used to inform the benchmark (2009, 2010 and 2011), where year is the starting year for whole cohorts of students followed to degree completion. If fewer years of data were used, for example to specifically calculate benchmarks for each year, then segments would have had smaller
counts that would affect the importance of factor order. When fewer years of data were used, the benchmark range was, in some cases, much broader due to lower sample sizes impacting segmentation issues. While the increased variability resulted in broader benchmark estimates, using only the most recent year meant that the data were specific to individual years which could be useful to inform, for example, year-specific effects such as a change in policy or other measures expected to impact performance.

Overall, when taking into account both factor order and number of factors with sensitivity analysis we describe here, the indirect benchmarking method appears to be robust in that the interpretation of whether an institution is performing well or poorly relative to the benchmark is generally little affected by specific choices for factor ordering. The error around benchmark estimation that is produced using sensitivity analysis in this way is a robust way to aid interpretation of benchmarking results that can be used to overcome challenges involving factor choice, factor order and segmentation.

Discussion

This study outlines the approaches used to calculate metric benchmarks for nursing courses in the Northwest region of the UK, but the findings and approaches described are relevant to benchmarking calculations worldwide and at many scales of enquiry. We describe a conceptual input-output model (aligned to Draper and Gittoes 2004) that identifies clear differences in institutional performances compared to benchmarks and can be used to account for variation in learner compositions and assumptions associated with the benchmarking process. We believe this approach combines a robust factor selection approach with sensitivity analysis to mitigate many of the shortcomings associated with HE rankings. The outcomes provide a valid and reliable method to help both policy makers and universities for the identification of universities that are
performing above or below benchmark predictions, thus helping to target improvement activities. It is noteworthy that this comparative information is potentially valuable but, in isolation, metric benchmarks do not provide an understanding of the explanatory factors that drive performance. Subsequent use of the outputs for performance enhancement requires a layer of interpretation, preferably in consultation with other stakeholders (Jackson and Lund 2000).

Differences in institutional benchmark outcomes were anticipated after the preliminary analysis highlighted ‘institution’ as the most important explanatory variable in the model (also see the exploration of heterogeneity of institutions in Agasisti and Bonomi 2014). This factor was subsequently removed to allow institutions to be compared and preventing the factor from masking comparatively subtle effects of other factors in predicting student qualification. Similarly, records of student suspensions that were available in the dataset were used in preliminary calculations were also strong predictors of future failure to graduate (as may be anticipated; see Nonis and Wright 2003) and were also not considered in the final benchmark calculations.

The factors selected for the benchmarking process were coherent with other HE benchmarking documentation For example, the UK’s National Student Survey (NSS) benchmark has the intention of accounting for the mix of students and subjects at different institutions when reporting on survey outcomes (see Leman 2011). The respondent-related factors included in the NSS benchmarking process are similar to those identified in this study and purported to have demonstrable, consistent effects on survey outcomes and are also considered to be outside of institutional control, namely: subject (not included in our study as limited to nursing courses), ethnicity (included); age (included), mode of study (not included in our study as only full time students are enrolled on these courses), sex (included as ‘gender’) and disability (included).
However, HESA (2011) also have a benchmarking process that incorporates a similar suite of factors relating to entry qualifications of students, age and subjects of study. The HESA benchmark accounts for the effects of subject profiles and the entry qualifications of students for comparisons of the rates of student qualification. The HESA report (ibid.) encapsulates the need for this process, suggesting that benchmark outcomes provide information about the ‘sort of values that might be expected for a HE provider’s indicator’. This assumes that other factors not used in the benchmark calculation do not have significant effects on the output variable. If this assumption is true, and the factors entered are all ‘input variables’, it suggests that differences in performance relative to the benchmarks are either a direct result of HE provider performance or are influenced by other factors not included in the benchmark.

The sensitivity analysis used provided a range of potential benchmark values based on potential permutations of the numbers of factors used and the order they are entered into the calculation. Our findings highlight the importance of this stage of benchmark calculation, most markedly the order that factors are used in the benchmark calculation, particularly for institutions that are close to their benchmark values. Our findings concur with other authors that stress the importance of explicit sensitivity analyses for calculating metric benchmarks, although this key component is not always evident in benchmarking systems (see Reichmann & Sommersguter-Reichmann 2006). Our approach contrasts others (e.g. HESA benchmarking of NSS results detailed previously) which provides a single point of comparison. It is suggested that the visual presentation of the actual result against the quartiles of benchmark options provides ‘non-statistical’ users with a sense of confidence around the interpretation, as it is not an over-simplification. This was an important basis for performance discussions with universities in the current study.
The methodological approaches have been described here in detail, to illustrate the underpinning rationale and highlight approaches such as sensitivity analysis and the debate surrounding the number of factors for inclusion. We suggest that these approaches can be applied more widely, for different subject areas, greater geographical areas (e.g. national datasets) and beyond the educational arena. The novel use of this machine learning technique is proposed as going some way to solve the difficult issue of selecting the most appropriate factors for inclusion to allow for objective benchmarking (e.g. Hall and Holmes 2003). The robust nature of the RandomForest procedure allows objective, data-informed inclusion of many data types, is not limited by data distributions or types, and is seen as a starting point to factor selection that could be adapted year on year as data to include a wider dataset whenever new data acquisition reaches a scale suitable for benchmarking purposes. Of course, the key themes of benchmarking processes go far beyond the calculation and comparison of metric benchmarks. Their importance lies in the subsequent identification and implementation of new processes, for example based around the use of best practices (Camp 1989).

In our case study of nursing programmes at nine UK universities, the choice of factors was determined by the available dataset, in this case data that are routinely collected and available to institutions. We acknowledge that this constraint precludes many other potentially important factors such as aspects of learning and teaching structures. This includes the clinical placement element of nursing courses that appears to be of significant importance in this subject area (Hamshire et al 2011 and 2012). However, we believe this example is a realistic representation of practical limitations in benchmarking and we suggest our method can be used to improve current benchmarking practice in HE, despite unavoidable limitations in data quality or
availability. Because formal benchmarking is recognized as an ongoing process (Stapenhurst 2009), we suggest that our approach provide an opportunity for regular recalculations to incorporate data as they become available and to evaluate their impact on the outcomes through accompanying sensitivity analyses. Potentially, the machine learning techniques described here could also be used to identify the factors that predict successful completion of other within-degree output variables such as placement completions (e.g. as opposed or in addition to whether a student progresses or becomes qualified in their field of study).

In conclusion, this study has outlined a new approach for factor selection and sensitivity analysis of benchmarking programme performance in HE. This approach is robust and objective, incorporating machine learning for factor selection. The software used is open source and available to all stakeholders and the code used easily shared. The benchmarks created are coherent with others in the educational sector due to the factors included and our outcomes have highlighted the importance of sensitivity analyses to clarify the effects of factor number and order on the outcomes. Our outcomes could be built on and improved, for example by future acquisition of data surrounding the clinical placement component of these courses. Thus, we have provided baseline data and documented processes that could be developed further, and identified issues with current data that are routinely available and valuable for benchmarking processes. Ultimately, we have created and described a benchmarking approach that could be further generalised to explore benchmark performance in other regional or national datasets in order to improve quality in key HE outputs such as successful completion of clinical placements. In a wider context, the approaches described have relevance to the creation of benchmarks on a greater scale, such as those being devised at the time of writing for the proposed ‘Teaching Excellence Framework’, a component
of the UK government’s White Paper intended to reform higher education, that is founded on a selection of benchmarked metrics (BIS 2016).
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**Figure Captions**

**Figure 1.** Conceptual model of the input-output processes used to create benchmarks from the available dataset (inputs). The simplified structure does not include the iterations of the computations used for the metrics (adjusted outputs) such as sensitivity analyses.

**Figure 2:** Performance of adult nursing courses compared with calculated benchmarks when factor order varies. Benchmark outcomes are shown for all possible orderings.
using all five factors. Benchmarks are shown as a boxplot, actual performance is shown as a large dot and the mean actual performance across institutions is shown with a dashed line.

**Figure 3**: Performance of adult nursing courses compared with calculated benchmark when factor number varies. Benchmark outcomes are shown for all orderings for the inclusion of 5, 4, 3, 2 or 1 factor(s). Benchmarks are shown as a boxplot, actual performance is shown as a large dot and the mean actual performance across institutions is shown with a dashed line.
Figure 1. Conceptual model of the input-output processes used to create benchmarks from the available dataset (inputs). The simplified structure does not include the iterations of the computations used for the metrics (adjusted outputs) such as sensitivity analyses.
Figure 2: Performance of adult nursing courses compared with calculated benchmarks when factor order varies. Benchmark outcomes are shown for all possible orderings using all five factors. Benchmarks are shown as a boxplot, actual performance is shown as a large dot and the mean actual performance across institutions is shown with a dashed line.
Figure 3: Performance of adult nursing courses compared with calculated benchmark when factor number varies. Benchmark outcomes are shown for all orderings for the inclusion of 5, 4, 3, 2 or 1 factor(s). Benchmarks are shown as a boxplot, actual performance is shown as a large dot and the mean actual performance across institutions is shown with a dashed line.