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Abstract—Nodes in mobile ad hoc networks (MANETs) usually cooperate and forward each other's packets in order to enable out of range communication. However, in hostile environments some nodes may refuse to do so for either saving their resources or intentionally disrupting regular communications. This type of misbehavior is generally referred as packet dropping attack or black hole attack, which is considered as one of the most destructive attacks that leads to the deterioration of network performance.

The special network characteristics, such as limited battery power and mobility of nodes, make prevention techniques based on cryptographic primitives ineffective to cope with such attack. Rather, a more proactive alternative is required to ensure the safety of the forwarding function by staving off malicious nodes from being involved in routing paths. Once such scheme fails, some economic-based approaches can be adopted to alleviate the attack consequences by motivating the nodes cooperation. As backup, detection and reaction schemes remain as the final defense line to identify the misbehaving nodes and punish them.

In this survey, we make a comprehensive investigation on state-of-the-art countermeasures to packet dropping attack. Furthermore, we examine the challenges that must be tackled for constructing an in-depth defense against such sophisticated attack.
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I. INTRODUCTION

MOBILE ad hoc networks (MANETs) are usually formed by a group of mobile nodes, interconnected via wireless links, which agree to cooperate and forward each other's packets. One of the basic assumptions for the design of routing protocols in MANETs is that every node is honest and cooperative. That means, if a node claims it can reach another node by a certain path or distance, the claim is trusted/true; similarly, if a node reports a link break, the link will no longer be used. While this assumption can fundamentally facilitate the design and implementation of routing protocols, it meanwhile introduces a vulnerability to several types of denial of service (DoS) attacks [41], particularly packet dropping attack. To launch such attack, a malicious node can stealthily drop some or all data or routing packets passing through it.

Due to the lack of physical protection and reliable medium access mechanism, packet dropping attack represents a serious threat to the routing function in MANETs. A foe can easily join the network and compromise a legitimate node then subsequently start dropping packets that are expected to be relayed in order to disrupt the regular communications. Consequently, all the routes passing through this node fail to establish a correct routing path between the source and destination nodes.

Although upper layer acknowledgment, such as TCP ACK (Transmission Control Protocol ACKnowledgment) can detect end-to-end communication break, it is unable to identify accurately the node which contributes to that. Moreover, such mechanism is unavailable in connectionless transport layer protocols like UDP (User Datagram Protocol). Therefore, securing the basic operation of the network becomes one of the primary concerns in hostile environments in the presence of packets droppers. The challenge lies in securing communication meanwhile maintaining connectivity between nodes despite of the attacks launched by the foes and the frequently changing topology. It is thus obvious that both phases of the communication, mainly route discovery and data transmission phase, should be protected, calling for comprehensive security studies.

While a number of surveys [21], [26], [29] and [42], dealing with security threats against routing protocols in MANETs, have provided some insightful overviews on different threats and countermeasures, none of them focuses on a specific attack and examines all its characteristics in different routing techniques. To complement those efforts, this work studies the packet dropping attack, which is known as one of the most destructive threats in MANETs, and illustrates in depth the different schemes used by adversaries targeting on both reactive and proactive protocols. Furthermore, we conduct an up-to-date survey of the most valuable contributions aiming to avoid the packet droppers. The careful examination and analysis has allowed us to carry out a comparative study of the existing security schemes in terms of specific design rationale and objectives. The ultimate goal is to identify the strengths and weaknesses of each scheme in order to devise a more effective and practical solution which can achieve a better trade-off between security and network performance.

The remainder of the paper is structured as follows. In next section, we discuss the root causes of dropping packets in MANETs. Section III describes the Black hole attack in both reactive and proactive routing protocols. An overview of the proposed security schemes for defending against this attack is given in section IV. In section V, some open challenges related to the herein presented attack and solutions are highlighted. Finally, section VI concludes the paper and points out future research directions.
II. Root causes of packet dropping in MANETs

Before analyzing the packet dropping attack in details, let us first summarize the different motives that incite some nodes to drop a packet rather than sending or relaying it. In general, a packet can be dropped at either MAC or network layers due to the following reasons:

- The size of packets’ transmission buffer at MAC level is limited; therefore whenever the buffer is full any new packet arriving from higher layers will be dropped (buffer overflow).
- IEEE 802.11 protocol’s rules: a data packet is dropped if its retransmission attempts or the one of its corresponding RTS (Request To Send) frame has reached the maximum allowed number, owing to node’s movement or collision (a lot of contending nodes).
- A data packet may be dropped or lost if it is corrupted during transmission due to some phenomenon specific to radio transmissions such as interference, hidden nodes and high bit error rate.

In addition to these causes, a selfish node may refuse to relay a packet aiming to economize its energetic resources in order to extend its lifetime or simply because its battery power is drained. Moreover a malicious node involved in a routing path may intentionally drop the packets at network layer in order to provoke a collapse in network performances. Furthermore, it can modify the IEEE 802.11 MAC protocol’s parameters to provoke packet dropping. According to this analysis, packet dropping problem still open the door to new challenges in MANETs. For example, how can we recognize the reason leading a node to drop others’ packets? In other words, how can we know the intention of a node to accuse it as malicious, selfish or legitimate?

III. Black hole attack in MANETs

The black hole attack in MANETs can be classified into several categories in terms of the strategy adopted by the malicious node to launch the attack. In particular the malicious node can intentionally drop all the forwarded packets going through it (black hole), or it can selectively drop the packets originated from or destined to certain nodes that it dislikes. Furthermore, a special case of black hole attack dubbed gray hole attack is introduced in [23]. In this attack, the malicious node retains a portion of packets (one packet out of N received packets or one packet in a certain time window), while the rest is normally relayed.

In order to launch a black hole attack, the first step for a malicious node is to find a way that allows it to get involved in the routing-forwarding path of data/control packets. To do so, it exploits the vulnerabilities of the underlying routing protocols which are generally designed with strong assumption of trustworthiness of all the nodes participating in the network. Thus, any node can easily misbehave and provoke a severe harm to the network by targeting both data and control packets.

Dropping data packets leads to suspend the ongoing communication between the source and the destination node. More seriously, an attacker capturing the incoming control packets can prevent the associated nodes from establishing routes between them. To facilitate understanding, we illustrate them using two representative routing protocols in MANETs, OLSR (Optimized Link State Routing) [16] and AODV (Ad hoc On Demand Distance Vector) [14], which are table-driven and on-demand respectively.

A. Routing protocol-specific attack

We first address black hole problem in the two routing protocols cited above.

1) Black hole attack in AODV: In order to discover a new path towards a faraway destination, the source node broadcasts a RREQ (Route Request) message with unique identifier to all its neighbors. Each receiver rebroadcasts this RREQ to all its neighbors until reaching the intended destination as depicted in Fig. 1. On receiving the RREQ message, the destination node updates the sequence number of the source node and sends a RREP (Route Reply) message back to its neighbor which has relayed the RREQ. On the other hand, an intermediate node having a route to the destination with destination sequence number greater or equal to the one in RREQ can send back a RREP packet to the source node without relaying the RREQ to the destination. Notice that the links between nodes may be lost due to nodes’ mobility, so a RERR (Route Error) message is generated and forwarded back to the source node to report the link failure. Thus, the source node initiates a new route discovery to replace the failed path.

The DSR (Dynamic Source Routing) [5] protocol uses the same mechanism as AODV to discover new routes, however the complete path to the destination is chosen by the source node and loaded in the packet header. All the intermediate nodes have to relay the packets with respect to the route specified in the packet header. This feature is important in some cases in order to satisfy QoS (Quality of Service) [47] requirements by performing load balancing between the relay nodes. In this case, the source node sends the packets through different paths to avoid overloading any node in the network.

In on-demand routing protocols, dropping control packets might be the greatly benefit for both selfish and malicious nodes. Specifically, once dropping the RREQ packets, a selfish node prevents the established routes from passing through it and consequently it saves its energy for transmitting its own packets. Likewise, a malicious node can drop the RERR packets in order to prolong the duration of use of the broken routes. As a result, the network throughput collapses sharply since no packet reaches its destination.

A prerequisite for a node to launch a black hole attack is to be involved at least in one routing path. To this end, the
malicious node applies the strategies illustrated below.

- As shown in Fig. 2, C is a malicious node whereas S and D are the source and destination nodes, respectively. First, the node S broadcasts RREQ packet to its one hop neighbors. Then, upon receiving this packet each neighbor node is supposed to rebroadcast it if a route cache towards the destination is unavailable. However, the node C disobeys this rule and claims that it has the shortest path to the destination and sends a RREP packet back to node S. Consequently, if the RREP packet sent by node D or any honest intermediate node, which has a fresh route to D, reaches the node S before the C’s RREP then everything works well. Otherwise, the source node S deems that the route passing through the node C is the shortest path, and thus it starts transmitting data packets towards C which in its turn drops them.

- Another strategy to launch the attack can be described as follows: an intermediate node C spoofs the IP address of the destination D, inciting the source node S to establish the path towards C, instead of D. To illustrate that let us consider the network topology depicted in Fig. 2, when the attacker node C receives a RREQ packet it transmits a RREP packet to reply back to S claiming that it is the intended destination. Moreover, it increases the Destination Sequence Number (Dst-Seq-Num) received in RREQ packet by a value larger than one as shown in Table I, where the node C sets Dst-Seq-Num to 55 rather than 41 to guarantee that the source node S chooses it as the actual destination. The consequences of this attack strategy are similar to the previous one.

2) Black hole attack in OLSR: The Optimized Link State Routing protocol (OLSR) is a proactive routing protocol designed for large and dense networks. The main optimization of this protocol is achieved through the use of MPRs (MultiPoint Relays) which are a set of neighbor nodes that represent the unique responsible for spreading the local link state information to the whole network, thereby reducing the induced overhead. Notice that the local link state information is periodically advertised by the MPR nodes via the transmission of TC (Topology Control) messages. In OLSR, each node selects its MPR set from its one hop neighbors set such that it can easily reach all its two hop neighbors with minimum number of retransmissions. The MPR selection function depends on the number of two hop neighbors reachable through the candidate node and its ‘Willingness’ value obtained from Hello message. This value indicates the readiness of a node, according to its own resources, to forward the packets of its neighbors. Nodes with higher willingness value are given higher priority to be selected as MPR.

The main functionality of OLSR is neighbor sensing and topology dissemination. Neighbor sensing is accomplished through the periodic exchange of Hello messages, in which every node advertises its neighbor set along with the state of the link connecting it to each neighbor. In addition to that, it indicates whether a given neighbor has been chosen as MPR or not. To disseminate the topological information, each MPR node broadcasts periodically a TC message that contains its MPR selectors set. Using this information, each node constructs a partial topology graph of the network which allows it to establish routes to non-neighboring nodes. Since TC messages are flooded across the whole network, the attack can occur either at the origin or forwarding point. The damage resulted from targeting a TC message is more severe than that caused by misusing Hello messages as the TC messages are used globally by the whole network for routes calculation. A malicious node may simply send a TC message claiming to be the MPR of nodes although it is not. Therefore, as the network depends on the MPRs for routing services, a malicious node that manages to become an MPR can easily launch a black hole attack on the network. In what follows, we present the strategy adopted by a node to launch a black hole attack.
TABLE II: Example of Hello message sent by node M

<table>
<thead>
<tr>
<th>Originator-adr</th>
<th>1-hop neighbors</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>T, B, D</td>
</tr>
</tbody>
</table>

- **Gain an MPR position in the network:** a simple way for a malicious node to be an MPR is to set constantly its willingness field to the highest allowed value regardless of its available resources. Thus it compels all its neighbors to elect it as MPR. Besides, it may force a target node to select it as the only MPR by spoofing links with all its 2-hop neighbors as described below. To illustrate this scenario, let us consider the network topology depicted in Fig. 3, where the nodes A and C constitute the MPR set of the node T. The malicious node M generates its Hello message in which it advertises the non-neighboring nodes B and D as its neighbors, as illustrated in Table II. According to the MPR computation heuristic [16], the node T must choose M as the only MPR node, as shown in Fig. 4, since it has connections to the whole set of its two hop neighbors (B, D). Notice that the node M can learn the T’s two hop neighbors set by analyzing the received TC messages along with the T’s Hello message.

- **Drop all control or data packets supposed to be relayed:** as an MPR, a node can carry out the following disruptions:
  - Correctly participates to TC message forwarding function but fails to deliver data packets for other nodes.
  - Drops all TC messages sent or relayed by its MPR selector nodes. For example, in the network topology depicted in Fig. 5 the malicious node M refuses to relay the TC messages generated by the node T. Thus this makes the routes towards the MPR selectors of node T unknown for the rest of the network. The Fig. 6 illustrates that, where the nodes A1, A2 and A3 are hidden from the nodes B and C because the T’s TC message has not been received.
  - Colludes with another neighbor MPR node to make the previous attack harder to be detected as illustrated in [50].

In heterogeneous networks such as MANETs the status of asymmetric links is more likely to be observed. As an example, the topology depicted in Fig. 7 shows two asymmetric links connecting T1 with T2 and T2 with M. Malicious nodes (such as node M in Fig. 7) may get benefits from that and exploit it to launch a black hole attack. To do so, the node M tries to create a false symmetric link between T1 and T2. The establishment of this fake symmetric link requires five steps as follows:

- **msg1:** T1 → * : Hello, {∅}.

  During neighbor discovery phase, the node T1 broadcasts an empty Hello message that reaches both nodes T2 and M.

- **msg2:** T2 → ∗ : Hello, {T1, ASYM}.

  Next, the node T2 advertises, in its Hello message, that the node T1 is an asymmetric neighbor.

- **msg3:** M → T1 : Hello, {T1, ASYM}.

  Upon receiving the message msg2, the node M maliciously forwards it to the node T1 albeit it is not supposed to do.

- **msg4:** T1 → ∗ : Hello, {T2, SYM}.

  When the message msg3 reaches the node T1, it finds its identity included in the advertised neighborhood list and consequently it concludes that it is a symmetric neighbor of T2. Hence, it advertises this new link status in its Hello message.

- **msg5:** T2 → ∗ : Hello, {T1, SYM}.

  On receiving the Hello message msg4, the node T2 changes its link status with T1 to symmetric.

As a result, the victim nodes T1 and T2 infer that they are connected through a symmetric link while it is not. So, all control packets, such as TC messages, generated by the MPR selectors of node T2 will not reach the whole network. As a result, the network may be partitioned.

Notice that ∗ denotes the dissemination of a message and {Id, link} refers to the content of Hello message, where Id is the neighbor identity and link is the status of the link connecting the sender of the message and the node Id.

**B. Inter-layer attack**

In this attack, the malicious node modifies the default configuration of IEEE 802.11 MAC protocol, for example it denies the response to the RTS packet sent by its neighbors...
rather than sending a CTS (Clear To Send) packet after the SIFS (Short Inter Frame Space) period. When the CTS timeout expires, the sender of RTS infers that the malicious node didn’t receive it correctly (i.e., a collision is occurred), as stated in [4]. Thus it retransmits the RTS after waiting for a new backoff time. After several retransmission attempts (RT-attempts), the sender of RTS abandons the transmission of the corresponding data frame whenever the number of attempts reaches the SRL (Short Retry Limit) as depicted in Fig. 8. This attack may disrupt the route discovery process in reactive routing protocols, such as AODV, when the malicious node drops the RTS of the RREP packet, which leads to initiating a new route discovery. Moreover, this misbehavior can trigger a route maintenance process since the sender node will conclude that the link with the malicious node is broken. Consequently, the network performance degrades sharply.

IV. SECURE MANETS AGAINST BLACK HOLE ATTACK

Recently, many investigations have been done in order to improve the security in MANETs, most of which are relied on cryptographic based techniques in order to guarantee some properties such as data integrity and availability. In what follows, we give a snapshot of the mostly used cryptographic primitives in MANETs.

A. Overview of the cryptographic primitives

As MANETs become more ubiquitous, the need for providing adequate security tools gets to be more obvious. The existing security schemes in such networks use generally one or more of the following cryptographic technologies: symmetric-key cryptography [15], digital signature [3], threshold cryptography [1] and one way hash chain [2]. Each of these cryptographic primitives has its specific advantages and drawbacks. For example, the security schemes based on digital signature and threshold cryptography generate much more computational overhead than those based on symmetric cryptography. However, the security approaches that are solely based on symmetric-key cryptography are less robust and offer less security than asymmetric key cryptography, due to the higher probability that the shared keys being compromised. As one way chains are known to be very efficient for verification, they became increasingly popular for designing security protocols for hand-held devices. This is due to the fact that the low-powered processors are able to compute a one way function within milliseconds, but would require tens of seconds or up to minutes to generate or verify a traditional digital signature [8], [22]. Consequently, recent wireless ad hoc network’s security protocols extensively use one way chains to design protocols that scale down to resources constrained devices.

These cryptographic schemes are known to be efficient to ensure several properties such as confidentiality, data integrity and non repudiation. However, they cannot be adopted in MANETs since a Certificate Authority (CA) or a Key Distribution Center (KDC) are not always available. Moreover, these techniques cannot prevent a malicious node from dropping packets supposed to be relayed, which is our focus in this survey. In Table III, we point out the main advantages and drawbacks of the cryptographic primitives presented above.

B. Taxonomy of the proposed solutions in the literature

There are basically three defense lines devised to protect MANETs against the packet dropping attack as illustrated in Fig. 11. The first defense line (for prevention purposes) aims to forbid the malicious nodes from participating in packet forwarding function. Whenever the malicious node exceeds this barrier, a second defense line (for incentive purposes) is launched, which seeks to stimulate the cooperation among the router nodes via an economic model. Finally, once the two previous defense lines have been broken, a third one (for detection/reaction purposes) is launched aiming to reveal the identity of the malicious node and excludes it from the network.

First defense line schemes

Many researchers have been interested to develop several mechanisms to identify the malicious nodes that attempt to involve themselves in the routing path, and then take control over data/control packets. In the sequel, we give an overview of the major proposals which aim to recognize the malicious nodes at earlier stage of misbehaving before causing any damage to the network.

The authors of [12] have proposed a solution to cope with the black hole attack in AODV. First, they suggest to disable the ability of an intermediate node to send a RREP and allow only the final destination to do that. This technique avoids the black hole problem but increases the route establishment delay, especially in the case of large networks. Furthermore, since no authentication is used in RREP message a smart
attacker can forge a RREP message on behalf of the legitimate destination (by spoofing its IP address). As such, this solution is inappropriate for coping with this attack. To overcome these shortcomings, they have proposed another solution which requires that the intermediate node adds its next hop’s information to the RREP packet before sending it. On receiving this packet, the source node sends a special packet to the next hop of the intermediate node in order to verify that it has a route to the destination and also it is a neighbor of the intermediate node. This special packet contains a field dubbed check result which might be filled by the next hop node. When the source node receives the reply to this packet it extracts the check result information and decide accordingly whether this route is safe or not. If so, it sends out the data packets, otherwise it initiates a new route discovery or waits for subsequent RREPs. While this solution can avoid the black hole attack launched by a single node, it is unable to detect a collusive attack conducted by both of intermediate and next hop nodes. Moreover, its main disadvantage is the induced overhead if the check process is repeated for each intermediate node replying to the RREQ.

To ascertain the safety of the established path, a new scheme is proposed in [13] to secure AODV. This scheme can be briefly described as follows; once the normal path discovery procedure is finished, the source node sends special control packets to request each originator of RREP packet to send back its current neighbor set. On receiving more than one reply, the node starts comparing the received neighbor sets. If the difference between them is larger than a predefined threshold then a black hole attack is identified. To mitigate its impact, a cryptography-based reaction mechanism is designed, whereby the source node recognizes the true destination. Subsequently, a new control message is sent to the destination to establish the correct path. This method can reduce the likelihood of a successful black hole attack, but it cannot guarantee its prevention.

To secure OLSR against the colluding black hole attack, in which two malicious MPR nodes collude each other to prevent TC messages from being relayed correctly, a solution is proposed in [36]. This solution is based on a slight modification to the standard Hello message by adding the 2-hop neighbors set to the advertised set of one hop neighbors. Based on this information, any node can detect whether one of its neighbors has sent a false Hello message by searching any contradiction between the received neighbor sets. This solution can prevent the nodes that spoof links with non-neighboring nodes from being selected as MPR. However, the high mobility of nodes can paralyze the network due to the huge number of the induced false alarms. Moreover, these contradictions can no more stand if the attacker spoofs links with far-away (more than two hops away) or not existing nodes.

TOGBAD approach was proposed in [43] to defend against colluding black hole attack in tactical MANETs, in which a successful attack can lead to human life loss. The proposed solution is designed to secure OLSR protocol, however it is suitable for any routing protocol based on Hello message exchange. Each network node extracts the neighbors list from the received Hello messages and sends it to the supervisor node. This latter, which is the only node running the TOGBAD scheme, uses the received information to construct the network topology graph. This graph is built based on the Cluster-Based Anomaly Detector (CBAD) introduced in [20] and [35]. Next, upon reception of a message from a node, the supervisor node extracts the number of neighbors claimed by the sender node and compares it with the size of this sender’s neighbor set as calculated from the topology graph. If the difference between the claimed neighbors set and the one extracted from the graph exceeds a predefined threshold, then the supervisor concludes that this is an attempt to launch an attack and consequently an alarm is triggered. The extra messages sent by each node to the supervisor leads to an enormous control overhead increase in the network. Likewise, an excessive increase in computation overhead at the supervisor node is also observed. Therefore, this scheme is not suitable for MANETs due to the limited energy and computation resources of wireless nodes.

The herein described approaches aimed at attacks avoidance by means of preventing malicious nodes from being selected as part of the routing path of data packets. According to [7], the attacks can be avoided by prevention based mechanisms only if the applied techniques are perfect, which is hard to achieve in MANETs. Otherwise, someone will find out how to get around them; for example, in OLSR a malicious node can participate correctly to MPR selection phase however it fails to forward data packets when it is selected as MPR. In such case prevention techniques are useless. Besides, most of

<table>
<thead>
<tr>
<th>Comparison Criteria</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Symmetric-key cryptography</td>
</tr>
<tr>
<td>Speed</td>
<td>Fast</td>
</tr>
<tr>
<td>Scalability</td>
<td>Not scalable</td>
</tr>
<tr>
<td>Computational overhead</td>
<td>Moderate</td>
</tr>
<tr>
<td>Clock synchronization</td>
<td>No</td>
</tr>
<tr>
<td>Storage capacity</td>
<td>Large</td>
</tr>
<tr>
<td>DoS Resiliency</td>
<td>Resilient</td>
</tr>
</tbody>
</table>

TABLE III: Cryptographic primitives comparison
the attacks and vulnerabilities have been the result of evading the prevention mechanisms. Given this reality, detection and response are vital approaches for MANETs.

Second defense line schemes

As we have mentioned in section II, a selfish node does not want to waste its resources for the benefit of other nodes. Hence, it refuses to forward other’s packets but it still uses their services to communicate. To cope up with such behavior, one possible solution is to deprive the selfish node from the services provided by the rest of the network. Therefore, it will be obliged to cooperate. Otherwise it will be isolated from the network and never get its packets forwarded. This class of solutions is also referred to as Incentive based schemes.

One of the most reputable works in this category is the model introduced in [9]. This work proposes the use of a virtual currency, dubbed nuglets, as a payment currency in order to motivate each node to forward other’s packets. Using nuglets, the authors have proposed two payment models: the Packet Pursue Model (PPM) and the Packet Trade Model (PTM). In the former model, the packet sender loads some nuglets in the packet before sending it. The forwarder of this packet earns some nuglets as a payment for the service. If the quantity of nuglets in the packet reaches zero, then it is dropped. In the latter model, as opposed to the former one the packet’s final destination rewards the intermediate nodes using its own nuglets. This model can be described as follows: each intermediate node earns some nuglets by buying a packet from its previous node for some nuglets and then selling it to the next node for more of nuglets, and the total cost will be paid by the destination. The main drawback of this technique is how to ensure that some nodes do not sell the same packet to more than one neighbor to earn extra money? And how to ensure that each receiver indeed has enough money to pay for the service?

To implement both of these models, each node is equipped with a tamper resistant security module that maintains the nuglets counter in order to prevent the nodes from illegitimate increase of their own nuglets.

Another sound work is the protocol SIP (Secure Incentive Protocol) proposed in [44]. In contrast to the previous schemes, SIP adopts a payment model in which node remuneration is accomplished by charging both source and destination nodes and rewarding the intermediate nodes. Moreover, the adopted model allows a node to transmit some extra packets when it has not enough credit for all the packets ready to be sent. The security of the payment process is achieved by dint of tamper-proof module embedded in each node. SIP is designed to work with any secure reactive protocol such as Ariadne [11] and ARAN [25]. The major weakness of this technique is the unfairness problem. The nodes situated in the network edges are less involved in the routing path due to their locations, therefore they cannot earn enough credit to send their packets.

Third defense line schemes

Most of the proposed solutions to handle packet droppers fit into this defense line. Hence, to conduct an in depth study we have classified them into five categories according to their basic ideas:

- **Passive feedback based schemes**: it encloses all the solutions whose the principle consists in overhearing the neighbor’s transmission to check its legitimacy.
- **AACK-based schemes**: in this category, a node might request an acknowledgment from its succeeding neighbors to confirm the well reception of its packet.
- **Reputation-based schemes**: it represents the solutions that judge a node is malicious or well-behaved according to an assessment of its trustworthiness level which is computed based on several observations of its behavior.
- **Cross-layer cooperation based schemes**: this class illustrates the cooperation between two or more layers to either detect or enhance the detection accuracy of packet droppers. A given layer might make another layer aware of the beginning and the end of some operations or the values of some metrics in order to ensure better efficiency and accuracy.

1) Passive Feedback based schemes:

Watchdog [6] is the first work that has dealt with the problem of nodes which agree to forward packets but never do so. It is designed to secure the DSR protocol and is based on the passive feedback technique, described as follows: (i) first, the watchdog node A transmits the packet (p) to its next hop B, as shown in the Fig. 9. (ii) then it overhears the medium, using the promiscuous mode to ensure that B has correctly forwarded the packet (p) towards C. If a misbehaving node is identified in the path towards the destination node, then a response mechanism dubbed Path-rater is launched. The goal of path-rater is to establish a new route that avoids the misbehaving nodes.

This scheme suffers from several weaknesses, as stated in [6]. Since a packet collision might occur and prevent the packet to reach the intended receiver, a forwarder node should not immediately be accused of misbehaving, but rather observed for a longer period to make an accurate decision. So, the detection of malicious nodes can take a long time. Moreover, power control transmission and collusion between group of nodes can trick the watchdog node. Finally, a malicious node can falsely accuse a legitimate node as misbehaving in order to exclude it from the network.

Many techniques have been proposed to enhance the robustness of Watchdog. Among them, the work presented in [17] which proposes to choose more than one Watchdog node to avoid the devastating impact of false reports sent by the malicious nodes. To this end, the nodes are classified to ordinary, trusted and Watchdog nodes in terms of their trustworthiness. The trusted nodes are assumed to be the first nodes that initially form the network. The Watchdog nodes are selected periodically from the trusted nodes exclusively. On

---

2When the promiscuous mode is enabled, it allows the node to capture all the frames sent in its vicinity regardless of their destination addresses, and then sends them to the higher layers for analysis purposes.
receiving the first reply for the route discovery process that has launched, the source node sends out in the secure Watchdog channel a special message to inform the Watchdog nodes about the ongoing transmission. Then, these nodes start monitoring the intermediate nodes connecting the source and destination nodes in order to report any misbehavior. This scheme can indeed detect and isolate the malicious nodes acting alone or in groups, however the induced overhead due to the new control messages is important.

In order to cope with the aforementioned problem of false reports, Ex-Watchdog is proposed in [39]. In this scheme, each node maintains a table containing information about all the paths it is involved in. Each entry of this table stores the following information: identifiers of the source and destination nodes, the identifier of the path connecting the source to the destination and finally the sum of all packets sent, forwarded or received through this path. Upon receiving a message reporting an intermediate node as malicious, the source node will not increase the failure tally of this node immediately as the Watchdog does. However, it sends out a special message to the destination node through an alternative path. This message contains the same fields as each entry in the table except that the path identifier is replaced by the malicious node’s address. When the destination node receives this message, it checks first if there is a matching entry for the source and destination addresses in the table. If so, then it compares the sum value received and the one kept in its table. If the two values match then the accused node is not malicious since all the packets sent by the source are received at the destination. In contrast, if the two values are different, then a reaction mechanism is triggered.

If no matching entry exists, then the reported node is malicious. As a result, a confirmation message is sent back to the source node. The absence of an alternative path to the destination makes the source unable to check the correctness of the report, and thus cannot recognize which node is malicious; the reporter or the reported.

2) ACK based schemes:

To circumvent the limitations of the passive feedback based solutions, an explicit acknowledgment has been used by several schemes as a way to confirm the well reception of a packet by the far-away neighbors.

a) ACK-based schemes in reactive protocols:

Two hop ACK based scheme is proposed in [27] to overcome the limitation of passive-feedback technique when power control transmission is used. To implement this scheme, an authentication mechanism is used to prevent the next hop from sending a forged ACK packet on behalf of the intended two hop neighbor. The main drawback of this scheme is the huge overhead. In order to reduce the overhead, the authors have proposed in [30] that each node asks its two hop neighbor to send back an ACK randomly rather than continuously. Likewise, this extension also fails when the two hop neighbor refuses to send back an ACK. In such situation, the requester node is unable to distinguish who is the malicious node, its next hop or the requested node.

To overcome the previous ambiguity in determining the true malicious node, [38] focuses on detecting malicious links instead of malicious nodes. The authors propose the 2ACK scheme to detect malicious links and to mitigate their effects. This scheme is based on 2ACK packet that is assigned a fixed route of two hops in the opposite direction of the received data traffic’s route. In this scheme, each packet’s sender maintains the following parameters; (i) list of identifiers of data packets that have been sent out but have not been acknowledged yet, (ii) a counter of the forwarded data packets, (iii) and a counter of the missed packets. According to the value of the acknowledgement ratio (Rack), only a fraction of data packets will be acknowledged in order to reduce the incurred overhead. This technique overcomes some weaknesses of the Watchdog/pathrater such as: ambiguous collisions, receiver collision and power control transmission.

Both of the previous works remain vulnerable to the attacks launched by group of nodes. To counter these attacks, [32] provides a framework to mitigate the damage caused by the colluding black hole attack in AODV. The proposed technique has a moderate overhead induced by the ACK sent back by the destination during selected intervals of data transfer period. Throughout the data packets transmission, a flow of special packets is transmitted at random intervals along with the data. The reception of these special packets invokes the destination to send out an ACK through multiple paths. The ACK packets take multiple routes to reduce the probability that all ACKs being dropped by the malicious nodes, and also to account for possible loss due to broken routes or congestion in certain nodes. If the source node does not receive any ACK packet, then it becomes aware of the presence of attackers in the forwarding path. As a reaction, it broadcasts a list of suspected malicious nodes to isolate them from the network.

b) ACK-based schemes in proactive protocols:

The authors of [49] have proposed a simple mechanism to detect the malicious nodes that drop TC packets in OLSR. To do so, these nodes spoof links with the target’s two hop neighbors in order to gain an MPR position in the network. This approach requires that each node receiving TC message has to send an authenticated ACK back to the TC’s source node. This requirement is carried out only if the receiver node is two hop neighbor of the TC’s source node. In this scheme, each MPR node maintains a table containing its entire two hop neighbors set of link tuples and their corresponding trust values. During MPR selection phase, any node involved at least in one tuple whose the trust value equal to 0 should not
be chosen as the unique MPR. Therefore, any misbehavior from a neighbor node can be easily detected.

We have proposed in [50] a three hops acknowledgment based scheme to cope with the cooperative black hole attack in OLSR. Our scheme adds two extra packets to OLSR, Hello-rep packet which is a slight modification to Hello message and a small acknowledgment packet. In this solution, each MPR node M acquires the list of its 3-hop neighbors reached through a distinct pairs of two consecutive MPR nodes (M1, M2), where M2 is the MPR node of M1 and this latter is the MPR of the node M. Afterwards, the node M selects one node, from this list, to which it requests an authenticated acknowledgment as a confirmation of the reception of the TC message that it has generated/forwarded. Notice that the authentication process is carried out using a pre-established secret key between node M and the requested node. If the number of missed acknowledgements overtakes a predefined threshold then the MPR nodes M1 and M2, relaying M and the requested node, are considered as malicious and consequently they will never be selected as MPR.

c) Requirements of ACK-based schemes:

All the nodes running a solution based on acknowledgment need to maintain a timeout (To) value. This timeout represents an upper bound of the time that the sender node has to wait for the ACK to arrive. The determination of this timeout value is critical since a small value induces a large number of false accusations and a large value increases the memory required to store the outgoing packets for further comparisons. Fig. 10 depicts an example of the lower bound of the timeout value maintained by node A for the reception of Two hop ACK from node C. The timeout value should be greater than the estimated threshold (Th) value which can be calculated as follows

\[ Th = T_2 - T_1 \]  

where \( T_1 \) and \( T_2 \) are the sending (reception) time of the packet (ACK), respectively. This threshold is estimated for a successful transmission at MAC layer without any retransmission, which is not a realistic assumption in MANETs, thus the timeout value should satisfy the following condition

\[ To > Th + (AVG_{RT} \times 1_{hop\_delay}) \]  

where \( AVG_{RT} \) is the average number of retransmissions of a packet at MAC layer, and \( 1_{hop\_delay} \) is the one hop transmission delay which includes packet transmission delay, random backoff delay at the MAC layer and the processing delay.

3) Reputation based schemes:

The reputation is the art of using historic observation about the behavior of a node to determine whether it is trustworthy or not. Each node must form an opinion regarding the other nodes based on their observed past behaviors. Then the nodes with low reputation are punished or avoided while establishing routes. The major drawback of this category is the excessive traffic exchange needed for sharing the reputation information between the nodes. Moreover, a serious vulnerability of reputation based schemes is the fact that any compromised node can send forged reputation information in order to decrease the trust level of some nodes. In what follows, we describe three representative schemes that use the reputation mechanism.

In [10], CONFIDANT protocol is introduced in order to secure source routing protocols against adversary nodes. This protocol aims to exclude the malicious nodes from participating to the route discovery phase and route the packets around them. The exclusion of these nodes is carried out using a dedicated reputation system. CONFIDANT consists mainly of the following elements: (i) the monitor, (ii) the reputation system, (iii) the trust manager, and (iv) the path manager. The role of the monitor is to ensure that each packet sent by a node is correctly forwarded by its next hop. This is achieved through the use of passive-feedback technique or by observing route protocol behavior. If an anomaly is detected, the node triggers an action via the reputation system. This latter manages a table containing the identifiers of all the known nodes and their corresponding rating. This rating is updated only if a sufficient evidence of misbehavior is acquired. In its turn, the trust manager is responsible for sending and receiving alarm messages that inform the nodes about the detected adversaries. Finally, the path manager is responsible for launching the adequate reaction and guarantees the establishment of safe routes.

CONFIDANT is suitable for small networks with low mobility; however it might be less efficient for large networks since each node needs to maintain a huge table for reputation purposes. Likewise, the high mobility of nodes increases significantly the communication overhead. Additionally, this protocol inherits all the problems of passive-feedback based schemes since it uses this mechanism for the monitoring function.

Another scheme based on reputation system is the so called Friend and Foes that has been proposed in [18]. This scheme aims to prevent the selfish nodes from disrupting the network operations by refusing to participate correctly to the forwarding process. Its idea is inspired from the society principle which says that people agree to cooperate as long as they notice that there is a fair tasks distribution in the group. This scheme seeks to reward the cooperating nodes and punish the selfish nodes which refuse to cooperate. In this scheme, each node A advertises the set of nodes to whom it is not willing to forward packets along with the set of its friends. To do so, node A classifies the network’s nodes in three sets, which are periodically updated, as described below. The friend nodes set for which a node accepts to relay the packets, the enemy nodes set for which no service is provided and the selfish nodes set which consists of nodes known to act as node A is an enemy. When node A sends a packet it searches for a route in which the next hop is a friend node and whenever it is requested to forward a packet it does so only if the requester node is a friend. The major drawback of this scheme is the large number of packets exchanged to advertise the friends and enemies sets.

A sound scheme is introduced in [48], in which the authors have proposed a new anomaly detection system dubbed
RADAR to detect anomalous mesh nodes in Wireless Mesh Networks (WMNs) [28]. The salient features of RADAR can be summarized as follows: (i) reputation is used to evaluate each node’s behavior by abstracting and examining the appropriate observations, e.g. data packets, a secure and dependable reputation management mechanism is then used to define, quantify and propagate the trust values of each node, ensuring the robustness and accuracy of the normal profiles feeding to detection engine; (ii) two light-weight anomaly detectors were employed to capture the node’s behavior drifts in terms of reputation by exploring their temporal and spatial properties respectively, and they were seamlessly coupled to achieve higher detection accuracy and lower false positive rate. Notice that RADAR was specified and implemented with DSR routing protocol in order to detect misbehaving nodes that violate routing mechanisms at the network layer. It is found efficient in detecting nodes, involved in packet drop and spoofing attacks.

4) Cross-layer cooperation based schemes:

Most of the existing solutions rely on the Watchdog technique to ensure the correct forwarding of packets by the neighboring nodes; however this technique suffers from certain weaknesses, particularly when power control is applied. In [40], the authors have proposed a low cost approach dubbed (SDMP) to circumvent the aforementioned drawbacks of Watchdog. They have designed a cross layer scheme that ensures higher detection accuracy. In this scheme, it is required that the routing protocol be aware of the beginning and end of each continuous traffic routed through it. This can be accomplished through cross-layer cooperation between network and session layers.

At the end of each session, every node involved in the forwarding path sends out two signed packets, one to each successor node containing the number of packets sent to it, and the other packet towards its predecessor node contains the number of packets received from it. According to the received packets, each node broadcasts to its one hop neighbors a special packet called Forwarding Approval Packet (FPA) as a proof of its cooperation. On receiving this packet the neighbors of the sender can judge whether this node has correctly forwarded the packets or not. The main advantage of this scheme is its high detection accuracy that significantly reduces the number of false alarms.

5) Other schemes:

In this section we give a brief overview of the major contributions which could not be affected to any of the previous classes.

The authors of [19] have proposed two solutions to cope with the black hole attack in AODV. In the first solution, it is required that the source node waits until receiving more than two RREPs after each broadcasted RREQ (i.e. multi path routing). Upon reception of these messages the source node checks any appearance of shared nodes between the identified routes. If a shared node is identified then the source node sends the data packets to the destination through multiple routes using different packet IDs and sequence numbers. Otherwise, no packet will be sent. Notice that the appearance of shared nodes between different routes is not a sufficient condition to guarantee their safety since a malicious node might be involved in several routes. Moreover, this solution generates additional computational overhead due to the extra processed RREPs. Besides, if no shared node is identified then the source node delays or abandons the transmission of the data packets, leading to a severe degradation of the network performance.

To circumvent these drawbacks a second solution has been proposed. This new solution exploits the packet sequence number to detect the malicious nodes trying to hijack the traffic flow. To this end, each node maintains two extra tables containing the sequence numbers of the last packets sent (received) to (from) every node in the network, respectively. Upon reception of a RREP packet, the source node that has initiated the RREQ compares the sequence number extracted from the RREP and the one saved in its table. If they match then the safe route is identified, otherwise the responding node is deemed as malicious. This solution is faster than the previous one, however a malicious node can easily analyze the traffic passing in its vicinity and update its tables by the adequate packet sequence number, thereby it avoids the detection scheme.

Since the mobility of nodes is the most apparent feature of ad hoc networks, the conventional schemes based on static training data might not be efficient to deal with the black hole attack in such environment. [45] provides an alternative proposal that takes into account the rapidly changing topology of the network. This proposal uses the destination sequence number as a metric to detect any deviation from the normal network state. This state is updated dynamically at regular time intervals in order to enhance the detection accuracy. A special component named discrimination module of anomaly detection is used to distinguish the normal states from the abnormal ones. Its role is to measure the amount of deviation and compare it to a predefined threshold to find out whether an attack is occurred in the path toward the destination. To conclude, this scheme is effective to deal with the black hole attack in highly mobile networks however the update interval is a critical metric that should be assigned an appropriate value.
that ensures a better accuracy and performance.

In addition to the herein presented contributions, the reader may refer to the following papers to enrich its knowledge regarding the packet dropping attack [51], [46], [31], [37] and [33].

C. Discussion

As described in Fig. 11, most of the solutions in different defense lines are routing layer dependent but cooperation with session layer would improve the detection rate as stated in [40]. Furthermore, since packets might be dropped due to MAC protocol rules as illustrated in section II, an additional diagnostic provided by MAC layer remains a key component for a robust detection scheme. This cooperation may significantly reduce the false alarms by discerning normal behavior from the malicious one (i.e. the inter-layer attack described in section III-B).

A summary of the characteristics of the surveyed schemes is presented in Table IV. In this table, we emphasize the most prominent features of each scheme in terms of its robustness, scalability, induced overhead and the reaction mechanism adopted to exclude the detected attackers. Moreover, this table allows us to identify the strong and weak points of each scheme in order to develop an eventual hybrid solution that merges two or more schemes, from different defense lines, together to ensure a perfect protection against the packet droppers. The features of each scheme are highlighted based on the following metrics:

- The defense line to which the scheme belongs.
- Its robustness against the collusive black hole attack, in which two or more nodes collude to launch the attack.
- The additional overhead generated by the scheme in terms of the new packets sent and the extra computations required to carry out the scheme.
- The impact of the scheme on routing protocol’s performance such as end-to-end delay and packet delivery ratio.
- Is the scheme providing any reaction technique to penalize the detected attackers?
- Is the scheme scalable to large networks? i.e. whether the scheme maintains its efficiency when the network becomes larger and dense.
- The architecture of the scheme: centralized, distributed or stand-alone; defined as follows:
  - **Centralized**: the core part of the scheme is running on an unique supervisor node which monitors the whole network and the rest of nodes need to report to the supervisor node for information processing.
  - **Distributed**: all the nodes run the same scheme and exchange information between each other.
  - **Stand-alone**: similarly, each node runs the same scheme however the communication between nodes is not necessary.

Another summary of the main assumptions and limitations of each class of the schemes studied throughout the paper is provided in Table V. As we can see from this table all these approaches are built on a set of assumptions that are either unrealistic or hard to achieve in a hostile environment like MANETs. Hence these assumptions limit the applicability of these approaches to some specific network configurations and constitute their major drawbacks.

V. Challenges

As discussed in the previous sections, most of the proposed solutions are built on a number of assumptions which are either hard to realize in a hostile and energy constrained environment like MANETs or not always available due to the network deployment constraints. Moreover, these solutions are generally unable to launch a global response system whenever a malicious node is identified. In contrast, they either punish the malicious node locally without informing the rest of the network or divulge its identity to the network through costly cryptographic computations. Moreover, even though the malicious node is punished in a part of the network it can move to another part and continues causing damage to the network until it is detected again. Due to these reasons, many challenges have to be carefully considered in order to design a robust solution to cope with the packet dropping attack. These challenges can be summarized as follows. First, the attackers' behaviors are tailored to the specific routing protocol, making it impossible to build a general model for characterizing the attacker. Secondly, how to use this model to achieve a high-level resistance against these attacks while maintaining network performance. Recently, most of the proposed solutions are focused on adding new components to the original protocol to assess the deviation of the neighboring nodes and monitor their behaviors. However the use of these additional components might remove an important performance optimization. A simple way to secure MANETs against the increasing threat of the packet droppers without affecting their performance is to take into account the security metric at an earlier stage of the design process of routing protocols. This new design process could be similar to the co-design technique used for developing the embedded systems. A complementary way to achieve the best trade-off between security and performance is to aggregate the three defense lines discussed in this paper to guarantee the cooperation of nodes in the network.

VI. Conclusion

In this paper we have presented a survey of the state of the art on securing MANETs against packet dropping attack. The attack schemes, as well as prevention, detection and reaction mechanisms have been explored. We categorized them into three categories according to their goals and their specific strategies. A comparative study between them was then conducted to highlight their respective effectiveness and limitations. We concluded that most of the proposed schemes in the first, second or third defense line are based upon certain assumptions that are not always valid due to the dynamic nature of MANETs and their specific characteristics. Many researchers have been motivated to apply game theory to enforce nodes cooperation in MANETs, such as the works done in [24] and [34], by examining its similarities with the social behavior of human in a community. These works assume that a node tries always to maximize its benefit by choosing
whether to cooperate in the network or not. However, those works are generally based on the assumption that the majority of the nodes are misbehaving, which is not an usual case in MANETs. We believe it is an interesting and significant topic for future exploration with more realistic assumptions, especially tailored for packet dropping attack.
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TABLE IV: Characteristics of the surveyed schemes

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Defence line</th>
<th>Defense against the collusive attack</th>
<th>Computation overhead</th>
<th>Communication overhead</th>
<th>Latency</th>
<th>Scalability</th>
<th>Punishment</th>
<th>Architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watchdog [6]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N</td>
<td>Low</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Distributed</td>
</tr>
<tr>
<td>CONFIDANT [10]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N</td>
<td>Low</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Distributed</td>
</tr>
<tr>
<td>H. Deng 1 [12]</td>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>N/A</td>
<td>Low</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Distributed</td>
</tr>
<tr>
<td>H. Deng 2 [12]</td>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>N</td>
<td>Low</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Distributed</td>
</tr>
<tr>
<td>B. Sun [13]</td>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>N/A</td>
<td>Low</td>
<td>M</td>
<td>High</td>
<td>Y</td>
<td>N</td>
<td>Distributed</td>
</tr>
<tr>
<td>TOGBAD [43]</td>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>N/A</td>
<td>Very high</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Centralized</td>
</tr>
<tr>
<td>Friend &amp; Foes [18]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N/A</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>N</td>
<td>Y</td>
<td>Distributed</td>
</tr>
<tr>
<td>Al-Shurman Scheme1 [19]</td>
<td>N/A</td>
<td>N</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>N</td>
<td>N</td>
<td>Stand-alone</td>
</tr>
<tr>
<td>Al-Shurman Scheme2 [19]</td>
<td>N/A</td>
<td>N</td>
<td>Low</td>
<td>N</td>
<td>Low</td>
<td>N</td>
<td>N</td>
<td>Stand-alone</td>
</tr>
<tr>
<td>Nuglets (PPM) [9]</td>
<td>2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>N/A</td>
<td>Low</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Stand-alone</td>
</tr>
<tr>
<td>Nuglets (PTM) [9]</td>
<td>2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>N/A</td>
<td>Low</td>
<td>N</td>
<td>Low</td>
<td>N</td>
<td>Y</td>
<td>Stand-alone</td>
</tr>
<tr>
<td>SIP [44]</td>
<td>2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>N/A</td>
<td>Low</td>
<td>low</td>
<td>Low</td>
<td>Y</td>
<td>Y</td>
<td>Stand-alone</td>
</tr>
<tr>
<td>SA-OLSR [49]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N/A</td>
<td>Low</td>
<td>High</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Stand-alone</td>
</tr>
<tr>
<td>B. Kannhavong [36]</td>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>N/A</td>
<td>Low</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Stand-alone</td>
</tr>
<tr>
<td>Nidal et al [39]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N/A</td>
<td>Low</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Distributed</td>
</tr>
<tr>
<td>SMDP [40]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N</td>
<td>Medium</td>
<td>Medium</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Distributed</td>
</tr>
<tr>
<td>K. liu [38]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N</td>
<td>Low</td>
<td>Low</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Stand-alone</td>
</tr>
<tr>
<td>S. Ramaswami [32]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>Y</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>N</td>
<td>Y</td>
<td>Distributed</td>
</tr>
<tr>
<td>Two hop Ack [27]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N</td>
<td>High</td>
<td>High</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Stand-alone</td>
</tr>
<tr>
<td>Random Two hop Ack [30]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N</td>
<td>Low</td>
<td>Low</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Distributed</td>
</tr>
<tr>
<td>Three hop Ack [50]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>Y</td>
<td>Medium</td>
<td>Low</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Distributed</td>
</tr>
<tr>
<td>RADAR [48]</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>N</td>
<td>Low</td>
<td>Low</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Distributed</td>
</tr>
</tbody>
</table>

and Wireless Conference (RAWCON ’03), Boston, Massachusetts, USA, August 2003.
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TABLE V: A comparison on the different approaches: assumptions and drawbacks

<table>
<thead>
<tr>
<th></th>
<th>Main assumptions</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passive Feedback based schemes</td>
<td>Promiscuous mode operation is mandatory No collusion amongst nodes</td>
<td>Inherits all the Watchdog's drawbacks</td>
</tr>
<tr>
<td>ACK-based schemes</td>
<td>Authentication mechanism is deployed The requested node always sends back the intended Acknowledgement</td>
<td>Huge overhead generated due to the extra Acknowledgment packets sent. Decision ambiguity if the requested node refuse to send back an Acknowledgement.</td>
</tr>
<tr>
<td>Reputation-based schemes</td>
<td>Preestablished list of friend (trusted) nodes</td>
<td>Overhead induced in sharing reputation information amongst the nodes</td>
</tr>
<tr>
<td>Incentive-based schemes</td>
<td>Tamper resistant hardware is mandatory for the operations of this category of solutions.</td>
<td>Legitimate nodes might be punished indirectly due to their location in the network. A node can sell the same packet several times to earn more money.</td>
</tr>
</tbody>
</table>
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