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Abstract

Low emissivity (Low-E) coatings are applied to large area architectural glazing to reduce heat losses from buildings. They combine high visible transparency with high reflectance in the far-infrared region. To achieve this combination of properties, Low-E coatings generally consist of dielectric-silver-dielectric multi-layer systems or stacks, where the thin (~10 nm) silver layer reflects long wavelength IR back into the building and the dielectric layers both protect the silver and act as anti-reflectance layers. The dielectric layers are commonly TiO₂, SnO₂ or ZnO, and all the layers are usually deposited by magnetron sputtering. The market for Low-E coatings has grown considerably in recent years due to environmental legislation and increased energy costs. To further expand the market, the next generation of Low-E coatings are increasingly being deposited onto toughenable glass, which is post-deposition annealed at temperatures of up to 650°C. However, under these conditions, silver atoms are highly mobile and can rapidly diffuse through the other constituent layers of the coating stack, which can have a detrimental impact on the performance of the coating.

Diffusion in polycrystalline films occurs much faster than in bulk samples and by different mechanisms. This is caused by the physical properties of thin films, which may contain a high density of defects such as dislocations, vacancies and grain boundaries that can act as pathways for diffusion processes. The aim of this project therefore is to carry out a detailed study of diffusion processes in dielectric-silver coating systems deposited under industrially relevant conditions (i.e. using commercially available magnetron designs and power deliver modes).

TiO₂ coatings have been deposited onto float glass substrates by reactive pulsed magnetron sputtering and characterised using Raman spectroscopy, scanning electron microscopy, energy-dispersive X-ray spectroscopy, atomic force microscopy and X-ray diffraction. The coatings have been annealed at temperatures in the range of 100°C to 800°C and re-analysed to determine the effect of annealing on the film structures. An interesting transition from a weakly crystalline rutile-like structure with very small grain sizes to a strongly crystalline anatase structure or mixed-phase structure with much larger grains was observed as annealing temperature was increased. Selected coatings were over coated with silver and annealed for a second time. These coatings were analysed by X-ray photoelectron spectroscopy and secondary ion mass spectrometry to determine the diffusion profiles of silver through the titania layer and the reverse
diffusion of sodium from the glass substrates. Little difference in the diffusion rate of silver was observed with annealing temperature, but sodium was observed to diffuse significantly faster through samples annealed at higher temperature range.

Similar studies have been performed for Al-doped ZnO, Zn$_2$SnO$_4$ and Si$_3$N$_4$ coatings. These films have been post-deposition annealed at 650°C then over coated with silver and re-annealed at 250°C. Diffusion profiles for both Ag and Na atoms were measured using secondary ion mass spectrometry.

Finally dielectric/Ag/dielectric layers were deposited to investigate the behaviour of silver and sodium after annealing at 250°C. The basic models of diffusion mechanisms in thin films have been developed using Fick’s second diffusion law. Analytical modelling was used to fit the experimental data into a concentration dependent curve that represents the solution to Fick’s second law. Moreover selected dielectric/Ag/dielectric stacks were subjected to temperature dependency of silver diffusion studies using Arrhenius diffusion principle. Samples were post-deposition annealed at the temperature range of 200-650°C for 5 minutes to investigate silver diffusion at different heat treatment conditions and diffusivity values were used to find activation energies and frequency factors from Arrhenius plot.

Overall findings from the diffusion studies are that from dielectric materials investigated in this work Al-doped ZnO coatings have the best barrier properties for silver atoms diffusion and show relatively low values for sodium diffusion, when not annealed at relatively high temperatures. Zinc stannate, on the other hand, was found to be the material through which atoms investigated here diffuse fairly easily. Both silver and sodium atoms were found to have the highest diffusion rates through zinc stannate films relative to the other coatings investigated in this work.
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1. Introduction

The deposition of functional coatings on large-area float glass has been the subject of substantial research and development in the glass industry in recent years. Solar control and low emissivity (Low-E) coatings are the most popular products for large area glazing. [1] Low emissivity coatings are applied to large area architectural glazing to reduce heat losses from buildings. They combine high visible transparency with high reflectance in the far-infrared region. To achieve this combination of properties, Low-E coatings generally consist of dielectric-silver-dielectric multi-layer systems or stacks, where the thin (~10nm) silver layer reflects long wavelength IR back into the building and the dielectric layers both protect the silver and act as anti-reflectance layers. The dielectric layers are commonly TiO$_2$, SnO$_2$ or ZnO [2], and all the layers are usually deposited by magnetron sputtering, which is considered to be one of the most important large-area coating technologies. [1, 3]

The market for Low-E coatings has grown considerably in recent years due to environmental legislation and increased energy costs. To further expand the market, the next generation of Low-E coatings are increasingly being deposited onto toughenable glass, which is post-deposition annealed at temperatures of up to 650°C. However, under these conditions, silver atoms are highly mobile and can rapidly diffuse through the other constituent layers of the coating stack, which can have a detrimental impact on the performance of the coating.

As diffusion in thin films occurs much faster and with different mechanisms than in bulk samples the importance of studying this process rises dramatically. Thin films are very sensitive to the smallest changes in their impurity concentration; diffusion may, therefore, entail large differences in electrical conductivity, corrosion resistance or the optical proprieties of a film. The main technique used to analyse diffusion in this study is secondary ion mass spectrometry (SIMS), but some coatings have also been analysed by X-ray photoelectron spectroscopy (XPS).
Introduction

1.1 Research Directions

In this work the main focus was on diffusion measurements of silver and sodium atoms through dielectric layers. In the literature many papers can be found, which describe diffusion in thin films [4-15] and Low-E coatings. [16-19] However in all cases the approach differs from the one taken in this study.

In this work coatings were deposited by reactive pulsed DC magnetron sputtering. The experimental procedure mostly took place in the Surface Engineering Group at Manchester Metropolitan University; however some coatings were deposited at Pilkington Technology Management Ltd. in Lathom. Dielectric coatings have been deposited under a range of different conditions, which are relevant to industrial applications. The main reason for this approach was to find the best parameters to deposit Low-E coatings, which are still possible to perform on an industrial scale and which have not been used before.

Diffusion measurements were performed mostly by using time-of-flight secondary ion mass spectrometry (TOF-SIMS). However other analytical techniques, such as XPS or SIMS with magnetic sector analyser, were used to describe diffusion in some of the deposited coatings.

1.2 Thesis Layout

In this thesis the background information is provided in Chapters 1-8, and the project plan and methodology described in Chapter 9. The results from various experimental procedures and analysis are discussed in Chapters 10-14.

In the next chapter the properties of low emissivity glass are described in general. Also the structure and properties of deposited materials and substrates are illustrated here. Chapter 3 characterises the basics of plasma and its properties in general. Chapter 4 moves into the area of physical vapour deposition processes, where basics of various deposition techniques are mentioned, before focusing on magnetron sputtering. The possible effects onto thin films growth and properties resulting from using different deposition techniques and operating parameters are explained in Chapter 5. Chapter 6 describes diffusion, its mechanisms and a thin film mathematical approach. Information about the experimental equipment used to produce films and analytical techniques
performed to describe coating properties, are given in Chapter 7 and Chapter 8 respectively. The project plan and methodology are described in Chapter 9.

The properties of deposited titania coatings, its structural changes after annealing at a variety of temperatures, and finally silver and sodium diffusion studies through TiO$_2$ are presented in Chapter 10. Chapter 11 describes Al-doped ZnO (AZO) coatings, which have been divided into two sections. The first section investigates the structure of AZO films with relatively high thickness before and after annealing at 650°C. Section 2 investigates the structure and properties of AZO coatings of an average thickness of 80 nm. The diffusion of silver and sodium atoms has been studied here. In Chapter 12 zinc stannate coatings deposited at the Pilkington Technology Management Ltd. laboratory are summarised. Films were deposited under a large range of conditions, post deposition annealed and characterised by various analytical techniques to compare structures and morphologies. Coatings were then over coated with silver and the diffusion of Ag and Na was investigated. Chapter 13 describes the structure and morphology of silicon nitride coatings. Coatings were over coated with silver and the diffusion was measured, after annealing at 250°C. Moreover the temperature dependence on diffusion was investigated using the Arrhenius equation. Selected samples were additionally annealed at temperatures in the range of 100-600°C and the diffusion of silver was measured. From the Arrhenius plot activation energies and frequency factors were calculated.

Dielectric/Ag/dielectric stacks were deposited onto float glass and the diffusion of silver was investigated after annealing over the temperature range of 100-600°C. Chapter 14 investigates temperature dependent diffusion in titania-Ag-titania, AZO-Ag-AZO and silicon nitride-Ag-silicon nitride stacks.

Chapter 15 concludes the findings from this work and finally, Chapter 16 gives suggestions for the future work.
2. Low Emissivity Glass

This chapter describes low emissivity coatings and their applications. Also it contains a description of the substrate material and materials used for thin film deposition. Throughout this study thin films were deposited by reactive magnetron sputtering from metallic targets such as titanium, zinc, zinc-tin, silicon and silver.

2.1 Low-E Coatings

Sputtered silver-based coatings with multi-layer systems of dielectric/Ag/dielectric/glass and a double silver layer structure of dielectric/Ag/dielectric/Ag/dielectric/glass have excellent properties of heat insulation, solar energy reflection and low sheet resistance. At present, they are widely used as solar control coatings for automotive windshields and electromagnetic wave shielding coatings for plasma display panels and low emissivity coatings. Among these applications, Low-E coatings have the largest market mainly in insulating glazing units (IGU) because of their high performance for thermal insulation. [20] Low emissivity glass coatings were developed initially for reducing energy consumption in cold climate areas. [21] Modern insulating glass units with Low-E coatings effectively reduce heat loss by a factor of four in comparison with conventional insulating glass units. Also the energy used for heating the building can be up to 30% less than for conventional construction materials in most climate areas.

Low-E coatings transmits short wavelength (1.4-3 µm) infrared and reflect 85-95 % of the long (8-15 µm) wavelength IR back into the building, whilst still providing a high visible transparency of 60-65 %. As mentioned, Low-E coatings generally consist of dielectric-silver-dielectric multi-layer stacks. The thin silver layer (~10 nm) sandwiched between the dielectric layers is transparent to visible light and improves reflection in the infrared region. The dielectric layers act as anti-reflectance layers and also protect the silver layer as silver is not resistant to corrosion and if exposed to air would quickly oxidize and lose its conductivity and transparency. The dielectric layers are commonly titanium dioxide, silicon dioxide, zinc oxide, tin oxide, zinc stannate, bismuth oxide and silicon nitride [1], and all the layers are usually deposited by magnetron sputtering, which is considered to be one of the most important large-area coating technologies. [1,
3] A typical basic Low-E coating stack is presented below; however commercial products will include proprietary variations, such as blocker layers to further protect the silver, mainly between the metal layer and upper dielectric film.

![Typical design of Low-E stack.](image)

Low-E glass is only used in insulated glass units and the coating must be positioned at the inside of the IGU filled with argon gas, at a surface facing the space between panels. Figure 2.2 represents a schematic design of a Low-E IGU, where the optimal position for Low-E glass is surface 3 as in this design the highest energy is gained from solar radiation.

The silver-based Low-E coating is not durable against mechanical abrasion, chemical agents, and high temperature treatment. Moisture attack causes the appearance of many white dots on the coatings after exposure to a humid atmosphere. These dots are caused by increased silver migration in a moist atmosphere. This results in silver agglomerations and delamination of the upper layer of the coatings which leads to the film peeling off and the occurrence of the white dots effect. In order to avoid this degradation, the stock size glass products with the coating are generally packed with desiccants in plastic films during transport and storage.
As mentioned earlier, the next generation of Low-E coatings are being deposited onto glass, which is post-deposition annealed at temperatures up to 650°C. In this work the temperature selected for annealing studies was 250°C. Silver atoms are still mobile in these conditions; however the rate of penetration into adjacent layers is much less. The chosen temperature was selected from the preliminary studies carried out by the project sponsors Pilkington Technology Management Ltd.

### 2.2 Substrates

In this work thin films were grown onto 4 mm thick soda-lime float glass supplied by Pilkington Technology Management Ltd. The substrate size was 10 cm x 10 cm and each slide was cleaned by the supplier in a large industrial washer in hot steamed distilled water. Samples were vacuum packed to avoid any further contamination of the glass surface during transport. Small particles such as dust were removed from the glass surface by a compressed air duster prior to loading the sample into the vacuum chamber.

Soda-lime glass is the most common form of glass produced. It is composed of natural materials such as silica sand, limestone, soda ash, dolomite and other minor ingredients. Table 2.1 presents the chemical composition of soda-lime glass. The soda serves as a flux to lower the temperature at which the silica melts, and the lime acts as a stabilizer for the silica. Soda-lime glass is inexpensive, chemically stable, reasonably hard, and extremely workable, because it is capable of being re-softened a number of times if
necessary. These qualities make it suitable for manufacturing a wide array of glass products, including light bulbs, windowpanes, bottles, and art objects. [23]

Float glass shows high transmittance of solar radiation, has low optical dispersion and refractive index \((n = 1.52 \text{ at } 550 \text{ nm})\). It absorbs light of wavelengths greater than \(4 \mu\text{m}\) with its highest radiation occurring for a black body. It is also partially transparent to UV light in the range of 315-380 nm wavelengths, but it is opaque for wavelengths below 300 nm.

Float glass has a smooth surface, although it contains tin oxide on the surface of one side. Tin oxide diffuses into the glass during float glass production, as it rests on a molten tin float bath. The tin layer can be identified using UV light (254 nm wavelength), as the tin oxide fluoresces.

Table 2.1: Chemical composition of float glass (source: Pilkington Technology Management Ltd.)

<table>
<thead>
<tr>
<th>Chemical formula</th>
<th>Source</th>
<th>Mass proportion (wt %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{SiO}_2)</td>
<td>Silica sand</td>
<td>72.6</td>
</tr>
<tr>
<td>(\text{Na}_2\text{O})</td>
<td>Soda ash</td>
<td>13</td>
</tr>
<tr>
<td>(\text{CaO})</td>
<td>Limestone</td>
<td>8.4</td>
</tr>
<tr>
<td>(\text{MgO})</td>
<td>Dolomite</td>
<td>4.0</td>
</tr>
<tr>
<td>(\text{Al}_2\text{O}_3)</td>
<td>-</td>
<td>1.0</td>
</tr>
<tr>
<td>Minor ingredients</td>
<td>-</td>
<td>1.0</td>
</tr>
</tbody>
</table>

### 2.3 Titanium Dioxide

Titanium dioxide is an important material in optical applications due to its high refractive index, high hardness and chemical resistance. \(\text{TiO}_2\) typically occurs in amorphous, anatase or rutile structure, whereas brookite and \(\beta\)-\(\text{TiO}_2\) phases are rather rare, particularly for thin films. The refractive index \((n)\) and crystallinity increases from amorphous \((n < 2.3)\) to rutile phase \((n > 2.6\), at wavelength of 550 nm\), thus increasing temperature, ion flux or energy tend to change the crystalline structure and physical proprieties of the film. [24] Rutile has been identified as a stable form of titania, whereas the other forms are metastable. At annealing temperatures below 600°C anatase grows faster than rutile, whereas the transition temperature depends on grain size, impurities and the deposition process of anatase. It is known that the decrease in the average particle size in anatase from coarse crystals to fine nanocrystals can shift the
onset of transition temperature during annealing to much lower values. [25] Rutile structures are formed by higher energy processes and in the presence of Ti in the vapour phase. Amorphous films, on the other hand occur due to differences in the packing density of the involved phases. [26] As anatase and rutile have different proprieties when used under the same conditions in a given applications the issue of relative stability of anatase and rutile phases is of major interest in nanocrystalline titania systems.

Many different techniques can be used to deposit TiO$_2$ such as sol-gel processes [27-29], chemical vapour deposition [30-34], ion beam depositions [35] and magnetron sputtering. [26, 36-39] It plays important role in solar control [40] anti-reflective and finally Low-E coatings.

The figure below represents three main crystalline structures of titanium dioxide.

![Figure 2.3: Phases of titanium dioxide: (a) anatase, (b) brookite and (c) rutile. [41]](image)

### 2.4 Aluminium Doped Zinc Oxide

Zinc oxide is a well known semiconductor with a wide band gap (3.3 eV) [42] large exciton binding energy (60 meV) and a hexagonal wurtzite structure. [43] Non-stoichiometric un-doped ZnO thin films usually show n-type conductivity due to oxygen vacancies and zinc interstitials. Large amounts of oxygen vacancies makes it unstable in corrosive, humid ambient, as it can absorb O$_2$ and H$_2$O quite easily. Pure ZnO has low thermal stability and high resistivity, therefore ZnO is usually doped with metals such as Al, In, Ga, B and F. [44-47] Doping such metals into ZnO enables the production of highly conductive thin films with a high refractive index in the IR region and high transmittance in the visible optical region (85%). [46-48] Moreover doping aluminium
into zinc oxide can reduce the stress in the ZnO/Ag/ZnO stack and therefore moisture degradation in Low-E coatings. Ando et.al reported that the high compressive internal stress caused peeling of the top ZnO layer, which can be reduced by depositing AZO instead of ZnO in the triple sandwich stack. He found that the moisture enhanced the silver migration in the silver layer that resulted in decreasing the interface adhesion force between the top ZnO layer and the silver layer, followed by the peeling. [1, 20, 22, 49]

Aluminium doped zinc oxide (AZO) films have become well known transparent conductive oxides (TCO) successfully replacing ITOs due to their similar electrical and optical proprieties but with much lower costs. [44] These coatings have high optical transparency and low electrical resistivity, which makes them very desirable for many thin film devices. Depending on their transmittance, conductivity and structure they are widely used in energy efficient flat panel displays, energy efficient smart coatings on architectural glasses, or piezoelectric cantilevers. [47] On an industrial scale Al-doped ZnO are mainly produced by magnetron sputtering. This technique enables the deposition of films with high transparency and low resistance and good film uniformity at low substrate temperature. [44] The properties of ZnO coatings strongly depend on various deposition parameters such as power, working gas pressure, substrate temperature and target specification, i.e. doping ratio, target purity, etc. and it is very important to find an optimal conditions. That is why the most successful method seems to be mid-frequency magnetron sputtering and RF sputtering. [42]

### 2.5 Zinc Stannate

Zn-Sn-O (ZTO) systems have attracted much attention as new TCO coatings, due to their high visible transmittance and n-type electrical conductivity with wide band gap energy of 3.6 eV and by being composed of abundant and inexpensive materials. [50-53] ZTO films have not been studied extensively but films are known to be resistant to chemical etching, especially at high Sn concentrations. [51] The ZTO films have a good thermal stability; the crystallisation temperature is relatively high, which is why ZTO tends to be amorphous in thin film form. [54]

ZTO as a transparent high resistivity semiconductor is used in gas sensors, moisture detectors, electronic materials and plating additives. Zinc stannate shows a lack of
inversion symmetry which indicates ferro-electricity, piezoelectric effect, photo-elasticity and non-linear optical polarizability. Moreover, Zn-Sn-O groups are transparent conductive oxides, making ZTO a promising material for multifunctional applications. [55-57]

2.6 Silicon Nitride

Silicon nitride (Si$_3$N$_4$) is a covalent material which has high oxidation and corrosion resistance, low mass density, high dielectric constant and a wide range of hardnesses. Its properties, such as high thermal stability, chemical inertness, hardness and good dielectric behaviour makes it very desirable in many fields, such as cutting tools, engine moving parts, fabrication of the microelectronic devices, by providing isolation between devices and serving as a mask against impurities. It is widely used as an insulator between conductors and as a diffusion barrier for metals, water and oxygen, even at very high temperatures. [58-60] The transparency of silicon nitride over a wide spectral range from near-ultraviolet (UV) to infrared (IR) region, along with its passivating properties makes it suitable for many optical applications. [59] It is widely used in the semiconductor industry for surface passivation and protection to prevent contamination and damage, as a mask for local oxidation, antireflective coating etc.

The hardness and optical properties of these films are influenced by the N/Si ratio in the film, the total hydrogen content and the bonding between silicon, nitrogen, and hydrogen. The conventional technique to deposit silicon nitride is high temperature (700-800°C) CVD, which enables the deposition of stoichiometric Si$_3$N$_4$, but results in hydrogen contamination, due to the choice of precursors. [60] Such a high temperature is undesirable and one of the advantages of depositing silicon nitride by reactive sputtering is much lower deposition temperature and the higher purity of the resulting coating, especially the lack of hydrogen contamination of the film surface. [61]
2.7 Silver

Silver is widely used in optical coating design as an infrared reflective component. In Low-E systems Ag is a metal of choice due to its high reflectance and comparatively low absorption in the visible region (400-700 nm approximately). These properties of Low-E coatings are achieved by the high quality of the thin silver layer (~10 nm) sandwiched between transparent dielectric layers, which act as anti-reflectance layers. Silver based Low-E coatings display a lack of mechanical and environmental durability, therefore dielectric layers protect the thin silver coating from oxidation during deposition and from degradation during annealing. In addition, Ag becomes very mobile in the presence of moisture, causing local agglomerations and therefore poor adhesion and delamination of the coating. As mentioned before this effect is known as white dots. Moreover the compressive stress within the coating can also lead to poor adhesion and film delamination.

Another important aspect in silver deposition is the surface morphology of the base layer. As Ag tends to create islands during film growth it is highly important that the dielectric film onto which Ag will be deposited has a smooth surface to promote the formation of a continuous layer of silver at the interface. Furthermore Ag films are more durable in their crystalline form and, therefore zinc oxide is often chosen as a base material of a multi-layer stack as ZnO promotes the formation of crystalline Ag layers.

The durability of silver-based Low-E coatings has been studied by Nadel [19] and Kusano et al., who tried to obtain thermal stability of silver in ITO/Ag/ITO and ZnO/Ag/ZnO stacks. [62]
3. Glow Discharge Plasma

Plasma by definition is a fully or partially ionised gas. Plasma contains atomic and/or molecular ions, electrons, neutrals (atoms, molecules), radicals, photons and excited particles and meta-stable species.

Plasma may be generated in two ways: thermally, so called hot plasma, which has high degree of ionization and its bulk has very high temperature; or electrically under vacuum, referred to as cold plasma with low degree of ionisation and cool plasma bulk.

The energy of an electron in typical PVD plasma varies from 1eV to 10 eV that is equivalent to about 11600 K, [63] but because the electrons have virtually no mass, there is no heat transfer. Ions and neutrals by contrast have energies of 0.04 eV and 0.025 eV respectively and therefore are only just above ambient temperature of about 464 and 290 K.

3.1 Plasma Potential

A plasma consists of neutral gas atoms and molecules, ions and electrons. The number of ions and electrons within plasma body is roughly equal; therefore plasma in general is neutral. This condition is called quasi-neutrality and any changes in charge within the plasma body can only occur on a very small scale. However at the edge of the plasma the difference in potential can be much higher. If we consider plasma as an electrical conductor which has only limited electrical resistance, therefore any areas of charge imbalance within the plasma body will be immediately compensated by movements of charges within the plasma. Electrons are the dominant charge carrier due to their low mass and high mobility, hence they can respond more quickly to electric fields than heavier ions. [63-65]

In a plasma the density of ions and electrons is equal \( n_i = n_e \) otherwise an electric field would be generated. From Boltzmann’s relation electron density can be described as:

\[
\begin{align*}
    n_e = n_{e0} exp \left( - \frac{eV}{k_B T_e} \right)
\end{align*}
\]

Equation 1

Where \( n_e \) is the electron density, \( n_{e0} \) is the electron number density in the remote plasma, which is unperturbed by the test charge, \( e \) is the electron charge, \( V \) the retarding
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potential and $k_B$ and $T_e$ are the Boltzmann constant and electron temperature respectively. [63]

In vacuum systems electrons are easily lost to the chamber walls. To compensate for this lost plasma assumes a positive electrical potential compared to the anode (chamber walls). It results in a slow increase in the net positive charge in the plasma. As plasma charges positively it is less energetically possible for electrons to leave, as now the chamber walls are more negative than the plasma. Therefore a steady state is reached and the plasma remains neutral. Consequently, an average plasma potential is several volts more positive than any surface in contact with it. This results in ions being accelerated from the plasma edges to the chamber walls with the same voltage. [65] It results in an equal rate of loss of both ions and electrons.

3.1.1 Debye Screening

Plasmas are conductive hence can respond to local changes in potential. The distance over which a small potential can perturb plasma is known as the self-shielding or Debye length. [65] In Debye screening a positive test charge ($Ze$) will attract electrons and repel ions due to the Coulomb electrostatic fields it creates. The number of charged particles affected by this force is determined by the potential profile in the neighbourhood of the test charge. The Debye length ($\lambda_D$) is found by solving the one dimensional Poisson’s equation [24, 63, 66]:

$$\lambda_D = \sqrt{\frac{\varepsilon_0 k_B T_e}{n_{e0} e^2}}$$

Equation 2

Where $n_{e0}$ is the electron number density in the remote plasma, which is unperturbed by the test charge, $e$ is the electron charge, $\varepsilon_0$ is a permittivity of free space, $k_B T_e$ is the electron energy (eV).

The time needed for electron to move in response to a plasma perturbation is the time an electron needs to move a Debye length and is equal to $\lambda_D$ divided by electron velocity. [65]

The Debye length is typically equal ~0.1 mm for a magnetron discharge.
The test charge has no influence on electrons greater than several Debye lengths. Therefore every charged particle in the plasma experiences Coulomb interactions with every other charged particle in its Debye sphere. Ions can feel the potential inside the Debye length but not on the outside.

Figure 3.1 shows a schematic representation of Debye screening within a plasma.

![Schematic representation of Debye screening within a plasma](image)

Figure 3.1: Unshielded electrostatic potential from a point charge Q compared to Debye screening potential, which occurs when a charge is placed in a plasma. [63]

A plasma is quasi-neutral \((n_i = n_e)\) almost everywhere except in the sheaths next to electrodes or surfaces where the potential changes over several Debye lengths.

### 3.1.2 Sheaths

The edge of the plasma in contact with chamber walls or other surfaces is significantly different than the bulk plasma region. The sheath is the region within which significant voltage drop is observed, hence there is an extremely low electron density. The lack of electrons results in low levels of excitation of the gas species in that region, therefore the area appears dark. This phenomenon occurs due to the uniformity of plasma potential. All of the voltage change from the plasma to the region of its contact with a wall surface or electrode occurs in the sheath. Therefore the sheath is a region of high
Glow Discharge Plasma

electric fields and high current flow. This flow consists of ions and electrons from the plasma and secondary electrons produced at the wall or electrode surface due to particle bombardment that are subsequently accelerated back into the plasma sheath. [65] The maximum current flow ($j_{max}$) is determined by the potential across the sheath and sheath thickness and is described by Child’s Law:

$$j_{max} = \sqrt{\frac{4\pi e}{9} \left( \frac{2e}{m} \right) \frac{v^2}{a^2}}$$  \text{Equation 3}

Where $m$ is an electron mass, $V$ is a voltage across the sheath and $d$ is a sheath width.

Space-charged limited current flow described by Child’s law can be used to characterise most of the cases of current flow between plasma and wall/electrode surfaces. [63, 65] The thickness of the sheath will be directly related to the applied potential, whereas current will be directly related to the plasma density. On the plasma sheath edge a weak potential is created which extends a Debye length into the plasma, with a value roughly related to electron temperature. This weak potential leads to ‘pre-sheath’ acceleration of the ions to the sheath edge known as a Bohm pre-sheath diffusion. The flux of ions to the sheath edge ($j$) is given by:

$$j = 0.6n_e \sqrt{kT_e}$$  \text{Equation 4}

where $n_e$ is an electron density. Increases in plasma density will significantly change the sheath thickness. [65]

At low pressures the cathode sheath is wide, ions are produced far from the target and their chances of being lost to the chamber walls are great. The mean free path between electrons is large, and electrons collected by the anode are not being replenished by secondary electron emission at the cathode. As a result discharges cannot be maintained at the pressure below 0.1 Pa, as ionisation efficiency is low. [66]

When the pressure is increased at a fixed voltage, the electron mean free path decreases, and more ions are generated which gives larger current flow. However when the pressure is too high the sputtered atoms are not efficiently deposited as they undergo increased collisional scattering and lose their energy.

Figure 3.2 shows a characteristic fall-out a plasma potential in front of the target surface.
3.1.3 Floating Potential

An electrically floating substrate placed inside the vacuum system, which is in contact with plasma will rapidly become negatively charged due to the greater flux of electrons compared to ions. After a short while the substrate surface will become sufficiently negative that further electrons will be repelled to cause an equal flux of ions and electrons. The potential of this surface is called a floating potential ($\Phi_f$) and it is negative compared to the plasma potential [65]:

$$\Phi_f = -0.5 \left( \frac{kT_e}{e} \right) \ln \left( \frac{2\pi m_e}{m_i} \right) \left( 1 + \frac{T_i}{T_e} \right)$$  \hspace{1cm} \text{Equation 5}

Where $m_i$ is an ion mass, $m_e$ is an electron mass, $T_i$ and $T_e$ are ion and electron temperatures, respectively. The ion temperature is usually much smaller than the electron temperature ($T_i << T_e$), hence the last part of the equation ($\ln$) is neglected and the floating potential is linearly proportional to the electron temperature:

$$\Phi_f = -0.5 \left( \frac{kT_e}{e} \right)$$  \hspace{1cm} \text{Equation 6}
3.2 Ionisation

Under an appropriate gas density conditions the electron which will gain a sufficient energy, which is in excess of the ionisation energy of the working gas ($\varepsilon_{iz}$), and will collide with neutral gas atom (A), creating a positive ion ($A^+$). During the ionisation process a secondary electron will be ejected from the atom [63]:

$$A + e^- \rightarrow A^+ + 2e^- \quad \text{Equation 7}$$

When the energy of the electron colliding with the neutral molecule is less than its ionisation energy (15.8 eV for argon), then a metastable molecule is produced:

$$A + e^- \rightarrow A^* + e^- \quad \text{Equation 8}$$

Metastable $A^*$ can then react with a sputtered atom, such as titanium:

$$A^* + Ti \rightarrow Ti^+ + e^- + A \quad \text{Equation 9}$$

This kind of reaction is called Penning ionisation and only occurs when the ionisation energy is less than the excitation energy of the exciting atom. Moreover two metastable particles can react together producing ionised molecules:

$$A^* + A^* \rightarrow A^+ + A + e^- \quad \text{Equation 10}$$

Also this may occur:

$$A^* + e^- \rightarrow A^+ + 2e^- \quad \text{Equation 11}$$

Finally, when a free electron collides with an atom, the atom gets excited and when relaxation occurs (electron from an excited state drops down to the ground state), then the energy is emitted as a photon of light ($hv$), which is the reason why a plasma glows:

$$A + e^- \rightarrow A^* + e^- \rightarrow A + e^- + hv \quad \text{Equation 12}$$

Ejected species will be accelerated by the electric field towards the cathode (ions) or anode (electrons). Secondary electrons will undergo further collisions to maintain the plasma. Ions accelerated towards the cathode may hit it with a high energy causing emission of secondary electrons, which may rapidly take part in ionisation process, causing the condition of ‘breakdown’. The flux of ions ($i$) to the anode will be:

$$i = i_0 \frac{\exp(ad)}{[1 - \gamma_e(ad - 1)]} \quad \text{Equation 13}$$

Where $i_0$ is an electron flux starting towards the anode, $\alpha$ is a Townsend ionisation coefficient and it is probability per unit length that ionisation will occur. The Townsend
secondary electron emission coefficient $\gamma_e$ is defined as the number of secondary electrons emitted at the cathode per incident ion, so the $\alpha$ can be also described as:

$$\alpha = \frac{1}{\lambda} \exp \left( -\frac{V_i}{qE\lambda} \right)$$  \hspace{1cm} \text{Equation 14}

Where $\lambda$ is the collision mean free path, $q$ is the electron charge, $E$ is the electric field, $V_i$ is the ionisation potential of the gas species, which is inversely proportional to the pressure. [24, 65, 67]

The breakdown voltage can be derived in terms of pressure and inter-electrode spacing:

$$V_B = \frac{AP_d}{\ln(Pd)+B}$$  \hspace{1cm} \text{Equation 15}

Where A and B are constants dependent on the gas. This equation is known as Paschen’s Law and has its representation in a curve (see Figure 3.3). It is a plot of $V_B$ versus $Pd$, where $P$ represents pressure and $d$ electrode separation which indicates that at low values of $Pd$ there are a low number of electrons, therefore ion collisions and secondary electron yield is too low to sustain ionisation in the discharge. Moreover at high pressures frequent collisions occur so electrons do not gain sufficient energy to ionise gas atoms. The discharge is self-sustaining typically at a few hundreds to a thousand volts, which means that for each electron at the cathode, $\exp(\alpha d)$ electrons reach the anode and as a chain effect of collisions, new electrons at the cathode will be produced. [66] The lowest electron potential difference needed for a given gas to breakdown corresponds to the Pd value at the Paschen minimum (Ar~133 Pa cm).
Figure 3.3: Paschen curve for the breakdown voltage for a gas between two electrodes separated by distance $d$ at pressure $P$. [65]
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4. Physical Vapour Deposition (PVD)

Physical vapour deposition (PVD) is the process, where atoms or molecules from a solid source are transported in the vapour state, through a vacuum or low pressure gas, or plasma environment and subsequently condense on the surface as a thin film or coating. [24] There are three main variants of the PVD process: vacuum evaporation, ion plating and sputtering. In this project magnetron sputtering (a development of the basic sputtering process) was used to produce coatings.

Evaporation is caused by absorption of thermal energy, whereas sputtering is an ejection of atoms from a solid surface by bombardment of the surface with energetic ions. In both ways the emitted atoms traverse a reduced pressure ambient and deposit on a substrate surface to form a film. [66]

4.1 Vacuum Evaporation

In vacuum evaporation atoms or molecules from a thermal vaporisation source, on average, reach the substrate without collisions with residual gas molecules in the vacuum chamber. This phenomenon is caused by the mean-free path being greater than the substrate to target separation. [24] In this process a typical operating pressure is about 0.01 Pa and deposition rates can be several microns per minute. Vacuum evaporation is a low energy process, which gives porous columnar structures of the deposited coating. It is used to deposit mostly metallic coatings.

In the vacuum evaporation technique films are formed by the evaporation of material from a molten source, usually heated by electron beam, hot filament or hot ‘boat’. Figure 4.1 presents a scheme of a typical vacuum evaporation system.

The process in general is restricted to low melting point materials. This is a ‘low energy process’ which results in weak coating adhesion. In vacuum the vapour travels from the source to the substrate in a straight line (line-to-sight) as the substrate holder is located directly above the source. Transport is collisionless prior to condensation due to the long mean free paths at typical operating pressures. [24, 65] Vacuum evaporation finds applications in reflective coating deposition for lighting, such as Al wire-fed onto ‘hot boat’ or E-beam Cr, Ni-Cr or stainless steel; EMI/RFI shielding, decorative coatings, Al
coatings on glass beads for retro-reflective materials for safety jackets, traffic cones etc.; or Al films on food packaging materials.

Figure 4.1: Schematic representation of a typical vacuum evaporation system.

4.2 Ion Plating

By definition ion plating is a coating process in which the substrate and growing film are subjected to continuous or periodic bombardment by energetic particles prior to and/or during the deposition process. The principle of energetic particles bombardment is to modify the film formation process and film proprieties. [24, 65] The typical operating pressure is 1 to 0.1 Pa and deposition rates are up to several microns per minute. Mostly metallic or ceramic coatings are deposited by this technique.

The technique is nowadays used to describe electron beam (E-beam) evaporation systems. Actual ionisation in early E-beam plasma was very low at about 0.1%. To produce dense coatings a very high bias voltage was needed (>1 kV), that caused significant re-sputtering and resulted in high stresses in the film. Although for some materials high evaporation rates could be achieved. It resulted however, in a poor film structure and low ion to atom ratios. Moreover the system design required that the evaporation took place from a point source and needed to take place upwards, which can lead to poor film uniformity on complex components. [24, 65-66]

Figure 4.2 gives a schematic representation of a typical ion plating source.
Current systems generally use low voltage/high current E-beam sources, which gives high plasma ionisation (10-50%). Dense coatings can be produce with a low (-100 V) bias. To improve film uniformity systems usually contain substrate rotation and crucible movement equipment. The ion plating technique is extensively used nowadays to deposit TiN and CrN layers onto large batches of tools and multi-layer oxide coatings for optical filters.

![Schematic representation of typical ion plating system.](image)

**4.3 Cathodic Arc Evaporation**

Arc evaporation processes use vaporisation from an electrode under arcing conditions as a source of vaporised material. A typical operating pressure is between 1 and 0.1 Pa and deposition is only possible from a conductive target; metallic or ceramic coatings can be deposited. [24] In the latter case, a reactive gas, such as nitrogen is introduced into the chamber while a metallic target is vaporised. Again, the growing film is subjected to ion bombardment.

Figure 4.3 presents a scheme of a typical cathodic arc evaporation system.
In cathodic arc systems, a high current/low voltage arc is initiated at the target surface that causes the emission of target atoms, ions and ‘droplets’ of target material. The cathode can be molten or solid with a water cooled solid target (cold cathode), which is the most common configuration. The arc voltage has to be near the ionisation potential of the gas or vapour (>25 V). [24] Each arc event lasts between 5 and 40 ns and for stable arc conditions a minimum current must passing through the arc, which varies from 50-100 A for metals with low melting point to 300-400 A for refractory materials. [68]

The arc can be initiated by applying high voltage between the electrodes, a so called trigger arc. There are three main arc sources distinguished in cathodic arc evaporation:

Random arc sources feature fixed permanent magnets behind target which gives uniform target erosion; steered arc sources feature varying magnetic fields which help reduce macro-particles emission. They cause arcs to move in a specific path and with greater velocity than in a random arc source. Filtered arc sources use additional magnetic fields to deflect charged particles and reduce macro-particles incident at substrate. The most common technique is to use a plasma duct in the form of ‘bent knee’ configuration. The plasma is bent out of the line of sight of the cathodic arc source by a magnetic field. As a result macros particles are deposited on chamber walls and only the charged coating flux particles get to the substrate. However the low point of this design is deposition rate which decreases by about one half. [24]

The process allows for very high ionization of coating flux, about 50-80%, with multiple ionisation possible (Me\(^{2+}\), Me\(^{3+}\)). Cathodic arcs give the highest mean particle energy of all PVD processes, therefore good coating/substrate adhesion. It gives the possibility of low deposition temperatures (200°C). The target can be mounted in any orientation; however it needs to be conductive. [24, 65, 68]

The main problem which arises during film deposition is formation of molten micron-size particles (macros) in the coatings. Magnets in the target are used to control the arc and keep it on the target surface. However there are a few possibilities to reduce macros, such as decreasing the arc current, increasing source-substrate distance, increasing gas pressure and using a co-axial magnetic field to increase plasma density. [24]
4.4 Sputtering

Sputtering is the physical vaporisation of atoms from a solid source by a mechanism of momentum transfer from bombarding energetic particles. These particles usually represent ions of a gaseous material accelerated in an electric field. [65] Sputter deposition is a process in which particles originating at a surface (target) are sputtered from the target and subsequently deposit onto a substrate. It was first reported in 1877 by Wright and was possible to perform because only a relatively poor vacuum is needed for sputter deposition. The process was patented by Edison in 1904 when he deposited silver onto wax photography cylinders. [24] Sputter deposition can be used to deposit films of compound materials either directly from a compound target or by reactive sputtering in which a metallic target is sputtered in a partial pressure of a reactive gas, such as oxygen or nitrogen. Sputter deposition is widely used for film deposition on magnetic media, semiconductor wafers and head surfaces, for coatings on window glass, inside of plastic bags and the surface of automobile parts, and for cutting surfaces for wear resistance, like razor blades or drills, and in many more applications. [69] The advantages of using sputter deposition as a thin film deposition techniques are excellent film uniformity, particularly over large areas; surface smoothness and thickness control, deposition of films with nearly bulk-like properties, which are predictable and stable;
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versatility, good adhesion, high deposition rates (>10 nm/min) and deposition can take place at relatively low substrate temperatures (<150°C). Moreover the sputter process is essentially a kinetic process involving momentum exchange rather than a chemical and/or thermal process and, therefore, virtually any material can be introduced into a gas discharge or sputtered from the solid. [65] However the sputtering process has a few disadvantages compared to other deposition techniques. As the process takes place under vacuum, the component size is limited by chamber size, there is the possibility of contamination of the coating during film deposition by Ar, O₂ or hydro-carbons (from the vacuum pumps) and dense coatings can be highly stressed, which can lead to wrinkling and peeling off the coating.

The event of sputtering is initiated by the first collision between an incident ion and target surface. The displacement of target atoms occurs due to successive collisions and atoms may escape from the surface. Figure 4.4 shows the schematic processes which occur at the surface and near-surface region of the bombarded target surface.

Bombarding particles can penetrate into the target surface. Particles create a cascade of collisions and some of the momentum is transferred to the surface atoms which can be ejected. Although most of the transferred energy (>95%) appears as heat in the surface and near-surface region. Some particles are reflected as high energy neutrals and some are implanted into the surface. These reflected highly energetic gas neutrals and high energy atoms ejected from a target bombard the growing film and affect its formation process. This can cause re-sputtering of a deposited material and, as a result, a decrease in sputtered yield from the target. If the flux of reflected energetic neutrals is anisotropic, then the growing film will have anisotropic proprieties. This may result in residual stress in post-cathode magnetron sputter deposited films, depending on the relative orientation of the film with respect to the post-cathode orientation. [24] However in magnetron sputtering system the target is water cooled and the cold surface minimises the amount of radiant heat in the system. This allows placing of thermally sensitive materials near to the sputter target. Cooling prevents diffusion in the target, which could lead to changes in elemental composition in the surface region while the target is being sputtered.
4.4.1 DC Diode Discharge

The simplest design of a sputtering system is a DC diode. It was historically first used to erode surfaces and for sputter deposition, but it was limited by low deposition rates and the difficulty of depositing insulators. Low deposition rates were due to secondary electron loss to the chamber walls, hence no new ions were formed from gas phase collisions. This limits net current flow and hence sputtering rate. Moreover if the cathode was an insulator (e. g. when sputtering oxides reactively, see Chapter 4.5.2) then the discharge current was extremely low and there was very little sputtering. [69]

The DC diode consists of two planar electrodes, an anode and a cathode, placed in the vacuum system (see Figure 4.5). In this design, the plasma is in front of the cathode surface, which consists of a plate made from the target material (the target and is made from metal in this case, as the glow discharge-current flow is maintained between two metallic electrodes). The reverse side of the cathode is water cooled. The substrate is placed in front of a target on a holder, and it can be electrically biased, floating or grounded. [67] The sputtering (or vacuum) chamber is evacuated and then backfilled with a sputtering gas; usually argon, at about 1.3-13 Pa. A DC voltage is applied between the electrodes to break down gas molecules into a glow discharge. The plasma potential is spatially uniform. Near the cathode is the dark space (sheath) in which an
electric field is very large. The argon ions are accelerated rapidly in that region and strike the cathode with sufficient energy to remove atoms from the target, which may then condense on the substrate surface as a coating. The atoms that leave the target during sputtering have the typical energies of 2-5 eV. [24, 65, 69] Moreover secondary electrons (SE) may be also emitted from the target surface as a result of ion bombardment. These SE are the primary source of energy to the plasma and each one must generate significant number of ions to sustain the discharge. [69-70]

Figure 4.5: Scheme representation of the DC diode sputtering discharge.

### 4.5 Magnetron Sputtering

In magnetron sputtering a static magnetic field is located parallel to the cathode surface. One pole of a magnet is positioned at the central axis of the target and the second pole is formed by a ring of magnets around the outer edge of the target. [70] Secondary electrons emitted from the target are captured by this magnetic field and drift in a direction perpendicular to both electrical and magnetic fields (see Figure 4.6). This behaviour is known as an $E \times B$ drift and it causes electrons to move parallel to the cathode surface in a direction perpendicular to the magnetic field. [69] The magnetic field is orientated such that drift paths for electrons form a closed loop. This electron trapping effect increases the collision rate, and therefore the ionisation rate between the electrons and sputtering gas atoms, which results in denser plasma in the target region.
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[66] This leads to increased ion bombardment of the target, giving higher sputtering rates, and therefore higher deposition rates at the substrate. [70]

![Diagram](image)

Figure 4.6: The motion of an electron in an electric and a magnetic field. The electric field is vertical, and the magnetic field is perpendicular to the plane of the page. [65]

The application of a magnetic field in sputtering has a significant impact on system control. A charged particle in a magnetic field is driven by a force:

$$ F = q(E + v \times B) $$

Equation 16

Where \( q \) is the unit of electronic charge, \( E \) is the electric field vector, \( v \) is the velocity and \( B \) is the magnetic field vector. This force will cause the charged particles to move in an orbital path around the magnetic field lines. This path can be described by the Larmor radius:

$$ r_L = \frac{m_e v}{Bq} $$

Equation 17

where \( m_e \) is the mass of an electron. [66, 69]

In an electric field \( E \) perpendicular to the magnetic field \( B \) charged particles will drift in a direction perpendicular to both fields at a constant drift velocity \( v_H \):

$$ v_H = \frac{E \times B}{B^2} = \frac{E}{B} $$

Equation 18

This is called the Hall drift speed and increases the probability of collisions between electrons and molecules enabling the use of lower pressures during sputtering (about 1.3x10³ Pa). Figure 4.7 represents the cycloidal motion of an electron in a magnetic field. [67]
The drift speed is independent of the particle charge or mass, so electrons and ions drift with the same speed in the same direction. In the magnetron ions are not magnetised, as their Larmor radius is typically greater than the size of the chamber and so they are lost to the chamber walls before they can drift. This gives rise to an electron drift only, which takes place in a closed loop in front of the target surface. [69] Eventually these secondary electrons lose their kinetic energy due to collisions with gas atoms (ionisation) or with other electrons (electron heating). This results in the formation of the densest plasma and greatest ionisation between the inner and outer poles of the magnetron, and therefore the highest sputtering rate at the target is also in this region. This has the effect of causing non-uniform erosion of the target and the resulting area that is most heavily eroded is known as a race track. This circular drift increases the plasma efficiency what allows operations at low pressure and voltage.

The Figure 4.8 a) and b) represents the motion of electrons in a combined electric and magnetic field in a rectangular magnetron.
Figure 4.8: Schematic representation of electrons drift path in a rectangular magnetron: a) top view; b) side view.

**4.5.1 Unbalanced Magnetron Sputtering**

In conventional magnetrons the plasma is restricted to the target region. Substrates placed outside the dense plasma region, which typically extends 60 mm in front of the target, will lie in a low plasma density region, where ion currents incident at the substrate will not be great enough to modify the film structure. The energy of the bombarding ions can be increased by applying a negative bias to the substrate surface, but this can lead to defects in the film and increased film stress. Ion bombardment increases the surface mobility of the adatoms, during the film growth leading to enhanced nucleation and promotes dense film growth. However when the energy of the particles arriving at the substrate is greater than the threshold value for a particular material can cause an implantation of the surface atoms of the coating and entrapment of working gas atoms. This leads to distortions in crystal lattice and promotes compressive stress and strain within coatings. [71]

The unbalanced magnetron was developed in late 1980s to overcome this problem and it can be consider in two major types, both introduced by Window and Savvides. [72-75]

In the Type-1 configuration the central pole of the magnets is strengthened relative to the outer ring. In this case, the field lines are directed towards the chamber walls, charged particles are lost to ground and the plasma density in the substrate region is
low. It results in low ion currents at the substrate, insufficient to modify the structure of the growing film, so consequently this design is not commonly used.

The Type-2 of unbalanced magnetron sputtering design has the outer pole of magnets strengthened relative to the central pole. In this case, most of the field lines are closed between the central and outer poles of the magnetron, but some of them are directed towards the substrate. The secondary electrons emitted from the target are able to follow those lines, which results in dense plasma flowing out towards the substrate. [70] Consequently, high substrate ion currents, which can densify the coating structure, can be extracted from the plasma. Typical ion currents for such arrangement are up to 10 mA/cm², which is an order of magnitude higher than for a balanced magnetron. [65-66] The ion current drawn at the substrate and deposition rate are directly proportional to the target current. As a result, the ion-to-atom arrival ratio at the substrate remains virtually constant with increasing deposition rate. [70] The ion flux configuration depends on magnetic field configuration, discharge current and substrate bias. [65]

![Figure 4.9: Schematic configuration of plasma in a 'conventional' or 'balanced' magnetron and in Type-1 and Type-2 unbalanced magnetrons, respectively. [70]](image)

In multiple magnetron systems neighbouring magnetrons can have the same magnetic configuration or the opposite configuration. The former design is described as “mirrored” and in this case the field lines are directed towards the chamber walls, which causes a low plasma density at the substrate as secondary electrons which follow those lines and are lost to the chamber walls. [70]
In the latter case, the design is referred to as “closed field” unbalanced magnetron sputtering. In this case the field lines link across the chamber, preventing losses to the walls, confining a dense plasma to the substrate region, and ensuring high levels of ion bombardment of the growing film. Figure 4.10 shows schematically the field lines in both dual mode magnetrons.

![Field lines in dual mode magnetrons](image)

Figure 4.10: Dual unbalanced magnetron configuration. [70]

### 4.5.2 Reactive Magnetron Sputtering

The majority of commercially useful coating materials are compounds (oxides or nitrides), rather than pure metals or alloys. Compounds can be produced by radio frequency (RF) sputtering from a compound insulating target or by reactive sputtering from a metallic target. The latter technique has received a lot of attention mainly because of the relatively high sputtering rate, controlled deposition and ability to use DC power instead of RF power. [69] Reactive sputtering can be considered as the sputtering of elemental targets in the presence of chemically reactive gases that mass reacts with ejected target material and the target surface. [76] Reactive sputtering is commonly used for the deposition of oxide and nitride thin films. The principle of reactive sputter deposition is a chemical reaction between “metal” atoms ejected from a target surface and reactive gas molecules introduced into the system (i.e. O₂ or N₂). As a result of this reaction, the film created on the substrate surface is an either an oxide or a nitride.
4.5.2.1 Hysteresis Behaviour

A typical system would be operated with some partial pressure of an inert gas, such as argon, and a partial pressure of a reactive species, like O\textsubscript{2} or N\textsubscript{2}. The operation of this system may be described by observing the changes in the plasma kinetics and the vacuum system, as a function of the partial pressure or a flow rate of reactive gas. [67] In Figure 4.11, the discharge voltage is plotted as a function of reactive gas flow rate. There is a constant inert gas pressure in the range of a few mTorr of Ar (~0.1 Pa).

![Figure 4.11: The discharge voltage as a function of reactive gas flow; f\textsubscript{c} represents critical flow point and f\textsubscript{r} transition point on the reversed curve. [69]](image)

On the left side of the graph, the cathode is being sputtered with pure Ar, so the deposited films are purely metallic. During the deposition of oxide coating, as the reactive gas flow increases, the film is being partially oxidized and forms “sub-oxides”. Firstly, the target coverage with a reactive gas is very little, as the bombarding flux keeps the eroded part of the target clear of dielectric deposit. Any un-reacted oxygen is pumped away by an external pump. [65] Eventually, after further increases of reactive gas, the point will be reached where the fully stoichiometric (or very close to stoichiometric) oxide is formed. This is called the critical flow point (f\textsubscript{c}) and it is highly unstable. Any additional increase of reactive gas will cause the film to become saturated with oxygen/nitrogen. The excess of reactive gas will result in complete coverage of the target surface with a layer of the compound material. This is the second critical point and it tends to reduce the deposition rate significantly as compounds sputter at a lower
rate than metals (often significantly lower). Also, the discharge voltage usually changes significantly at this point (it can increase or decrease depending on the relative secondary electron coefficients of the metal target and its compound). [69] The best conditions to create fully reacted films, is deposition at the knee of the curve. This gives high deposition rates, while stoichiometric dielectrics are being deposited, but is a highly unstable condition and requires the use of process control systems if it is to be maintained during the deposition process. If the reactive gas flow rate is reduced after this transition the system does not cover back at the same flow, creating irreversible curve (hysteresis). This is due to the excess of a reactive gas on the target surface, which needs a sufficient time to be cleared of. Transition point on the reversed curve ($f_r$) is reached when the cathode is clear again and system converts back to a metallic mode. [69]

4.5.2.2 Reactive Sputtering Controlling System

To monitor parameters within the system and achieve stable deposition conditions, the feedback control of reactive gas flow is used. Monitored parameters are usually target voltage or chamber pressure. The reactive gas flow is also controlled to try to operate at the knee of the hysteresis curve. One of the most successful control systems in use is the optical emission monitor (OEM). A fibre optic cable is introduced into the chamber such that it can view the dense plasma in front of the target. The cable is connected to a monochromator box which is set to the appropriate wavelength in the emission spectrum of the target metal, e.g. in case of reactively sputtering titanium, the line is 507 nm. The Reactaflo (Megatech Ltd.) readout box gives information about the strength of the selected emission line, which is related in this case to the amount of the sputtered titanium in the plasma. The target is initially sputtered in argon only atmosphere and the readout is set to 1000 arbitrary units for convenience. This is referred to as the 100 % metal signal and subsequent reactive gas flow rates are set in relation to this figure. The Reactaflo is connected to the piezo valve (MV-112, Max Tech Inc.), which introduces the reactive gas to the system. The Reactaflo allows oxygen into the chamber until the OEM signal falls to a pre-determined proportion of the 100% metal signal. This value is referred to as the ‘turn-down’ signal and is usually determined empirically. The turn-down signal is then maintained at this value via a feedback control mechanism. Figure 4.12 shows the schematic system connection.
4.5.3 Pulsed Magnetron Sputtering

Pulsed DC magnetron sputtering was introduced in early 1990s to overcome problems associated with DC reactive sputtering of dielectric materials, such as arc formation. During pulsed sputtering the target potential is periodically switched either to ground (unipolar mode) or to a positive potential (bipolar mode) at frequencies in the range 20-350 kHz. The optimal frequency of pulsing, pulse duration and relative pulse heights depends on the target material. The most common mode of operation is an asymmetric bipolar mode where, during the pulse-off phase, the voltage is reversed to a magnitude equivalent to approximately 10% of the average voltage during the pulse-on phase. The asymmetrical bipolar mode can also be used in the dual magnetron sputtering configuration, where each of the magnetrons is driven at the same frequency and duty (always 50%) but are alternately biased positively and negatively. This approach helps to overcome the ‘disappearing anode’ effect whereby the chamber walls become coated with dielectric material, which results in the plasma and therefore deposition parameters drifting with time. [24, 77] Typical voltage and current waveforms for the asymmetric bipolar mode are shown in Figure 4.13. [77] In the pulsed DC frequency range ions and
electrons can follow the cyclic potential changes at the target and in the plasma. Therefore during the ‘pulse-on’ phase an ion current flow towards target and the target is sputtered in normal manner, moreover the poisoned region on it may also charge up during the ‘pulse-on’ time. During the ‘pulse-off’ phase an electron current is drawn to the target surface that can discharge the poisoned regions before breakdown and arc formation.

Figure 4.13: Current and voltage waveforms taken from the Advanced Energy Pinnacle Plus power supply operating in pulsed DC mode at 100 kHz pulse frequency, 50% duty.

Another important aspect in pulsed DC mode is a positive voltage overshoot at the beginning of the off phase. In this very short time (<250 ns) the target potential can reach several hundred volts, but the plasma potential will still remain above this value. This phenomenon has important impact on ion energy distribution functions (IEDF), which has been described in detail by Kelly et al. [77]
5. Thin Films

A thin film is defined as a low dimensional material produced by condensing, one-by-one, atomic/molecular/ionic species of material. The thickness is usually less than several microns. Thin films have been used to make electronic devices, optical coatings, instrument hard coatings and decorative parts and many more.

The film growth and nucleation mode determines film properties such as density, surface area, and morphology and grain size. Important aspects to the film growth are substrate surface roughness, surface temperature, adatom mobility and reaction, and mass transport during deposition such as void agglomeration and segregation effects. Basic film properties are controlled by parameters, such as film thickness, and microstructure and crystal structure and orientation.

5.1 Initial Growth

Thin film deposition processes involve three main steps: production of appropriate molecules, ions or atoms; transport of those species onto the substrate surface and condensation on the substrate surface.

The sputtering process is responsible for the production of ions/atoms in an inert gas atmosphere. The sputtered species have energies ranging from 1-40 eV. In transporting species onto the substrate surface, gas pressure has a large impact as it affects the energy of the molecules arriving at the substrate surface. At higher pressure the mean free path for the travelling ions/atoms is smaller, which results in higher collision rates between molecules. Those collisions cause scattering and so reduce the particles’ energy. The main factors which affect film growth on the substrate surface are the energy of the atoms/ions arriving on the substrate surface and substrate temperature. Film composition, adhesion, stress and structure depend on concurrent bombardment by energetic ions/atoms.

The film growth and nucleation mode determines film properties such as density, surface area, and morphology and grain size. Condensation from the vapour phase involves incident atoms becoming bonded adatoms which diffuse over the film surface until they desorbs, or more likely are trapped at low energy lattice sites. Incorporated
atoms reach their equilibrium position in the lattice by back diffusion motion. This atomic odyssey involves four basic processes: shadowing, surface diffusion, bulk diffusion and desorption. [66]

Areas, where the film grows faster shadow neighbouring slower growing areas and hence will expand and further starve the slow growing areas of the additional atoms. This results in columnar growth. The surface becomes textured and rough giving a matt surface. Columnar growth is mostly associated with thick films, as films below 1µm do not show many of the features seen in thicker films. [78]

When an atom arrives on the surface it may either stay where it is or move around the surface. This process is known as surface diffusion, and is determined by the energy of the arriving atom. The atom continues to move around the surface until it reaches the position which minimizes the total energy. As more atoms arrive they undergo a similar process but some connect with those adatoms already existing on the substrate surface and the size of the nucleated particle will grow. [78]

Coatings are formed by nucleation and growth processes. Three main forms of growth can be distinguished: island growth (Volmer-Weber type), layer growth (Frank-van der Merwe type) and mixed or Stranski-Krastanov growth. [66]

When the smallest stable clusters nucleate on the substrate and grow in three dimensions to form islands, this process it is referred to Volmer-Weber mechanism (island growth). This process occurs when atoms or molecules in the deposit are more strongly bound to each other than to the substrate. An example of island growth is metals and semiconductors deposited onto oxides. [66] The Van der Merwe mechanism describes the method where the atoms cover the whole surface before a second layer is grown. In this case atoms are more strongly bound to the substrate than to each other, which results in the creation of a less tightly bound second layer on the top of the first one. The other growth process is an intermediate combination of these two by first covering the surface by one or more monolayers, and then growing islands. This process is referred to as the Stranski-Krastanov (S-K) mechanism. [66, 78] Film growth by S-K mode is common and has been observed in metal-metal and metal-semiconductor systems. [66] The schematic pictures of three growing mechanisms can be seen below in Figure 5.1.
5.2 Film Structure

This film growth and the nucleation mode determine many film properties such as film density, surface area, surface morphology and grain size. The microstructure and topography of a thin film depend on the kinetics of the growth and hence on the substrate temperature, the source of energy of impurity species, the chemical nature, the topography of the surface and gas ambient. These influence such features as surface mobility, kinetic energy of the molecules, deposition rate, and super-saturations of the vapour pressure to solution concentration, the condensation and the level of impurities. [24]

One very important aspect in thin film technology nowadays is the ability to control the crystallinity, grain size and morphology during the growth of the film. Surface morphology may vary from a very smooth, glassy-like structure to a very rough in many materials. In general surface roughness increases during film growth due to differences in growth between crystallographic planes or other features. Morphology is determined by surface roughness and the surface mobility of depositing atoms. Roughness increases while impinging species are incident at oblique angles instead of falling normally at the substrate. This happens due to the shadowing effect of the adjacent column being
orientated towards the direction of the incident species. When the surface is rough the adatom flux hits the substrate from all directions, and if mobility is low then peaks grow faster than valleys, causing the shadowing effect. [24] When the nucleation barrier is high and super-saturation is low, then only a few nuclei are formed on the substrate surface. This results in coarse grained rough surface film creation, which becomes continuous at relatively large thickness. Due to high surface mobility the concavities are filled in, which increases the surface smoothness. [67]

When super-saturation decreases, grain size and surface mobility of the absorbed species are expected to increase. This results in well defined large grains formation at high substrate and source temperature (high mobility). Moreover, by increasing the kinetic energy of the incident atoms, surface mobility increases. Although at sufficiently high kinetic energy surface mobility may be reduced due to penetration of the incident species into the substrate. This causes smaller grain sizes, however the effect is more commonly seen in the systems with high substrate temperature and in relatively thick films. Post-deposition annealing at temperatures higher than the depositing temperature has a great impact on grain formation and size changes. Higher temperatures promote formation of larger grains causing re-crystallisation and sometimes abnormal grain growth. Grain growth is a diffusion related process that is thermally activated. Therefore higher annealing temperatures promote thermal diffusion of the condensed atoms in thin films. Finally grain sizes increase when film thickness increases under given deposition conditions for a given material-substrate combination. In thicker films re-nucleation takes place at the surface of previously grown grains, and each column grows multigranularly causing possible deviations from normal growth. [67]

One of the ways to control the growth of the film is by changing the operating pressure. If pressure increases to the point where mean free path for elastic collisions between sputtering gas and sputtered atoms becomes much less than the source-substrate distance, the oblique component of the deposition flux increases due to gas phase scattering, which increases atomic shadowing at the substrate and encourages the formation of porous columnar coatings. A reduction in pressure increases energetic particle bombardment which results in denser film structures. [66]

During the deposition process, while atoms land on the substrate surface, they transfer the energy into the substrate causing a rise in the substrate temperature. Increasing substrate temperature will allow atoms to diffuse further and faster across the surface in
search of the lowest energy nucleation site. It leads to fewer nucleation sites and to larger crystals in the final thin film. [78]

5.3 Structure Zone Models of Growth

The idea of describing coatings in terms of a structure zone model (SZM) was first applied by Movchan and Demchishin in 1969 for very thick films deposited by the vacuum evaporation process. [79] The model is schematically represented in Figure 5.2. In this case the only parameter considered was homologous temperature $T_h$ (in Kelvin), defined as the film growth temperature divided by the melting point temperature of the deposited material:

$$ T_h = \frac{T}{T_m} $$  \hspace{1cm} \text{Equation 19}

Movchan and Demchishin concluded that the structures formed could be divided into three zones. In zone 1 at $T_h<0.3$, the atom mobility is low, which causes continuous nucleation of grains, and therefore formation of porous films with fine grained structure of textured and fibrous grains. Those grains point in the direction of the arriving vapour flux and ending with domed tops. [80] Zone 2 occurs at higher temperatures $0.3<T_h<0.5$. This time surface diffusion takes place leading to uniform columnar grains and the creation of a faceted film surface. The grain size increases with homologous temperature and may extend all the way through the film thickness. At even higher temperatures, $T_h>0.5$ bulk diffusion and crystallisation takes place leading to dense films with large grains reminiscent of bulk materials. [80]
Thornton extended the original structure zone model to describe the structures of magnetron sputtered coatings. This model describes sputtered coating structures in terms of temperature and pressure. The Thornton model is based on morphological development in 20-250 µm thick sputtered coatings of Ti, Cr, Fe, Cu, Mo, Al deposited at rates from 5-2000 nm/min. The SZM consists of four structures: Zone 1, 2, 3 and Zone T.

Zone 1 (more open film structures) appears in amorphous and crystalline coatings and results from shadowing effects which overcome limited adatom surface diffusion at low temperatures and high pressures. This morphology produces coatings with a high surface area and with a columnar film surface appearance. Zone 2 results from surface diffusion, which indicates controlled growth. Surface diffusion allows the densification of the inter-columnar boundaries; however the basic columnar morphology remains. In zone 2 the grain size increases and the surface features tend to be faceted. In Zone 3 lattice and grain boundary diffusion processes dominate at the highest substrate temperatures allowing re-crystallisation, grain growth and densification. Often a highly modified columnar morphology is detectable, with the columns being single crystals of material. Zone T, where the columns consist of single crystals of material forming dense array of poorly defined fibrous grains, may be
considered as a transition region between Zones 1 and 2 in Figure 5.3 below. [66] The formation of the Zone T material is due to the energetic bombardment from reflected high energy neutrals from the sputtering target at low gas pressures. These energetic neutrals erode the peaks and fill-in the valleys to some extent. [24]

As the magnetron sputtering technique has been developed throughout the years further expansion of the Thornton zone model was needed. Coating deposition using “modern” sputtering techniques such as high power impulse magnetron sputtering (HIPIMS), which is a pulse sputtering technique where the peak power exceeds the time-average power by typically two orders of magnitude (~10^7 W/m^2). In this plasma conditions, it is likely for sputtered atoms to undergo ionisation, therefore the film is bombarded by large ion fluxes, which has forced the structure zone models to be considered as a rough generalisation and not an adequate representation for unique systems. [82]

In the 1990s Kelly et al. introduced a structure zone model that represents the structure of thin films deposited by the closed field unbalanced magnetron sputtering (CFUBMS) technique (see Figure 5.4). [70] In these model parameters such as homologous
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temperature \( T/T_m \), bias voltage at the substrate (represents ion energy) and ion to atom ratio \( J_i/J_n \) (to represent ion flux) were considered. This structure zone model points out that films deposited by CFUBMS represent fully dense columnar structures at relatively low homologous temperatures, compared to other PVD processes (Zone 3 at temperature of 0.43, Zone 2 at 0.13).

Figure 5.4: Schematic representation of structure zone model relating to closed field unbalanced magnetron sputter deposited films, introduced by Kelly et al. [70]

Recently Anders introduced a further expansion of the SZM by including plasma and ion effects on film growths. [80] He has pointed out that many other parameters such as target current, voltage, pressure, pulse frequency (if pulsed), substrate distance from the target will affect film growth processes. Therefore he proposed to extend and modify the Thornton SZM by replacing the linear \( T_h \) axis with a generalised temperature \( T^* \), which consists of homologous temperature increased by a temperature shift caused by the potential energy of particles arriving on the surface. He replaced the linear pressure axis with a logarithmic axis for a normalised energy \( E^* \), which describes displacement and heating effects caused by the kinetic energy of bombarding particles. Also, an unlabeled z-axis was introduced to represent a net film thickness \( t^* \) that will allow the familiar qualitative illustration of film structure to be maintained, while indicating thickness reduction by densification and sputtering. That also allows including ‘negative
thickness’ i.e. ion etching. [80] A schematic representation of this extended SZM diagram is presented in Figure 5.5.

Figure 5.5: Structure zone diagram applicable to energetic deposition, where $T^*$ is the generalized temperature, $E^*$ is normalized energy flux and $t^*$ represents the net thickness. [80]
6. Diffusion

Diffusion by definition “is a process by which matter is transported from one part of a system to another as a result of random molecular motions”. [83] In this chapter the physical process of diffusion, its laws, mechanisms and mathematical solutions for diffusion in thin films are explained.

6.1 History of Diffusion

The science of diffusion has it beginnings in 19\textsuperscript{th} century when Thomas Graham was developing the first diffusion theories. He established that under similar conditions of temperature and pressure, the rates of diffusion of gasses are inversely proportional to the square root of their densities and depends on concentration difference:

\[ \text{Rate of diffusion} \propto \frac{1}{\sqrt{\text{Density}}} \]  

Equation 20

The rate of diffusion is equal to the volume of the gas, which diffuses per unit of time [84]:

\[ \text{Rate of diffusion} = \frac{\text{Volume of the gas diffused}}{\text{Time taken for diffusion}} \]  

Equation 21

Furthermore he established that at longer intervals of time the diffusion process decreases, and that the diffusion rates in liquids are much slower than in gases. [84]

The next important discovery in the theory of diffusion made Adolf Fick, who was interested in the movement of water confined by membranes in organic life. This work titled “Uber Diffusion” was published in 1855. [84] Albert Einstein based his Brownian motion in liquids theory on basics provided by Fick. [85]

Diffusion in solids was recognized in 1896 by W. C. Roberts-Austen, who reported the first diffusion measurement of gold in lead metal. [84]

Surface diffusion is one of the most important events in crystal and thin film growth, phase transformation, surface reactions, catalysis, condensation and evaporation phenomena and in all sorts of surface processes. [86] In 1918 Hamburger et al.
published work on films deposited in vacuum, and described the mobility of silver particles on a surface, which allows them to collide with other atoms to form crystallites. Only few years later in 1921 the importance of diffusion was recognized by Volmer and Estermann, who examined condensation of mercury on glass. They discovered that at relatively low temperatures molecules absorbed on the surface are able to migrate over it. In 1922 Volmer published his work about thin film growth which discussed surface diffusion of molecules adsorbed on a crystal. [86]

Nowadays diffusion is considered in all three states of matter. In materials of technological interest, diffusion has a great impact in their design, fabrication and performance. Diffusion research is full of examples from industry, such as sintering, power generation, lighting, metal forming, aviation, space, information technology and many more. [84]

Due to the broad diffusion field it is impossible to mention it in all scientific disciplines, however throughout the past hundred years many findings were published in the literature. [84, 87-91]

### 6.2 Diffusion in Thin Films

Diffusion in polycrystalline films occurs much faster than in bulk samples. This is caused by the physical proprieties of thin films, which may contain a high density of defects such as dislocations, vacancies and grain boundaries that can act as pathways for diffusion processes. [4] Also the mechanism of diffusion in thin films is different to that of bulk samples. In thin films, diffusion can occur through grains or along the grain boundaries, depending upon the microstructure of the film. In films with large grains, diffusion generally occurs through the grains and analysis of the process gives the lattice diffusion coefficients. As the grain size decreases, atomic transport occurs along the grain boundaries as well, and analysis yields grain boundary diffusion parameters. [11] Moreover diffusion must depend on the depth as size effects are associated with the influence of the surface. Thin film diffusion size effects are based on the fact that the mean square displacement of atoms in the neighbourhood of the surface is higher than for bulk, so the diffusion in the vicinity of grain boundaries must proceed more rapidly than in the bulk. [92]
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Diffusion flux is a product of the density of the mobile defects, the diffusivity defects and the driving force. For thin films, flux divergence, which leads to localized depletion or accumulation of mobile defects, is usually related to the microstructure. The most common features are grain boundary junctions, a transient region which separates two areas of different grain sizes, the interface of two layers of different materials, and a surface exposed to a chemical environment which can react with one of the species in the film. [93]

As thin films are very sensitive to even the smallest changes in their impurity concentrations, diffusion may entail large differences in electrical conductivity, corrosion resistance or the optical properties of a film. [8] Hence the importance of studying diffusion processes in thin film systems. Techniques used to analyse diffusion include Auger depth profiling, X-ray photoelectron spectroscopy (XPS), energy-dispersive X-ray spectroscopy (EDS), X-ray diffraction (XRD) and secondary ion mass spectrometry (SIMS), Rutherford backscattering spectroscopy (RBS) and transmission electron microscopy (TEM). [4, 8, 11, 92-93]

6.3 Flux Equation-Fick’s First Law

If an inhomogeneous single-phase alloy is annealed, species will flow and the concentration gradients will decrease. If the annealing time is long enough, the specimen will become homogeneous and the net flow of matter will stop. [91] Fick’s first law defines the diffusion coefficient (D_I) of the component I and flux in an inhomogeneous single-phase binary alloy due to concentration gradient as:

\[J(I) = -D(I) \left( \frac{\partial C(I)}{\partial x} \right) + C(I) \nu(I)\]  

Equation 22

Where \(J(I)\) is the flux at time \(t\) of atoms of the component \(I\), \(C(I)\) is its concentration, \(\nu\) is the velocity of mass that moves due to the application of forces such as electromigration or a thermal or chemical potential gradient, and \(x\) is the distance into the sample taken parallel to the concentration gradient.

Thompson et al. studied the diffusion of Ni in Si [94] by defining a concentration of the diffusant at the entrance and exit surface of the sample separated by distance \(x\) in steady-state conditions. The diffusivity can be measured by monitoring the flux in the
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absence of a driving force. The measurements of the flux do not give any information about the distribution of the diffusant in the sample, microstructure and chemistry of the specimen or the path of diffusion. Fick’s law can be expressed by measuring the diffusion coefficient in the absence of external forces, including chemical gradient, by isotope techniques, such as mass spectroscopy. Such measurements are defined as self-diffusion and in general are denoted by an asterisk or the isotope used. [84] In the case of diffusion due to a chemical gradient, the diffusion coefficient is affected by the motion of an atomic species and in consequence is defined as the interdiffusion coefficient $\bar{D}$. Fick’s law will then reduce to:

$$J = -\bar{D} \left( \frac{\partial c}{\partial x} \right)_T$$

Equation 23

This equation fits the empirical fact that the flux goes to zero when the specimen becomes homogeneous, that is when the specimen reaches equilibrium. In this equation the flux across a given plane is proportional to the concentration gradient across that plane. [91]

Over the years many experiments were performed in order to prove the application of Fick’s equation. Smith, for example placed a hollow cylinder of iron in the isothermal part of the furnace and passed a carburising gas through the inside of the cylinder, and decarburising gas over the outside. When the carbon concentration at each point in the cylinder no longer changes with time ($\frac{\partial c}{\partial t} = 0$), the quantity of carbon that passes through the cylinder per unit time ($q/\ell$) is a constant. Since $J$ is determined as the flow per unit area it is a function of the radius described as: $J = -\frac{q}{2\pi rl}$, where $l$ is the length of the cylinder. Plotting gas concentration versus $\ln r$, the diffusion coefficient should be found (see Equation 22). [91] Similar experiments have frequently been performed by passing a gas through a membrane. The experimental results consisted of measuring the steady-state flux, the pressure drop across the membrane and the thickness of the membrane, as it was impossible to determine a concentration as a function of distance in so thin membrane by chemical analysis. [91]

In three dimensional vector notations the general statement of Fick’s first law is:

$$J = -\bar{D} \nabla c$$

Equation 24
6.4 Diffusion Equation-Fick’s Second Law

Fick’s second law, in general, is the basis of most diffusion measurements in solids. It has been widely used in samples of rod, plate and thin layer geometry, to give measurements of diffusion in single crystal specimens and along grain boundary dislocations. Fick’s second law describes diffusion in non steady-state conditions, when the concentration changes with time but particles are neither created nor destroyed. It can be assigned by combining Fick’s first law equation in three dimensional vectors with the continuity equation:

\[
\frac{\partial c}{\partial t} = -\nabla J 
\]

Equation 25

In steady-state solution, for linear flow and constant D, Fick’s second law can be written as [93]:

\[
\frac{\partial c}{\partial t} = D \nabla^2 C 
\]

Equation 26

Where \(\nabla^2 C\) is called the Laplacian of C, and its representation in different systems can be found in Crank’s book. [83] In a steady state \(\frac{\partial C}{\partial t} = 0\), and the problem is being reduced to solving the following equation:

\[
D \nabla^2 C = 0 
\]

Equation 27

In non-steady-state the solution, for variable D, which is not a function of composition Fick’s second law, is written as:

\[
\frac{\partial c}{\partial t} = \frac{\partial}{\partial x} \left( D \frac{\partial c}{\partial x} \right) 
\]

Equation 28

The concentration is determined as a function of position and time, that is, \(c(x, t)\). From the Equation 28, the constant D can be obtained by solving the error function, which will be described in more detail in the next chapters. Error function is used to describe D when the diffusion distance is relatively short, compared to the dimensions of the initial inhomogeneity. When complete homogenisation is approached, \(c(x, t)\) can be represented by the trigonometric series, but it will not be described in this work. [83]
6.5 The Analytical Solution to the Diffusion Equation

For the simple geometries the analytical solution to the diffusion equation can be found. In this work the one dimensional equation in semi-infinite couple, which will be described in the following chapters, as a solution to Fick’s second law was solved. Other possible solutions of Fick’s diffusion laws for the variety of geometries will not be described here, but can be found elsewhere. [83]

6.5.1 Gaussian Distribution in One Dimension

Equation 29 can be solved in the system in which the starting conditions are described by a layer of atom of a species in a plane at \(x=0\) and zero concentration in the surrounding material. The total number of diffusing atoms per unit area in the internal layer represents a Gaussian distribution and equals \(A\): [95]

\[
c(x, t) = \frac{A}{2\sqrt{\pi Dt}} \exp \left(-\frac{x^2}{4Dt}\right)
\]

Equation 29

The total number of diffusing atoms can be also described as \(C_0 l\), where \(C_0\) is the concentration in atoms/cm\(^3\) in a layer that has a thickness \(l\). In this case the Gaussian solution is only valid for \(\sqrt{2D} \gg 1\). At the infinite concentration at \(x=0\) that changes in time and concentration equals zero at \(x=+/-\infty\), and hence: [95]

\[
\int_{-\infty}^{\infty} \exp \left(-\frac{x^2}{4Dt}\right) dx = 2\sqrt{\pi Dt}
\]

Equation 30

and:

\[
\int_{-\infty}^{\infty} C(x, t) dx = A
\]

Equation 31

Figure 6.1 represents concentration distribution as a function of distance, presented as initial concentration and the Gaussian profile at two subsequent times. When more diffusion occurs the \(C(x)\) curve broadens along the axis \(x\). However since the total amount of solute in the sample is fixed, the area under the curve remains constant in time. In this case the distance is given by \(x = \sqrt{2Dt}\). [91]
Figure 6.1: Gaussian diffusion profile (concentration-distance curve) for a plain source. The hatched areas show the dopant concentration which remains constant in time. [95]

Another example of the Gaussian concentration profile is when the thin layer is deposited on a substrate surface and all of the deposited material diffuses into the substrate. The total amount of the deposited material in the substrate stays constant. Figure 6.2 shows the Gaussian profile of the layer with a thickness $l$ and composition $C_0$ atoms/cm$^3$. 
Figure 6.2: Gaussian profile of the thin layer deposited onto substrate surface after sufficient time. [95]

The concentration profile in the substrate is described as:

\[ C(x, t) = \frac{C_0 l}{\sqrt{\pi Dt}} \exp \left( -\frac{x^2}{4Dt} \right) \]  \hspace{1cm} \text{Equation 32}

and since all of the deposited material diffuses into the substrate, the total amount of the material deposited onto the substrate surface (\(C_0 l \text{ atoms/cm}^3\)) is the total amount of the material in the diffusion profile:

\[ \int_0^\infty \exp \left( -\frac{x^2}{4Dt} \right) dx = \sqrt{\pi Dt} \]  \hspace{1cm} \text{Equation 33}

This solution is valid for annealing drive-in diffusion, when the annealing time is long enough for the material to diffuse into the sample. The profile assumes that the diffusion coefficient is constant and there is no effect of clustering or variation in the density within the sample. [95]
6.5.2 Error Function: Semi-Infinite Couple Solution

The error function \( \text{erf}(z) \) concentration distribution gives a solution to the one-dimensional diffusion equation when the surface concentration stays constant. The solution is given by the complimentary error function \( \text{erfc}(z) \):

\[
C = C_0 \text{erfc} \left( \frac{x}{2\sqrt{Dt}} \right) \tag{Equation 34}
\]

where \( \text{erfc}(z) = 1 - \text{erf} z \), and the \( \text{erf}(z) \) is the integral of the Gaussian probability distribution function:

\[
\text{erf} z = \frac{2}{\sqrt{\pi}} \int_0^x \exp(-\eta^2) \, d\eta \tag{Equation 35}
\]

Where \( z = \frac{x}{2\sqrt{D t}} \) [95]

Figure 6.3 shows the schematic representation of the \( \text{erf}(z) \) and the \( \text{erfc}(z) \).

![Figure 6.3](image)

Figure 6.3: A scheme of error function and complimentary error function analytical solution. [95]

In the semi-infinite couple the distribution of two pure species A and B joined together without interdiffusion is represented. The diffusion problem in semi-infinite media was solved here using Laplace transformation (see Appendix 2). In semi-infinite medium \( x > 0 \), whose surface is kept at a constant concentration \( C_0 \), and initially concentration \( C \) equals zero throughout the medium. The boundary conditions for this solution are as follows:

\[
C = C_0, \quad x = 0, \quad t > 0
\]
And the initial conditions are

\[ C = 0, \quad x > 0, \quad t = 0 \]

Fick’s second diffusion law needs to be solved. By multiplying both sides of Equation 28 by \( e^{-pt} \) and integrating with respect to \( t \) from 0 to \( \infty \) we obtained:

\[
\int_0^\infty e^{-pt} \frac{\partial^2 C}{\partial x^2} dt - \frac{1}{D} \int_0^\infty e^{-pt} \frac{\partial C}{\partial t} dt = 0.
\]

\[ \text{Equation 36} \]

By assuming that the orders of differentiation and integration can be interchanged, and this can be adjusted to the function we want to use then:

\[
\int_0^\infty e^{-pt} \frac{\partial^2 C}{\partial x^2} dt = \frac{\partial^2}{\partial x^2} \int_0^\infty C e^{-pt} dt = \frac{\partial^2 C}{\partial x^2}.
\]

\[ \text{Equation 37} \]

Moreover, integrating by parts gives:

\[
\int_0^\infty e^{-pt} \frac{\partial C}{\partial x} dt = \left[ C e^{-pt} \right]_0^\infty + p \int_0^\infty C e^{-pt} dt = p \bar{C}.
\]

\[ \text{Equation 38} \]

The term in square brackets disappears at \( t=0 \) by virtue of the initial conditions and at \( t=\infty \) through the exponential factor, therefore Equation 28 is reduced to:

\[
D \frac{\partial^2 C}{\partial x^2} = p \bar{C}.
\]

\[ \text{Equation 39} \]

Now considering the boundary conditions we see:

\[
\bar{C} = \int_0^\infty C_0 e^{-pt} dt = \frac{C_0}{p}, \quad x = 0.
\]

\[ \text{Equation 40} \]

In Equation 40 \( \bar{C} \) remains finite as \( x \) approaches infinity is:

\[
\bar{C} = \frac{C_0}{p} e^{-qx},
\]

\[ \text{Equation 41} \]

Where \( q^2 = p/D \). From Laplace transformation we know that the function given in Equation 41 is described by complimentary error function as shown in Equation 34.

The properties of the error function are as follow:

\[
\text{erf}(-z) = -\text{erf} \, z, \quad \text{erf}(0) = 0, \quad \text{erf}(\infty) = 1,
\]

\[ \text{Equation 42} \]

And hence:

\[
\frac{2}{\sqrt{\pi}} \int_z^\infty \exp(-\eta^2) \, d\eta = \frac{2}{\sqrt{\pi}} \int_0^\infty \exp(-\eta^2) \, d\eta - \frac{2}{\sqrt{\pi}} \int_0^z \exp(-\eta^2) \, d\eta = 1 - \text{erfc} \, z.
\]

\[ \text{Equation 43} \]
Where \( \text{erfc} \ z \) is the error function complement hence the diffusion equation is usually written as:

\[
C(x, t) = \frac{C_0}{2} \text{erfc} \frac{x}{2\sqrt{Dt}}
\]

Equation 44

Where \( C(x, t) \) is the concentration of the diffusing species at penetration distance \( x \) at time \( t \), and \( C_0 \) is the original concentration in the solid. \( D \) is the diffusion coefficient of the diffusing species, and it is described in \( \text{m}^2/\text{s} \). [11, 14, 83, 91]

Figure 6.4 shows the error function solution for a diffusion couple, where two different materials are joined at \( x=0 \).

Figure 6.4: Diffusion profile for a diffusion couple, where the concentration at the interface is initially half way between the concentrations of either side. The concentration in each half of the couple is given by a complimentary error function starting at \( C=0.5 \) at \( x=0 \) and increasing to \( C=1 \) at \( x=-\infty \) and at \( x=\infty \) for A and B, respectively. [95]
6.6 Temperature Dependent Diffusion. Arrhenius Plot.

The temperature dependence of the diffusion coefficient $D$ is described by the Arrhenius equation:

$$D = D_0 \exp(-\frac{Q}{k_B T})$$

Equation 45

where $D_0$ is the temperature independent frequency factor, $Q$ is the activation energy, $k_B$ is the Boltzmann constant and $T$ is the temperature in Kelvin. [84, 93] The Boltzmann constant gives the fraction of atoms (molecules) in the system, which has energy greater than $Q$ at the temperature $T$. Therefore the diffusion rate depends on the frequency factor, which in turns depends on geometric details of the path and the atom density multiplied by the number of atoms that have enough energy to diffuse through the material. [95] The $D_0$ and $Q$ values are dependent on diffusing and host species therefore are different for every solute or solvent pair.

By taking natural logarithm of both sides of Equation 45 the formula will become:

$$\ln D = \ln D_0 - \frac{Q}{k_B T}$$

Equation 46

Hence plotting $\ln D$ as a function of reciprocal temperature a linear graph should be obtained, where the gradient represents $-\frac{Q}{k_B}$. Figure 6.5 shows an example of an Arrhenius plot, which represents a straight line with negative gradient suggesting that the diffusion process in this case has a single activation energy $Q$ over the range of measurements. In the case when the slope changes, or becomes a discontinuous curve, this would suggest that the mechanism controlling the rate has changed. [95]
Atoms in a crystal oscillate around their equilibrium positions, however sometimes these oscillations become large enough to allow an atom to change position. These jumps from one lattice site to another are responsible for diffusion in crystalline solids. [91] The main possible diffusion mechanisms considered for atoms in single crystals presented in Figure 6.6 are as follows:

**Interchange and ring mechanism.** The diffusive motion in this mechanism takes place through a correlated rotation of two or more atoms about a common centre without causing a defect. It has been found energetically unfavourable in most solids. [84]

The second type is the interstitial mechanism, where small atoms can pass from one interstitial site to its nearest-neighbour interstitial sites without permanently displacing any of larger matrix atoms. [91] Usually gas atoms such as O, N, H and C diffuse easily in the open lattices of bcc metals, like Fe, Ta, W and Mo. If a relatively large atom, such as a matrix atom gets into an interstitial position it will cause a very large distortion.

---

*Figure 6.5: An example of the Arrhenius plot. [95]*
when it jumps from one interstitial site to a neighbouring interstitial site. This mechanism may cause displacement of a neighbouring atom to an interstitial position, which is called an interstitialcy or kick out mechanism. [84] The Crowdon mechanism occurs when the extra atom placed in a close-packed direction displaces several atoms from their neighbouring positions. This configuration resembles the correlated motion of a line of displaced atoms. [84] However, it is worth pointing out here that the interstitial atom means only that there is one more atom than there are sites in a given small region. Similarly, that a vacancy does not have to mean that a particular site is vacant but that the region contains one fewer atoms than sites. [91]

The vacancy mechanism, which has been found as the most favourable in metals, involves atomic diffusion into the missing atomic sites (vacancies). Vacancies are present in pure metals and alloys at all temperatures; their concentration at the melting temperature ($T_m$) is about 0.01%. The vacancies may exist as dimmers (hence divacancies), particularly near to $T_m$. [84] If one of the atoms on an adjacent site jumps into the vacancy, the atom is described as having diffused by a vacancy mechanism. [91] The vacancy mechanism is the mechanism of self-diffusion for all pure metals and for substitutional solutes in alloys. It can also be found in ionic compounds and oxides.

Another diffusion mechanism is known as the sub-boundary mechanism. The diffusing atom moves along interconnecting dislocation pipes (which are more spacious for diffusing atoms than bulk or dislocation lines), which results in naturally occurring low-angle boundaries. This mechanism has been found to operate at low temperatures, typically <0.5 $T_m$, the absolute melting temperature, in metals such as Au, Ag and Cu. [84]

The relaxation mechanism is the one where the diffusing atom moves more or less freely within a disordered group of atoms in the lattice. The relaxation mechanism dominates in most crystalline solids but lately has been considered in the context of radiation damage in amorphous metallic alloys and some polymers. [84]
In amorphous materials diffusion generally occurs faster than in crystals. This is directly related to the random arrangement in the lattice and lower density (more open structure) than in the crystalline materials. Atoms can move through interstitials (open spaces between atoms in the matrix) and this type of diffusion is the most rapid and depends on the matrix density. If the structure is rather open, then not only small ions but also many metals can undergo diffusion through interstitial sites in amorphous materials. Substitutional and vacancy mechanisms are rather slower, as substitutional atom needs to replace other atoms in the matrix, which requires relatively high energy, whereas the probability of finding atom-size open spaces in the amorphous structure is rather small. Dangling bonds, which are a defects created in glassy forms (see Figure 6.7) promotes the diffusion in amorphous materials by creating a free spaces for diffusing atoms. They are not obtained in crystalline structures as removing an atom from the lattice creates a vacancy and more dangling bonds. The bonds would pair up, leaving no vacancies or dangling bonds. [95]
6.8 Grain Boundary Diffusion

It is well known that grain boundaries (GB), dislocations or surfaces acts as rapid diffusion “short circuits” in metals and non-metals. Short circuit diffusion occurs with lower activation energy than lattice diffusion, which is why GB diffusion becomes particularly important at relatively low temperatures. [96] In solid materials two types of GB structure have been recognized: periodic and glassy, as a material can be observed in crystalline or amorphous/glassy phases. GBs have been assumed to have orientated structures. In the literature there is plenty of work presented about structural models of grain boundaries, which will not be presented in this work. [13, 97-100]

The first direct proof of GB diffusion was obtained in the early 1950s using autoradiography [101] and then developed by Fisher who described first model of grain boundary diffusion (see Figure 6.8). [102]
GB diffusion in inter-metallic compounds has not been studied in such a broad field like bulk diffusion, and the mechanism of diffusion in grain boundaries is still not well understood. It is not clear if the local disorder at GBs is caused by anti-structure atoms or structural vacancy formation in the bulk lattice. [103] However in the literature there is some information about grain boundary diffusion for Ni [104-107], Ti [108] and Fe [109] aluminides.

GB diffusion experiments include direct volume diffusion from the surface, diffusion along the GBs, partial leakage from the GBs to the volume and subsequent volume diffusion near the GBs. [102] Different regimes of kinetics have been determined depending on the processes which occur subsequently with GB diffusion. Harrison et al. described the GB diffusion measurements by classification of diffusion kinetics into three regimes called Type A, B and C, considering the regular array of grain boundaries of radius $\delta$ and d-spacing as shown in Figure 6.9. [102]. The section represents three different types of solute distribution, which depends on the ratio of the mean diffusion distance in the lattice $(Dt)^{1/2}$ to the separation $d$. [91]

Type A kinetics occur when the temperatures are high and/or during very long anneals, and/or for small grain sizes. The volume diffusion length $(Dt)^{1/2}$ is greater than the d-spacing between the grain boundaries and the volume diffusion fields around adjacent GBs overlap each other $(DT)^{1/2} \gg d$. [102] In this type of kinetics atoms interact with several dislocations diffusing through the lattice. The dislocations increase the effective
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diffusivity $D_{\text{eff}}$ for the solid, so the penetration depth is greater that it would be without dislocations. [91]

Type B occurs at lower temperatures and/or shorter annealing time, and/or when the grain size is larger than in Type A. The volume diffusion to the adjacent grain boundaries do not overlap with each other. [102] The solute field around each dislocation develops independently of its neighbour $\delta \ll (Dt)^{1/2} \ll d$. [91]

Type C is when the temperature is even lower than in Type B kinetics, and/or the annealing time is shorter. These conditions cause the volume diffusion to be almost ‘frozen out’ and the diffusion takes place only along the GBs, without essential leakages to the volume $(Dt)^{1/2} < \delta$. [102] This is rare in bulk samples but may be a very significant in thin films where the diffusion through one micron thick film can occur without any solute being lost to the lattice. [91] The Harrison’s B-regime conditions are most common for diffusion mechanisms for inter-metallic compounds. In such a case the trace atoms diffuse fast along GBs. When those atoms reach some depth, they penetrate into the bulk of the grains and diffuse even further, over a distance that is much larger than the GB width, $\delta$. The rate of diffusion in the bulk is slower than in the GBs. It results in determination of the so-called triple product from the detected diffusion profile:

$$P = s\delta D_{gb}$$  \hspace{1cm} \text{Equation 47}

Where $s$ is a segregation factor and $D_{gb}$ is the GB diffusion coefficient. [110]
Diffusion Summary

Diffusion is a movement of an atom from one lattice site to another, which occurs when there is an adjacent space in the lattice or the atom has sufficient energy to move. Factors that influence diffusion are diffusion mechanisms, diffusing and host species, temperature, annealing time and the microstructure (the fastest diffusion rates have been found in amorphous materials due to more open structures and random arrangements in the lattice, however in crystals diffusion occurs faster in polycrystalline materials than in single crystals due to GBs and dislocation cores). Therefore it can be generalised that diffusion occurs faster in more open crystal structures, in materials with lower density, relatively low melting temperatures and bonded by weaker secondary bonds. Moreover smaller sizes of diffusing atoms increases diffusion rates and cathions diffuse faster than anions.
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Diffusion in thin films occurs faster than in bulk materials due to the higher degree of defects such as dislocations, vacancies or GBs, which may serve as short circuits for diffusion processes. The short circuits diffusion occurs at lower activation energies than through the lattice, therefore thin films microstructure is one of the factors especially important at relatively low temperatures. And hence in the thin films, in which larger grains can be distinguished, the diffusion occurs mainly through the lattice as there are fewer GBs. On the other hand, in films with smaller grains, and therefore increased number of GBs diffusion rates are higher, as the diffusion occurs through the lattice and through GBs. Diffusion is depth and size dependent in this case, due to higher probability of the appearance of atom displacement in the neighbourhood than in the lattice with larger grains. Vacancies are the most favourable path for lattice diffusion, but the probability of a vacancy is related to the degree of defects in the lattice. The interstitial diffusion occurs relatively easy (especially if the diffusing atoms are small), partly because there are more interstitials than vacancies in the lattice. In the case of amorphous materials another path for diffusion to occur are dangling bonds in the structure.

Fick’s second law is a basic equation to describe most of the diffusion cases in solids in non-steady state conditions. This equation describes concentration as a function of position and time, and for a given diffusing couple the diffusion coefficient remains constant. Error function is the most common way to find diffusivity in the case of relatively short diffusion distances. Both Gaussian and error function solutions involve \( \frac{x^2}{D\bar{t}} \) (or \( \frac{x}{\sqrt{D\bar{t}}} \)), and this group of variables is dimensionless. If the diffusion distance \( \sqrt{D\bar{t}} \) is large compared to the film thickness, then the concentration remains uniform throughout the thickness after time \( t \). However if the \( \sqrt{D\bar{t}} \) is small compared to sample thickness, then the other side of the sample effectively becomes at infinity and the Gaussian and error function solutions are appropriate to use.

In the Arrhenius equation the diffusion rate depends on temperature and the frequency factor, which in turns depends on geometric details of the path (atom density \( \times \) number of atoms that have enough energy to diffuse). The \( D_0 \) and \( Q \) are parameters independent of temperature. When the Arrhenius plot becomes a discontinuous curve it suggests that the mechanisms controlling diffusion rate have changed.
7. Experimental Equipment

This chapter details the equipment used for coatings deposition during this project. The vacuum chamber, magnetron designs and power delivery modes are described here.

7.1 Vacuum Chamber

The vacuum system consisted of a rectangular stainless steel vacuum vessel with internal dimensions of 1800 mm in length; 650 mm in width and 300 mm height (see Figure 7.1). This vacuum rig is known as the Large Area coating chamber and was manufactured by PREVAC Sp.z.o.o. The chamber has the capacity for the installation of two rectangular magnetrons and one ion source mounted on the top of the chamber. This design allows multilayer stacks to be deposited in a similar way as in industrial applications.

Figure 7.1: Large Area coating chamber (Prevac Sp. z.o.o.)
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The chamber was pumped down using a diffusion pump, which was backed up by a rotary pump. The typical base pressure reached by this chamber was about $2-3 \times 10^{-5}$ Pa, as measured by a Penning gauge connected to a Penning gauge readout, both manufactured by Edwards Ltd. To reduce the pumping speed and enable coating deposition under higher operating pressures, baffle could be partially closed over the diffusion pump entrance. During sputter deposition, the chamber would be backfield with 99.95\% purity argon gas to achieve the desired operating pressure, which was monitored by a Baratron® capacitance manometer pressure gauge (MKS Instruments) connected to a MKS Instruments PR 4000 pressure control unit. The gas flow into the chamber was controlled by a MKS mass flow controller connected to a readout unit (MKS Instruments PR 4000). During reactive sputtering the reactive gases (oxygen, nitrogen) could be either controlled by MKS mass flow controllers or via an optical emission monitoring system (OEM), described in Chapter 4.5.2.2.

The substrate onto which the thin films were deposited was placed onto an aluminium substrate holder directly under the magnetron. The target/substrate distance was 90 mm and the substrate was covered by a shutter during target cleaning prior to coating deposition.

Figure 7.2: Schematic design of the Large Area coating chamber.
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7.2 Magnetron Designs

Standard planar and full face erosion (FFE, Genco Ltd.) magnetrons were used during thin film depositions. The target sizes for the magnetrons were 100 mm×300 mm and 125 mm×350 mm, respectively.

The full face erosion (FFE) magnetron design incorporates a means of scanning the magnetic field across the face of the target. This improves target usage to the order of 45% - 60%, which is a significant increase compared to a standard planar magnetron. Consequently there are no areas of re-deposited coating material in the centre of the target surface. This promotes process stability during reactive sputtering and reduces arc-induced defects in the growing film. The FFE is equipped with a mechanism to rotate a pair of magnets, which make up the central pole, as shown in Figure 7.3. As a consequence, during sputtering the plasma is seen to sweep across the surface of the target (from side to side in Figure 7.3). This broadens the racetrack, which increases target utilisation and decreases the re-deposition zone in the centre of the target, which helps to reduce arcing. Moreover, due to the constant movement of plasma density, it allows the deposition of more uniform coatings in stationary substrate mode. [111]

Figure 7.3: Schematic design of rotating cycle in FFE magnetron.
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Cylindrical rotatable magnetrons (C-mags) were used to deposit zinc stannate samples within the Pilkington Technology Management Ltd. laboratories in Lathom. The size of the target required was 1000 mm in length and 300 mm in radius. Cylindrical rotatable magnetrons incorporate a stationary magnet array within a moving (rotating) cylindrical target. The plasma is confined to the region in front of the magnetic array. As the target rotates the whole circumference of the target passes through this region and is sputtered in turn. Thus, there is no re-deposition zone on the surface and target utilisation is very high (>80%), with only the end of the tube remaining unsputtered (see Figure 7.4). C-Mags are also known for their high film uniformity along the length of the tube (±2%). Rotatable magnetrons have advantages over planar magnetrons in terms of target life and cleanliness of the target surface. This cleanliness is most important when sputtering oxides from either ceramic oxide targets or with reactive process gases. It results in better long term stability and fewer defects in the growing film. [111]

![Cylindrical rotatable target](image)

Figure 7.4: Schematic representation of cylindrical rotatable target.

### 7.3 Power supply

The magnetrons were driven using an Advanced Energy Pinnacle Plus power supply. It has a dual channel output for multi-source processing with a maximum output power of 5 kW per channel. This power delivery mode allows sputtering in both DC and pulsed DC modes in an adjustable frequency range of 5 to 350 kHz and variable duty cycle down to a minimum of 50%. Due to its superior arc control, the Advanced Energy Pinnacle Plus power supply reduces substrate damage caused by arcing, as described in section 4.5.3.
8. Analytical Techniques

Various analytical techniques were used to investigate the structure of the deposited coatings. X-ray diffraction and Raman scattering were used to determine crystalline structure. Scanning electron microscopy and energy dispersive X-ray spectroscopy measurements were performed to obtain surface morphology and stoichiometry, respectively. Secondary ion mass spectrometry and X-ray photoelectron spectroscopy were used to perform depth profiling analysis to describe the diffusion of silver and sodium atoms.

8.1 Dektak Profilometry

The thicknesses of the coatings produced were measured by a Dektak profilometer. The measurements are performed by traversing the sample under a stationary stylus, which is deflected vertically and this movement relates to the height of surface features. The thickness of the deposited film can be measured from the step-height when traversing from the substrate to the coating. The figure below shows the Dektak® 3 stylus profilometer manufactured by Vecco Instruments Inc.

![Dektak Profilometer Image](image)

Figure 8.1: Picture represents Dektak 3 stylus profilometer used to physically measure coating thickness after deposition.
8.2 Raman Spectroscopy

Raman scattering is a spectroscopic technique to detect vibrations in molecules. It is widely used to provide information about chemical structures, physical forms, for fingerprinting and for quantitative or semi-quantitative analysis. Samples can be measured in a whole range of physical states, as solids, liquids or in vapour state. [112]

Light from a laser interacts with sample molecules and polarizes the cloud of electrons around the nuclei. Polarized electrons go to higher energy states, so the energy present in the light wave is transferred to the molecule. A short-lived “complex”, called a virtual state is created between light energy and electrons in the molecule in which nuclei do not have time to move. As the state is not stable the light is released immediately as scattered radiation. The shape of the distorted electron arrangement depends on the energy transferred to the molecule, and hence on the laser frequency.

Two types of scattering can be defined: first and most intense is Rayleigh scattering. It is an example of elastic scattering, which means that there is no energy change. The process occurs when the electron cloud relaxes without nuclei movements. The second type, Raman scattering, is much rarer, involving only one in 10^6-10^8 of the photons scattered. It occurs when electrons and light interact with each other and the nuclei begin to move at the same time. Large changes in the energy of the molecule occur, which can be to either lower or higher energy depending on whether the process starts with a molecule in ground state (Stokes scattering) or in a vibrational excited state (anti-Stokes scattering). The major type of Raman scattering is Stokes Raman scattering, as most molecules at room temperature before interacting with the laser are likely to be in the ground vibrational state. Figure 8.2 shows a schematic representation of Raman energy states.

The ratio between Stokes and anti-Stokes scattering depends on the number of molecules in the ground and excited vibrational states. This can be calculated from the Boltzmann equation:

$$\frac{N_n}{N_m} = \frac{g_n}{g_m} \exp \left[ - \frac{(E_n-E_m)}{k_B T} \right]$$

Equation 48

where \(N_n\) is the number of molecules in the excited vibrational energy level \((n)\), \(N_m\) is the number of molecules in the ground vibrational energy level \((m)\), \(g\) is the dependency
of the levels \( n \) and \( m \), \( E_n - E_m \) is the energy difference between the vibrational energy levels, \( k_B \) is the Boltzmann constant, which equals \( 1.3807 \times 10^{-23} \text{ JK}^{-1} \). [112]

![Raman energy state scheme](image)

Figure 8.2: Raman energy state scheme; \( v'' \) and \( v' \) refer to the vibrational levels in the ground and excited electronic states, respectively.

### 8.3 Scanning Electron Microscopy (SEM)

Scanning electron microscopy is one of the most powerful techniques for microstructural analysis and characterisation of solid objects. It gives excellent topographical information and near-surface region composition. SEM has a high resolution - down to 2-5 nm. It can operate at magnifications from about 10×-30000×, but most SEM images are produced with magnification below 8000×. The large depth of field results in images having a three dimensional appearance. [113]

The source of electrons is focused onto a sample surface with energy between a few hundred eV up to 30 keV. As primary electrons penetrate the surface of the specimen several interactions occurs which may results in the emission of electrons or photons from (or through) the surface. A fraction of the emitted electrons can be collected and processed by a detector, producing an image. Every point that the beam hits on the sample is mapped directly onto a corresponding point on the screen. [114]

SEM images can be produced as secondary electron (SE) images, backscattered electron (BSE) images and elemental X-ray maps. When high energy primary electrons interact with an atom either inelastic scattering with the atomic electrons or elastic scattering
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with the atomic nucleus occurs. If the energy of the emitted electron is less than 50 eV, by convention it is referred to as SE, if the emitted electron energy is higher than 50 eV then BSE images are produced.

8.4 Energy Dispersive X-ray Spectroscopy (EDX)

SEM can be combined with EDX to provide simultaneous examination of the morphology of an object and analysis of its elemental composition. The X-ray microanalysis can be done in the spot mode (elemental composition), in the area mode (bulk composition), in dot mapping mode (to study the distribution density of different elements in a particular region or phase), or in linear traverse mode (to determine the variation in concentration of one or several elements along the line).

A conventional detector is maintained under cryogenic conditions and is made of lithium drifted silicon, with a beryllium window which separates the spectrometer and the microscope. The Si-Li detector collects X-rays photons originated from the specimen, which are then transformed into counts after conversion into a voltage pulse output. [114]

EDX is based on the detection of X-rays emitted by the specimen. Since each element has its own characteristic position EDX can simultaneously detect all elements with energy higher than 1 keV (Z≥11). Lower energy elements will be absorbed by the Be window. Modern EDX detectors are windowless; therefore it is possible to detect lower atomic number elements, such as carbon or oxygen.

Most EDX systems are equipped with software for quantitative analysis, called ZAF. It consists of three major corrections: atomic number (Z), absorption (A) and fluorescence (F). However to avoid large errors, quantitative analysis must be carried out on a flat polished surface. [114]
8.5 X-ray Diffraction (XRD)

X-ray diffraction is a powerful technique to measure crystalline structures present in materials and also to determine structural properties such as strain state, grain size, phase composition, preferred orientation and defect structures of those phases. It can be also used to determine film thickness, multilayer periods, and interfaces. [115] The sensitivity of the XRD analysis depends on the material of interest, as it is most sensitive for the elements with high atomic number Z.

X-ray diffraction is the elastic scattering of X-ray photons by atoms in a periodic lattice. In XRD an incident X-ray beam penetrates many micrometers into the bulk of the sample and the direction of the diffracted beam is determined by the periodicity of the planes of atoms in the crystalline solid. [116] By measuring the angles, under which X-rays leave the crystals the crystal lattice spacing d can be calculated from Bragg’s law equation:

\[ 2d \sin \theta = n \lambda \]  

Equation 49

Where \( \lambda \) is the wavelength of the incident X-ray beam applied to the crystal surface, \( \theta \) is the angle of incidence/reflection, which produces a diffracted beam at the same angle, \( d \) is the crystal lattice spacing.

In order to identify the unknown species, the data obtained from XRD analysis can be compared with the standard line patterns available for various compounds in the Powder Diffraction File (PDF) database. This file contains line patterns for over 60,000 different crystallographic phases and it is updated annually by the International Centre for Diffraction data (ICDD). [114]

Figure 8.3 shows a simplified X-ray diffractometer.
Peak position and intensity measurements are useful to describe lattice constant and stress of the measured sample. Moreover peak angles and profiles may be used to find grain size and the degree of crystallization. It is known that sharp narrow peaks represent perfect crystals. When the crystal size is below 100 nm the peaks become wider due to incomplete destructive interfaces in the scattering directions where X-rays are out of phase. [114] The Debye-Scherrer equation allows estimation of crystal size to line width:

\[
\beta = \frac{0.98 \lambda}{FWHM \cos \theta}
\]

Equation 50

Where \( \beta \) is the grain size, \( \lambda \) is the wavelength (0.154056 nm for copper Ka radiation), FWHM is the Full Width Half Maximum of the peak and \( \theta \) is the angle of incidence/reflection to the planes. [117] X-ray line broadening provides a quick but not always reliable estimate of an actual grain size within the crystal. To obtain actual grain sizes line profile analysis with Fourier transformation needs to be performed.
8.6 X-ray Reflectivity (XRR)

X-ray reflectivity (XRR) is a non-destructive and non-contact technique to determine the thickness of the thin film (between 2-200 nm), film roughness and density. A monochromatic X-ray beam of wavelength $\lambda$ irradiates the sample surface at a grazing angle $\omega$, and the intensity of the beam reflected by the sample at a 20 angle is measured by a detector. The detector rotates at twice the speed of the sample mounted on the sample holder. The reflection at the sample surface and at the interfaces is due to the different electron densities in the different layers (films), which correspond to different reflective indices in the classical optics. [118] To determine thickness and roughness with high accuracy the sample alignment to the X-ray beam position is critical. The alignment process is carried out automatically by a computer, repeatedly adjusting the z axis (sample distance from the beam), $\omega$ (or $\theta$) positions. The optimum position is reached when the sample is located at the centre of the X-ray beam and only half the X-ray beam is reflected back to the detector. Then, the detector (20) is set at an appropriate position and the total external reflection adjustment starts by further optimisation of the $z$, $\omega$ and $\lambda$ positions, until the maximum reflection, which equals the intensity of the incident beam is reached. [119]

Thickness is usually determined by XRR with a precision better than 0.1 nm for measurements exhibiting interfacial fringes in a bigger angular range. For incident angles greater than the critical angle $\theta_c$, ($\theta > \theta_c$) the X-ray beam penetrates inside the film, and therefore reflection occurs at the top and the bottom surfaces of the film. The interface between the rays reflected from the top and the bottom of the film surfaces results in the interface fringes, which are angle dependent. [118]

In XRR measurement roughness gives rise to diffuse scattering. At interfaces the interfacial roughness and diffuseness reduce the specular reflectivity of an interface either by scattering X-rays into non-specular directions, in the case of interface roughness, or by increasing the transmissivity of the interface in the case of interfacial diffuseness. In general roughness $\sigma$ consists of the interfacial roughness $\sigma_r$ and interfacial diffuseness $\sigma_d$, i.e. $\sigma = \sqrt{\sigma_r^2 + \sigma_d^2}$. However XRR only records specular reflection intensity and it is only sensitive to the normal surface direction, therefore it cannot distinguish interface compositional grading or diffuseness from the interface roughness. [119]
Analytical Techniques

One of the most reliable methods in determining density of uniform thin films is XRR mass measurement. The thickness of the film and its area must be known to provide reliable analysis. Density ($\delta$) measurements by XRR are mainly determined by the critical angle ($\theta_c$) using Snell’s law:

$$\delta = \frac{\theta_c^2}{2}$$

Equation 51

and noting that the $\theta_c$ is usually very small. Hence the instrument alignment is the crucial limiting factor in precisely determining the density of thin films using XRR. A misalignment of 0.005° in sample tilt, with respect to the incoming X-ray beam can change the final value of the electron density by 5%. [119]

Figure 8.4 shows a simplified representation of XRR instrument.

Figure 8.4: Schematic representation of XRR instrument, where the incident angle $\omega$ equals outgoing angle $\theta$ and the reflected intensity of 2$\theta$ angle is measured. The anode focus, F of the tubes lies on the detector circle, which is fixed through the detector slit, PRS (programmable receiving slit).
8.7 Atomic Force Microscopy (AFM)

Atomic Force Microscopy is a surface characterisation technique that uses a very sharp probe to scan across the surface of interest. Interactions between the probe and the sample surface are being used to produce a very high resolution three dimensional topographic image of the surface. AFM is designed to take measurements in air or fluid environments instead of a vacuum. It can be used as a static technique, measuring a sample surface in a contact mode or as a dynamic technique, in which case the cantilever is oscillating in an intermittent or a non-contact mode. In a contact mode the probe remains in contact with the sample by all times. This type of AFM analysis is used to scan hard and relatively flat surfaces. [120]

In a basic AFM set up a probe is mounted at the apex of a flexible cantilever made of silicon or silicon nitride. The cantilever or the sample surface is mounted on a piezocrystal, which allows the position of the probe to move in relation to the surface. Deflection of the cantilever is monitored by the change in the path of a beam of laser light, which is deflected from the upper side of the end of the cantilever by a photodetector. The piezocrystal moves the tip to be in contact with the sample surface and its deflection is being monitored. This deflection is used to calculate the interaction forces between the probe and the sample surface. This type of AFM analysis is called tip or surface scanning. [120]

8.8 Optical Spectroscopy

In optical spectroscopy the incoming photon (or light) can interact with the valence electrons of the material in three different ways, causing reflection, absorption or transmission of light. Therefore the intensity of the incident light \(I_0\) can be written as a sum of those three effects [121]:

\[
I_0 = I_r + I_a + I_t \quad \text{Equation 52}
\]

Where \(I_r\), \(I_a\) and \(I_t\) represent light that was reflected, absorbed and transmitted respectively.
Reflection occurs when the beam of light strikes the material; the photons interact with the valence electrons and give up their energy causing emission of the electrons of almost identical wavelength, as the excited electrons return to their lower energy levels.

The reflectivity $R$ gives the fraction of the incident beam that is reflected. In vacuum or in air it is described as:

$$R = \left(\frac{n-1}{n+1}\right)^2$$  \hspace{1cm} \text{Equation 53}

Where $n$ is the refractive index. If the material is in some other medium with the refractive index $n_i$ then:

$$R = \left(\frac{n-n_i}{n+n_i}\right)^2$$  \hspace{1cm} \text{Equation 54}

These equations apply to the reflection from a single surface with a beam of incidence perpendicular to the surface. The value of $R$ depends on the angle of incidence and the wavelength. Materials with high refractive index have a higher reflectivity than materials with a low index of refraction. [121]

Absorption defines the portion of the incident beam, which has not been reflected by the material, but is either absorbed or transmitted. The fraction of the absorbed beam is related to the thickness of the material and the means of interactions between the photons and the material. The intensity of the beam after passing through the material is given by the Bouguer’s law:

$$I = I_0 \exp (-\alpha x)$$  \hspace{1cm} \text{Equation 55}

Where $x$ is the path, through which the photons move, usually described by the thickness of the material, $\alpha$ is the absorption coefficient of the material for the photons, $I_0$ is the intensity of the beam after reflection at the front surface and $I$ is the intensity of the beam at the back surface. [121]

Transmission describes the situation when a beam of light is not reflected or absorbed but passes through the material. To determine the fraction of the transmitted beam the reflectivity and absorption of light by the material needs to be considered at first. If the incident intensity is $I_0$, then the loss due to the reflection at the front of the material is $RI_0$. Therefore the fraction of the beam which actually enters the material is [121]:

$$I_0 - RI_0 = (1 - R)I_0$$  \hspace{1cm} \text{Equation 56}
Because \( I_{\text{reflected at front surface}} = RI_0 \) and \( I_{\text{after reflection}} = (1-R)I_0 \).

Moreover a portion of the beam that enters the material is partially lost by absorption, therefore the intensity of the beam after passing the material having a thickness \( x \) is:

\[
I_{\text{after absorption}} = (1 - R)I_0 \exp(-\alpha x)
\]

Equation 57

Before the partially absorbed beam exits the material the reflection occurs at the back surface of the material. The fraction of the beam which reaches the back surface and is reflected is:

\[
I_{\text{reflected at the back surface}} = R(1 - R)I_0 \exp(-\alpha x)
\]

Equation 58

Consequently the fraction of the beam that is completely transmitted through the material is equal \( I_{\text{after absorption}} - I_{\text{reflected at the back surface}} \), therefore:

\[
I_t = I_0 (1 - R)^2 \exp(-\alpha x)
\]

Equation 59

The intensity of the transmitted beam depends on the wavelength of the photons in the beam and also on the microstructure of the material that the beam is passing through.

[121]

Figure 8.5 shows the schematic representation of what happens to the beam while it is passing through the material.

Figure 8.5: The beam fractions which are reflected, absorbed and transmitted through the material.
Analytical Techniques

Refraction occurs even when the photon is transmitted, it causes polarisation of the electrons in the material and loses some of its energy due to interaction with the polarised material. If $\theta_i$ is the angle of incidence and $\theta_t$ the angle of refraction of a beam which penetrates through the material, then:

$$ n = \frac{c_0}{c} = \frac{\lambda_{vaccum}}{\lambda} = \frac{\sin \theta_i}{\sin \theta_t} $$  \hspace{1cm} \text{Equation 60}

where $n$ is the index of refraction, $c_0$ is the speed of light in a vacuum ($3 \times 10^8$ m/s), and $c$ is the speed of light in the material. Refractive index can be also described using other parameter such as absorption index $\kappa$, and then $n^*$ is called a complex refractive index:

$$ n^* = n(1 - i\kappa) $$  \hspace{1cm} \text{Equation 61}

Where $i = \sqrt{-1}$ and is called the imaginary number. The absorption index is defined as:

$$ \kappa = \frac{a \lambda}{4\pi n} $$  \hspace{1cm} \text{Equation 62}

Where $a$ is the linear absorption coefficient, $\lambda$ is the wavelength of light, $n$ is the refractive index. However if photons travel through Material X instead of in a vacuum, and then pass through Material Y, the velocities of the incident and refracted beams depend on the ratio between their refractive indices:

$$ \frac{c_1}{c_2} = \frac{n_2}{n_1} = \frac{\sin \theta_i}{\sin \theta_t} $$  \hspace{1cm} \text{Equation 63}

Equation 63 is known as a Snell’s law. [121]

The refractive index is not a constant for a particular material but it is dependent on the frequency and wavelength of the photon. The dependence of the refractive index on wavelength is nonlinear. Dispersion of the material is a variation of the refractive index with wavelength:

$$ (\text{Dispersion})_{\lambda} = \frac{dn}{d\lambda} $$  \hspace{1cm} \text{Equation 64}

The dispersion can be defined as pulses of light of different wavelengths in the material, which starts at the same time at one end and will arrive at different times at the other end of the material. [121]
8.9 Secondary Ion Mass Spectrometry (SIMS)

SIMS is a destructive analytical technique with high sensitivity which can be used to determine the composition and chemical state of the atoms at the sample surface. In dynamic SIMS, the focused primary ion beam is used to sputter material from the samples. The sample is placed in the vacuum chamber and is bombarded by primary ions, which knock atoms from their lattice position and they are then ejected from the material. [116] Secondary ions are accelerated into the mass spectrometer and separated according to their mass-to-charge ratio (m/e). The most probable energy of secondary ions is <10 eV. Secondary ions are emitted as a result of momentum transfer through collision cascades initiated by energetic primary ion bombardment on the sample surface. Due to collisions with sample atoms, primary ions become neutralised and lose their kinetic energy. [122] The in-depth concentration profile is obtained by monitoring the intensity of the mass peaks as a function of bombardment time. In dynamic SIMS the primary ion current used is >1 µA/cm², which removes more than one monolayer of material. The sputter yield depends on mass, energy, angle of incidence of the primary ions, crystal structure, lattice orientation, surface roughness etc. and it is described as the amount of sample material removed (measured as number of atoms) per incident ion. Heavier elements sputter more easily than light ones. It is one of the most sensitive analytical techniques with elemental detection limits in the ppm range. The most common application of SIMS is depth profiling elemental dopants and contaminants in materials at trace levels.

A magnetic sector analyzer is used to distinguish the analyzed elements. These types of mass spectrometers use an electrostatic analyzer for energy filtering and a magnetic sector for mass separation. They are capable of achieving high mass resolution with a typical range of 250 amu. [8] Ions of mass M, charge e and velocity v go through the entrance slit of the analyzer and are deflected by a magnetic field B. The radius R followed by the ions is given by [116]:

\[
R = \frac{MV^2}{eVB}
\]

Equation 65

Only ions with a specific velocity and charge continue to the exit slit for any given magnetic field. All ions entering the exit slit have the same charge-to-mass ratios, so the magnetic field is kept constant.
Time of Flight (TOF) analysers are capable of high mass resolution and extended mass range. High mass resolution is enabled by the introduction of a pulsed ion beam (1-10 ns), which strikes the sample surface and ejects the secondary ions. Extracted ions travel through a drift tube to a large area detector, where mass separation analysis is accomplished by assigning different time of travel to the mass of different ions. Lighter ions need less time to travel through the tube and reach the detector faster than heavier ions. TOF analysers enable the entire spectrum to be collected in few µs, providing alongside a very high resolution. They enable separation of fragments with similar masses into different peaks and enable more exact mass determination. [115]

### 8.10 X-ray Photoelectron Spectroscopy (XPS)

In XPS electrons are ejected from a core level by an X-ray photon of energy $h\nu$. When $h\nu$ is larger than the binding energy (BE), an electron is freed from the atom and the difference between the energy of excitation and BE is represented by kinetic energy (KE). The energy of the emitted electron is measured and calibrated against standard energy references.

The XPS apparatus usually consists of a X-ray source and a highly stable KE analyser placed in ultra high vacuum. The X-ray source is a diode system with a coated anode, usually with Mg or Al to produce Mg or Al Kα X-rays (0.7 and 0.85 eV, respectively). [122] The spectrometer measures the experimental value of kinetic energy, whereas binding energy (BE) is a characteristic parameter which identifies electrons specifically. The Einstein photocatalytic law express the dependency between KE and BE [117]:

$$KE = h\nu - BE$$  \hspace{1cm} \text{Equation 66}

A hemispherical sector analyser (HSA) is usually used to determine the low-energy electrons (generally in the range of 20-2000 eV). The HSA consists of a pair of concentric hemispherical detectors between which there is a gap for electrons to pass. A potential difference is applied across the two hemispheres with the outer being more negative than the inner hemisphere. [123] Electrons which travel the distance between the entrance and exit slits of energy analyser are collected and measured using an electron multiplier.
9. Project Plan and Methodology

The aim of this project was to investigate the diffusion of silver and sodium atoms through dielectric coatings. Silver atoms diffused from the deposited silver layer, whereas sodium diffusion occurred from float glass substrates upwards through the deposited coatings.

Dielectric coatings were chosen by the project industrial sponsors and are used worldwide in Low-E glass production. These coatings are titanium dioxide, aluminium doped zinc oxide, zinc stannate and silicon nitride. Those films represent a broad range of physical and structural proprieties required in Low-E coatings production.

9.1 Standard Experimental Procedure

Dielectric films were deposited onto 4 mm thick soda-lime glass, at ambient temperature by reactive pulsed DC magnetron sputtering. Samples were placed in a vacuum chamber, which was pumped down to a base pressure of about 2×10^{-4} Pa. During reactive sputtering, a metallic target was sputtered in the presence of a reactive gas, e.g. oxygen, and a compound film is deposited. [4, 11] The compound film may also form on the target, which can lead to arcing at the target and cause process instabilities. This can be avoided through the use of mid-frequency (20-350 kHz) pulsed sputtering. [4] In this project, therefore, coatings were mainly deposited using a pulsed DC power supply, but some materials, such as zinc stannate, have been deposited in AC (40 kHz) mode using a dual channel Huettinger (Tig 20/100PSC) power supply as well. Although the basics of the technique stay the same, the operating conditions vary between deposited materials and will be illustrated in the following chapters.

Titanium dioxide films were sputtered from a full face erosion (FFE) magnetron (125 mm×350 mm, Gencoa Ltd.) using a 99.5% purity metal target, driven by an Advanced Energy Pinnacle Plus power supply operating in pulsed DC mode at an average power of 1 kW and a pulse frequency of 100 kHz and 5.0 µsec off time (i.e. 50% duty). The optical emission monitoring (OEM) system was used to control the amount of oxygen introduced into the system during films deposition. The optimal conditions were found to be when the OEM signal was set to 20% of the full metal signal. The amount of
argon introduced into the chamber was control by a MKS mass flow controller, and was set at 65 standard cubic centimetres per minute (SCCM).

Zinc oxide coatings (2 wt % Al doped) were sputtered from a FFE magnetron using a 99.5% minimum purity metal target. The magnetron was driven by an Advanced Energy Pinnacle Plus power supply operating in pulsed DC mode at a frequency of 100 kHz and 5.0 µsec off time. The power range used during the deposition varied from 300-500 W between the coatings. Stable operating conditions could not be obtained using OEM system for this target material. Consequently, the amount of argon and oxygen gases introduced into the chamber during sputtering was controlled by MKS mass flow controllers, and varied from 8-15 SCCM of oxygen, in constant argon flow rate of 10 SCCM. Coatings were produced using the range of operating pressure from 0.2-0.9 Pa. The operating pressure was changed by closing the baffle over the diffusion pump, which slowed down the pumping speed significantly.

Zinc stannate coatings were deposited onto float glass within a second coating chamber at Pilkington Technology Management Ltd. laboratories in Lathom. Films were sputtered from single planar magnetrons in DC mode using an Advance Energy Pinnacle Plus power supply, and from dual rotatable (with cylindrically shaped targets) and dual planar magnetrons in 40 kHz AC mode using a dual channel Huettinger (Tig 20/100PSC) power supply. The power range used during film deposition varied from 1-5 kW. Zinc-tin coatings were sputtered from targets with the 50:50 wt % ratios between Zn and Sn for single planar and rotatable magnetrons, whereas for dual planar magnetrons the ratio was 52:48 wt % respectively. The amount of oxygen introduced into the chamber during sputtering was controlled by MKS mass flow controllers and varied from 80-170 SCCM between the runs, whereas the argon flow rate was held constant (120 SCCM). The operating pressure was changed by slowing down the turbo pumps to reduce the pumping speed of the vacuum chamber. Coatings were deposited at pressures of 0.3, 0.8 and 1.2 Pa.

Silicon nitride films were sputtered from a FFE magnetron using a 99.5% purity silicon target, driven by an Advanced Energy Pinnacle Plus power supply operating in pulsed DC mode at a frequency of 100 kHz and 5.0 µsec off time. The power range used during deposition varied from 150-300 W between the coatings. The amount of argon and nitrogen gasses introduced into the chamber during sputtering was controlled by MKS mass flow controllers, and varied from 9-12 SCCM of nitrogen, with an argon
flow rate of 35 or 50 SCCM. Coatings were produced using the range of operating pressures in the range of 0.25-0.9 Pa. The operating pressure was changed by closing the baffle over the diffusion pump.

Dielectric coatings investigated in this study were post deposition annealed in air at 650°C for 5 minutes and then over-coated with silver- these films will be referred to as annealed films in this thesis. However titania samples were annealed over a broader temperature range and that will be fully described in Chapter 10. The dielectric layers were over-coated with silver, which was deposited by DC magnetron sputtering from a 99.95% pure Ag target. The standard planar magnetron was driven by an Advanced Energy Pinnacle Plus power supply at an average power of 100 W. The thickness of the metal layer was ~100 nm. Dielectric/silver stacks were re-annealed at 250°C for 5 minutes to allow the diffusion of silver and sodium atoms through the coatings.

Figure 9.1: Picture shows the substrate holder placed directly under the magnetron in the Large Area coating chamber.
9.2 Standard Analytical Techniques

In order to describe the coatings crystalline structure, topography and composition analytical technique such as Raman, SEM, EDX, AFM, XRD and XRR were performed. To measure silver and sodium diffusion XPS and SIMS depth profiling analysis was completed.

9.2.1 Structural Analysis

The coating thickness was measured by a Dektak® 3M stylus profilometer (Vecco Instruments Inc.) and was determined to be around 1 µm for the titania films and 80 nm for the ZTO, AZO and Si₃N₄ samples. The difference in thickness between titania and remaining coatings was due to analytical requirements. Titanium dioxide coatings were measured by Raman spectroscopy to determine their crystalline structure after annealing at different temperatures. An argon ion laser (green light, 514.5 nm wavelength) penetrates samples to a depth of about 1 µm. Therefore to minimise the signal picked up from the substrate, deposited coatings needed to be around 1 µm thick. For each sample an average of six scans were taken to determine the thickness of the coating.

The crystallographic proprieties of the TiO₂ films were investigated using Bragg-Brentano (B-B) mode on a URD6 Seifered & Co X-ray diffractometer with Cu Kα radiation and flat graphite monochromator on the diffraction beam. The angular step of the sample rotation in respect to the incident beam was 1.5° and counting time was 10s/step. To investigate the crystallographic proprieties of the remaining films, coupled 0-2θ X-ray diffraction (XRD, X’Celerator detector) scans were performed using Ni-filtered Cu Kα radiation at 0.154056 nm, scanning the samples from 5 to 75 degrees 2θ for times from 30 minutes up to 5 hours. The analysis was performed under ambient conditions of temperature and pressure by directing an X-ray beam onto a specimen, which is diffracted by the regularly repeating atomic structure of the crystalline phases within the specimen, which produces diffraction patterns. The X-ray diffractometers used in these studies detects X-ray intensity as a function of 2θ angle and the data is displayed as a diffractograms. Each crystalline phase in the diffractograms was identified by search matching using a database of 300,000 reference patterns. XRD measurements were taken at Sofia University in Bulgaria (titanium dioxide films) and at
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Pilkington’s Technology Management Ltd. Analytical Centre in Lathom (Al-doped ZnO, zinc stannate and silicon nitride coatings).

Raman (Renishaw inVia spectrometer with 514.4 nm wavelength of argon ion laser) analysis was carried out to determine the structure of selected dielectric coatings before and after annealing. The analysis was performed to determine the crystalline structure of the coatings and possible isotopic form of the material.

To determine the surface morphology, the dielectric coatings were investigated using scanning electron microscopy (SEM, Zeiss Supra 40VP) operating at 1-3 kV. Energy dispersive X-ray analysis with 40 mm² silicon drift detector (SDD, Zeiss Supra 40VP) with the ion beam energy of 8 keV was used to determine the stoichiometry of the deposited materials.

Spectrophotometric analysis was carried out to find the refractive index n and extinction coefficient k values of the transparent coatings. Transmission and reflection spectra were acquired using a Hunterlab Ultrascan spectrophotometer and modelled using CODE software.

Atomic force microscopy (AFM, Multimode SPM with Nanoscope III controller with the WSXM software) was used to measure the roughness of the zinc stannate selected samples. The AFM was operated in jumping mode (JM), which is the midpoint between classic contact and dynamic modes. It works similar to pulse force microscopy (PFM), which uses scanning mode to minimise shear forces. The difference between PFM and JM is that the first one is implemented electrically, whereas JM is a software method running in the processor memory. JM operates in cycles repeated at each image point with the following steps: tip-sample separation, lateral tip motion at the furthest tip-sample distance, tip-sample approach and feedback, which is performed on the cantilever deflection. Most AFM heads use optical beam deflection to detect the cantilever bending, but in JM mode, the voltage corresponding to the zero force level when the tip-sample distance in the maximum is measured. The set point is then recalculated to correct the zero force level fluctuations. [124]

Silicon nitride samples were analysed by X-ray reflectometry (XRR) to find the thickness, surface roughness and the density of the thin films. Reflectograms were obtained by scanning samples for 2 hours by phase detector. The measurements were performed under ambient conditions of temperature and pressure by directing an X-ray
beam onto a specimen. The detector measures the intensity of the X-ray beam at an angle equal to the incident angle from the sample surface ($\omega=0$). The criteria on which the XRR assignments are based on the correlation of the model fit to the measured data, and the correlation between the model stack to the expected stack. Hence, an excellent fit means that the model fit strongly corresponds to the measured data line giving very low level of uncertainty of the modelled data. Thickness, roughness and density values for every layer are close to that of the expected stack. Good fit shows model fit, which largely corresponds to the data line with some discrepancies, giving low levels of uncertainty for the model data. Thickness, roughness or density values of some layers are different than expected. Satisfactory fit represents model fit that roughly corresponds to the measured data line and hence shows an average level of uncertainty. Thickness, roughness or density of most layers varies from the expected. And finally poor fit express model fit, which only corresponds to a small amount of the measured data. Thickness, roughness or densities of all layers are doubtful; therefore high levels of uncertainty are assigned to the model data.

### 9.2.2 Diffusion Measurements

The amount of diffusion in most of the samples was measured using time of flight secondary ion mass spectrometry (ION TOF 5) with a Bi$_3^+$ analysis beam and a 1 keV Cs$^+$ sputter beam. The sputtered beam was rastered over a 200 $\mu$m$\times$200 $\mu$m area and the bismuth beam was rastered over a 50.8 $\mu$m$\times$50.8 $\mu$m area at the centre of the sputtered area for each sample. Caesium creates positive and negative ion clusters with neutral species which are sputtered from the surface. The signal level of CsM$^+$ clusters are less matrix dependent than from M$^+$ ions and are the ions species of choice taking into account other factors such as peak intensity and peak overlaps. In TOF-SIMS a pulsed beam of bismuth ions is directed into a sample surface. The ions liberate neutral and charged elemental and molecular species from the surface. Ions can be selectively extracted and detected using a TOF system in which ions are separated according to their mass. [125] A separate rastered beam of caesium ions is used to remove material from the surface over a defined area. Analysis on the centre of the crater is carried out using the bismuth beam. The process is repeated every second or so until the coating has been penetrated and the glass substrate has been reached.
Diffusion in titania samples was measured using secondary ion mass spectrometry (SIMS, Cameca ims 3f spectrometer) with magnetic sector detector and X-ray photoelectron spectrometry (XPS VG-ESCALAB 220iXL spectrometer). In SIMS the primary ion energy of oxygen ion gun used to sputter material from the samples was 10 keV. An automatic routine was used to adjust the sample voltage to compensate for sample charging effect. The routine maximises the signal (50 Ti in this case) by varying the sample potential, thus effectively compensating for the drift in sample potential away from the optimum. This accounts for the lack of signal at the very surface of the sample. When the routine finds the right potential the signal appears. The routine checks the sample potential every 10 to 20 cycles.

XPS depth profiling was carried out to determine the silver and sodium diffusion. The pressure in the analysis chamber was typically $1.066 \times 10^{-8}$ Pa and photoelectrons were collected from a 10 mm$^2$ sample area. The Al Kα monochromatic X-ray source was used with an argon ion gun, which bombarded the sample surface with energies of 3-5 keV. Ejected material travelled to the hemispherical sector analyser (HSA), where it was analyzed.

In order to find diffusion coefficient values for Ag and Na in the analysed samples Fick’s second law equation for infinite couple with constant surface composition was solved. [84] Calculations were performed using a macro programme configuration written for commercially available software$^1$. However before the diffusion coefficient values were found the diffusion calculator has normalised the raw SIMS depth profiling data converting intensity measured in counts per second into relative silver concentrations. Values were standardised to the highest value of pure Ag (used as a 100% of the total intensity measured by SIMS) by multiplying raw silver, matrix (dielectric coating) and silicon (detected from the glass when the substrate surface was reached) data by the factor that scales relative concentration values from 0 to 1. Sputter time has been converted to depth (nm) using empirically measured thickness value of the dielectric coating (matrix) prior to the silver layer deposition as a reference value. Then the diffusion calculator fits the analytical solution of Fick’s second law curve into the data finding the concentration of Ag by solving the complimentary error function. Figure 9.2 presents an example of normalised raw SIMS depth profiling data, where the counts are scaled from 0 to 1, and where 1 is equivalent to the highest (100%) silver signal. The circled region shows the area where the calculator fits the analytical

$^1$Written by Dr. John Ridealgh from Pilkington Technology Management Ltd.
solution of Fick’s second law curve (light blue line marked as ‘Fit Ag counts’ on the spectrum). The complimentary error function equation is solved at the knee of the curve, at concentration C between 0-0.1 and magnified spectra of that region is shown in Figure 9.3. The entire spectrum was not taken into account due to the analysis (more than one layer is sputtered off the material at once during SIMS depth profiling) and surface effects at the interfaces such as roughness, which does not describe the diffusion mechanism. A similar approach was used for finding the diffusivity of sodium.

Figure 9.2: Example of diffusion modelling and curve fit into Fick’s analytical solution.
Figure 9.3: Ag counts fitted into Fick’s second law analytical solution.
10. Results: Titanium Dioxide Coatings

In this chapter titanium dioxide films deposited by pulsed DC magnetron sputtering will be described. Two independent batches were produced. The first batch was used to determine changes in the crystal structure of sputter deposited titania films after annealing. The second batch was prepared to study the diffusion of silver and sodium atoms through titanium dioxide coatings.

10.1 TiO$_2$: Annealing Studies

TiO$_2$ films were deposited onto float glass substrates as described in Chapter 9.1. Coatings were sputtered at pulse frequencies of 100 and 350 kHz at 50% duty, whereas the OEM signals was varied between 10 and 30% of the full metal signal. The operating pressure during sputtering was set to 0.2 Pa. Run details are listed below in Table 10.1. Selected samples were post-deposition annealed in air at the range of temperatures of 100-800$^\circ$C for 10 minutes using a furnace (Omeagalux LMF 3550). The purpose of this study was to investigate changes in the crystal structure of the titania coatings. Raman and X-ray diffraction analysis were carried out to describe the crystal structure of TiO$_2$ coatings after heat treatment. EDX analysis was carried out to investigate the composition of titania structures deposited under different OEM settings, i.e. different oxygen/argon ratios.

Table 10.1: Run conditions for the deposition of titania samples.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Frequency [kHz]</th>
<th>Deposition time [minutes]</th>
<th>OEM signal [%] at $\lambda$ =507 nm</th>
<th>Thickness [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>180</td>
<td>20</td>
<td>1.55±0.02</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>180</td>
<td>30</td>
<td>3.37±0.07</td>
</tr>
<tr>
<td>3</td>
<td>350</td>
<td>180</td>
<td>20</td>
<td>2.46±0.05</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>180</td>
<td>10</td>
<td>1.41±0.03</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>180</td>
<td>15</td>
<td>1.64±0.05</td>
</tr>
</tbody>
</table>

All of the samples were deposited for a period of three hours, and the variations in thickness are due to the differences in the metal content during sputtering. The thickness
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of the samples varied from 1.41 to 3.37 µm and the thickest sample was deposited at the highest OEM signal (lowest oxygen flow rate). This agrees with a general rule that pure metals have higher deposition rates when sputtered, than their oxides/nitrides deposited reactively by magnetron sputtering techniques. The stoichiometric composition of synthesised TiO$_2$ consisted of 33.3 at % (60 wt %) of Ti and 66.6 at % (40 wt %) of O$_2$.

The EDX analysis showed that the composition of titanium dioxide samples deposited in this study is close to the stoichiometric composition, however samples 1, 4 and 5 present the nearest values. Results from EDX analysis are shown in Table 10.2. It can be seen that the relatively small changes in the OEM signals did not make much difference to the film composition according to EDX results, however this could be related to the detection limit and the accuracy of EDX analysis. There was quite significant difference obtained in coatings colouring, which is related to the oxygen flow rate used during coatings deposition. The titania deposited under the lowest oxygen flow rate was the darkest (metal rich), therefore the transparency of the glass was significantly decreased.

Table 10.2: EDX elemental analysis of TiO$_2$ coatings.

<table>
<thead>
<tr>
<th></th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
<th>Sample 4</th>
<th>Sample 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>O at %</td>
<td>66</td>
<td>65</td>
<td>65</td>
<td>67</td>
<td>66</td>
</tr>
<tr>
<td>O wt %</td>
<td>39</td>
<td>38</td>
<td>38</td>
<td>40</td>
<td>39</td>
</tr>
<tr>
<td>Ti at %</td>
<td>34</td>
<td>35</td>
<td>35</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>Ti wt %</td>
<td>61</td>
<td>62</td>
<td>62</td>
<td>61</td>
<td>61</td>
</tr>
</tbody>
</table>

As-deposited samples were analysed using Raman spectroscopy and then annealed and re-analysed by Raman and X-ray diffraction.

Titanium dioxide can form three main crystalline structures: tetragonal anatase and rutile, which belong to the space group $D_{4h}^{10}$ and $D_{4h}^{14}$ respectively, and lower symmetry orthorhombic brookite ($D_{2h}$ space group representation). [126-127] Factor group analysis of anatase indicates the existence of 15 optical modes with the following representation of normal vibrations: $1A_{1g} + 1A_{2u} + 2B_{1g} + 1B_{2u} + 3E_g + 2E_u$ [128]

Within this representation $1A_{1g}$, $2B_{1g}$, $3E_g$ are Raman active, whereas the remaining modes are active in Infrared. [128] Table 10.3 shows characteristic Raman shifts assigned for the anatase, rutile and brookite forms of titanium dioxide found in the
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literature and also provided from Millennium Chemicals Ltd., obtained from nanocrystalline powder standards.

Table 10.3: Observed Raman shifts assigned to titania crystalline structures. Letters assigned to the peak positions for anatase, rutile and brookite standards determine the intensity of the peaks and so vs means very strong peak, s-strong, m-medium, w-weak and sh-shoulder, whereas c represents the combination.

<table>
<thead>
<tr>
<th></th>
<th>Millennium Chemicals</th>
<th>Giolli et al. [127]</th>
<th>Li Bassi et al. [126]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency [cm(^{-1})]</td>
<td>Symmetry</td>
<td>Frequency [cm(^{-1})]</td>
</tr>
<tr>
<td><strong>Anatase</strong></td>
<td>144 vs</td>
<td>144 vs</td>
<td>144 vs</td>
</tr>
<tr>
<td></td>
<td>197 w</td>
<td>197 w</td>
<td>197</td>
</tr>
<tr>
<td></td>
<td>320 vs</td>
<td>400 m</td>
<td>399</td>
</tr>
<tr>
<td></td>
<td>399 s</td>
<td>507 m</td>
<td>519 m</td>
</tr>
<tr>
<td></td>
<td>515 m</td>
<td>519 m</td>
<td>640 s</td>
</tr>
<tr>
<td></td>
<td>639 m</td>
<td>640 s</td>
<td>795 w</td>
</tr>
<tr>
<td><strong>Rutile</strong></td>
<td>143 w</td>
<td>143 w</td>
<td>143 w</td>
</tr>
<tr>
<td></td>
<td>273 sh</td>
<td>247</td>
<td>247</td>
</tr>
<tr>
<td></td>
<td>320 w</td>
<td>B(<em>{1g}+)B(</em>{1g})</td>
<td>357 w</td>
</tr>
<tr>
<td></td>
<td>447 s</td>
<td>A(_{1g})</td>
<td>519 m</td>
</tr>
<tr>
<td></td>
<td>612 s</td>
<td>826</td>
<td>826 w</td>
</tr>
<tr>
<td><strong>Brookite</strong></td>
<td>128 s</td>
<td>128 s</td>
<td>128 s</td>
</tr>
<tr>
<td></td>
<td>135 w</td>
<td>153 vs</td>
<td>153 vs</td>
</tr>
<tr>
<td></td>
<td>153 vs</td>
<td>247 m</td>
<td>247 m</td>
</tr>
<tr>
<td></td>
<td>214 w</td>
<td>288 w</td>
<td>288</td>
</tr>
<tr>
<td></td>
<td>235 m(c)</td>
<td>322 w</td>
<td>322 w</td>
</tr>
<tr>
<td></td>
<td>247 m</td>
<td>366 w</td>
<td>366 w</td>
</tr>
<tr>
<td></td>
<td>288 w</td>
<td>396 sh</td>
<td>396 sh</td>
</tr>
<tr>
<td></td>
<td>322 w</td>
<td>412 w</td>
<td>412 w</td>
</tr>
<tr>
<td></td>
<td>366 w</td>
<td>454 w</td>
<td>454</td>
</tr>
<tr>
<td></td>
<td>396 sh</td>
<td>461 w</td>
<td>461</td>
</tr>
<tr>
<td></td>
<td>412 w</td>
<td>502 w</td>
<td>502</td>
</tr>
<tr>
<td></td>
<td>454 w</td>
<td>545 w</td>
<td>545</td>
</tr>
<tr>
<td></td>
<td>461 w</td>
<td>585 w</td>
<td>585</td>
</tr>
<tr>
<td></td>
<td>502 w</td>
<td>636 s</td>
<td>636</td>
</tr>
<tr>
<td></td>
<td>545 w</td>
<td>636 s</td>
<td>636</td>
</tr>
<tr>
<td></td>
<td>585 w</td>
<td>950 sh</td>
<td>950</td>
</tr>
</tbody>
</table>
There are many papers in the literature, which indicate that the peak position, shape and intensity of Raman peaks are related to sub-stoichiometric defects, quantum confinement effects, crystal sizes, nanocrystallinity and large interfacial areas. [126-127, 129-130] As Raman analysis gives information about the nature of bonds, which are affected by the structure of a particular phase and the local surroundings around atoms, it implies that indeed peaks shapes and positions obtained from Raman thin film analysis would have to be influenced by film stoichiometry and crystal related distortions. Moreover peaks obtained from titania films produced in this work are compared against pure titania nano-crystals, therefore any impact from phase mixtures, stoichiometry or degree of crystallisation in the analysed films can have a quite significant impact in Raman shifts against the powder standard.

The Raman spectra presented in Figure 10.1 were collected from as-deposited samples 1-5. Samples are aligned with nanocrystalline rutile and anatase powder standards (provided by Millennium Chemicals Ltd.) to compare the shape, peak position and intensity, and therefore the structure of the titania coatings.

![Raman spectra of titania coatings](image)

Figure 10.1: Raman spectra of titania coatings collected from samples 1-5 and rutile and anatase standards.
Comparing the spectra analysed by Raman with the rutile standard in Figure 10.1, it is seen that the rutile standard peak situated at about 612 cm\(^{-1}\) can be obtained in all samples. However the peak at 448 cm\(^{-1}\), is shifted to a lower number and has relatively low intensity for most of the samples. The rutile shoulder peak at 237 cm\(^{-1}\) can be barely seen in sample 1 and sample 2, as it is overlaid with a lower Raman shift peak situated at about 185 cm\(^{-1}\). Furthermore sample 2 does not show evidence of a peak at 448 cm\(^{-1}\) shift, which may suggest that peaks detected in this samples come from amorphous vibration in the molecules. Moreover strong peaks at lower shifts (185-200 cm\(^{-1}\)) detected in most of the samples may indicate a mixture of a weak anatase or brookite formation. Anatase is represented by a high intensity peak at 144 and a weak peak at 197 cm\(^{-1}\), whereas brookite shows a strong shift at 153 cm\(^{-1}\). Samples 3 and 4 show no evidence of the characteristic peak at 448 cm\(^{-1}\) shifts for rutile either. Sample 4 represents a very flat spectrum with a very weak structure at about 620 cm\(^{-1}\) shift. These spectra may suggest that there is no significant crystallinity in the TiO\(_2\) in the analysed samples and the peak obtained from Raman spectroscopy comes from amorphous vibrations. On the other hand sample 5 shows the characteristic rutile shift with relatively high peak intensities, and the position of these peaks is in good agreement with the crystalline rutile standard.

For the most of the peaks obtained by Raman in this work, peak broadening and shifting to higher wavenumber can be seen (see Table 10.4). Giolli \textit{et al.} [127] showed that peaks up shifting and broadening in nanocrystalline anatase are caused by non-stoichiometric composition of the material or by small particle sizes. Khan \textit{et al.} [129] also suggested that peak broadening occurs due to nanocrystallinity and quantum confinement effects. The quantum size effect in the Raman spectra of nanocrystalline anatase and rutile thin films was measured by Balaji \textit{et al.} [131] It was found that there is a characteristic dependency between grain size and peak position and broadening in Raman analysis. Finally Li Bassi \textit{et al.} [126] pointed out that materials with smaller particles (~4.4 nm) have Raman spectrum similar to that of amorphous materials. Very broad peaks may be, therefore, caused by background noise indication, which is quite characteristic of amorphous materials.

Broad and weak peaks at about 1100 cm\(^{-1}\) arise from the glass surface, as found by Xie \textit{et al.} [132]
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Table 10.4 summarises the peak positions obtained from Raman analysis for samples 1-5, assigned with peak positions for anatase, rutile and brookite.

Table 10.4: Raman peak positions for the as-deposited titania samples and powder standards.

<table>
<thead>
<tr>
<th>Anatase</th>
<th>Rutile</th>
<th>Brookite</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
<th>Sample 4</th>
<th>Sample 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>144 vs 197 w</td>
<td>143 w</td>
<td>153 vs</td>
<td>185</td>
<td>190</td>
<td>200</td>
<td>200</td>
<td>190</td>
</tr>
<tr>
<td>273 sh</td>
<td>270</td>
<td>270</td>
<td>275</td>
<td></td>
<td>270</td>
<td></td>
<td></td>
</tr>
<tr>
<td>320 w</td>
<td>322 w</td>
<td></td>
<td></td>
<td></td>
<td>330</td>
<td></td>
<td></td>
</tr>
<tr>
<td>447 s</td>
<td>454 w</td>
<td></td>
<td>455</td>
<td>450</td>
<td>460</td>
<td></td>
<td>450</td>
</tr>
<tr>
<td>585 w</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>575</td>
</tr>
<tr>
<td>612 s</td>
<td></td>
<td>615</td>
<td>605</td>
<td>605</td>
<td></td>
<td>610</td>
<td></td>
</tr>
<tr>
<td>826 w</td>
<td></td>
<td>830</td>
<td>820</td>
<td>830</td>
<td></td>
<td>855</td>
<td></td>
</tr>
</tbody>
</table>

Figure 10.2 shows Raman images collected from as-deposited sample 1 and the same sample heat treated at 200 and 300°C. Samples are aligned with the rutile standard. It is clearly seen that the sample annealed at 200°C no longer indicates rutile-like shifts in the Raman spectrum. However the same sample annealed at 300°C shows similar shifts to the as-deposited one. This may suggest that, during annealing at a relatively low temperature range, titania loses its rutile-like structure and becomes amorphous, and that the rutile-like structure seen here is detectable again, after annealing at higher temperatures. This would mean that at relatively low annealing temperature we have seen the dissolution of the rutile-like structure which was formed in magnetron sputtered titania samples. However it would be more likely to assume that the as-deposited titania as well as those annealed at the temperature range of 100-300°C show Raman shifts which are represented by an amorphous vibrations.
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Figure 10.2: Raman spectra of sample 1, as-deposited and annealed at 200 and 300°C compared with a rutile standard.

Samples annealed at the temperature range of 400-800°C show similar Raman spectra. The rutile-like structure has disappeared, but instead very strong anatase peaks have been obtained. Figure 10.3 shows results obtained for samples annealed at 400, 700 and 800°C, aligned with the anatase nanocrystalline powder standard.
Figure 10.3: Raman spectra of TiO$_2$ coatings annealed over the range of temperatures from 400 to 800ºC aligned with the anatase standard.

For each sample the peaks have been shifted to higher positions than those characterised by the nanocrystalline anatase powder standard. Moreover an extra peak appears in samples annealed at relatively high temperatures at about 460 cm$^{-1}$, which probably indicates the presence of the rutile or brookite phase in the crystal structure. This peak increases with rising annealing temperature. Moreover a very weak shoulder is presented at 620 cm$^{-1}$ which also represents one of the characteristic shifts in the rutile structure. This may suggest that the titania structure is shifting from anatase to the rutile phase, as it is known that rutile tends to form in highly energetic processes, therefore high temperature annealing may initiate the rutile forming process. Nevertheless comparing peak positions found from Raman analysis with standard peak positions for anatase, rutile and brookite assigned to the analysed samples in Table 10.5, there is quite significant peaks up-shifting detected. As mentioned earlier in this chapter similar results were found in the literature and were attributed to non-stoichiometric composition of the material and/or small particle sizes. [126-127]
Table 10.5: Raman peak positions for powder standards and titania samples annealed at temperature range of 100-800°C.

<table>
<thead>
<tr>
<th>Anatase</th>
<th>Rutile</th>
<th>Brookite</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>144 vs</td>
<td>143 w</td>
<td>135 w</td>
<td>136</td>
<td></td>
<td></td>
<td>158</td>
<td>158</td>
<td>158</td>
<td>157</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td></td>
<td>153 vs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>197 w</td>
<td></td>
<td></td>
<td>188</td>
<td>178</td>
<td>187</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>214 w</td>
<td></td>
<td></td>
<td></td>
<td>211</td>
<td>210</td>
<td>210</td>
<td>208</td>
<td>208</td>
</tr>
<tr>
<td>399 s</td>
<td>396 sh</td>
<td>412 w</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>447 s</td>
<td></td>
<td>457</td>
<td>452</td>
<td>458</td>
<td>460</td>
<td>462</td>
<td>462</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>454 w</td>
<td>461 w</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>515 m</td>
<td>519 m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>527</td>
<td>527</td>
<td>528</td>
<td>528</td>
<td>528</td>
</tr>
<tr>
<td>612 s</td>
<td>626</td>
<td>624</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>620</td>
</tr>
<tr>
<td>639 m</td>
<td>636 s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>645</td>
<td>648</td>
<td>649</td>
<td>652</td>
<td>651</td>
</tr>
<tr>
<td>826 w</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To help clarifying results obtained from Raman spectroscopy, XRD analysis was also performed, as described in Chapter 9.2.1.

Figure 10.4 shows the peak positions for rutile and anatase obtained from sample 1 annealed at 100, 200, 300, 400 and 700°C for 10 minutes, then analyzed by XRD.
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Figure 10.4: XRD spectra collected from sample 1 annealed at the range of temperatures between 100-700°C.

XRD analysis indicates that samples, which were treated at temperatures below 400°C, show an unknown or amorphous phase. This structure has been determined as consisting of a very small grain size (~3 nm). In samples annealed at temperatures higher than 400°C, evidence for a two-phase structure can be distinguished. In both cases rutile is the main constituent of the structure, but this contribution is smaller in samples treated at relatively high temperatures. Also, based on the peak widths, the crystal size for anatase is much larger than for rutile, which may be the reason why in Raman analysis anatase was detected more easily than rutile.

XRD analysis did not show a brookite presence in any of the analysed samples, which discredits the possible presence of brookite suggested by the Raman analysis. Furthermore, this phase is extremely rarely obtained in magnetron sputtered thin TiO₂ films. It is most likely, therefore, that the peaks assigned to samples annealed at the range of temperatures from 100-800°C in Table 10.5 consist of vibrations obtained from anatase and rutile structures only. Moreover brookite has been characterised in the literature by showing its most characteristic peaks at 128 cm⁻¹ and 247 cm⁻¹, which have
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not been detected here. [127] Finally XRD results show that rutile is the dominant phase in the coatings, whereas Raman spectra collected from samples annealed at relatively high temperatures suggested that anatase is the leading form of titania presented in these samples. This may be caused by the significant difference in the grain sizes between rutile and anatase. As mentioned earlier in this chapter, particle sizes are one of the main factors which influence Raman analysis as well as XRD. Generally relatively small grains represent broader, lower intensity peaks, which furthermore in Raman may also cause peak shifting. Therefore, if the anatase component of the films has significantly larger grains than the rutile component it would be the phase easier to pick up and determine by the analytical techniques used in this work.

Table 10.6 shows XRD results obtained from sample 1 annealed at the temperature range of 100-700°C. Crystal sizes are assigned to each coating.

Table 10.6: XRD results obtained from samples annealed at the temperature range of 100-700°C.

<table>
<thead>
<tr>
<th>Sample °C</th>
<th>% Rutile</th>
<th>% Anatase</th>
<th>% Amorphous Phase</th>
<th>Crystallite size (110) Rutile [nm]</th>
<th>Crystallite size (101) Anatase [nm]</th>
<th>Crystallite size Amorphous Phase [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100°C</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>3.3</td>
</tr>
<tr>
<td>200°C</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>3.4</td>
</tr>
<tr>
<td>300°C</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>3.5</td>
</tr>
<tr>
<td>400°C</td>
<td>70</td>
<td>30</td>
<td>-</td>
<td>4.7</td>
<td>77</td>
<td>-</td>
</tr>
<tr>
<td>700°C</td>
<td>56</td>
<td>44</td>
<td>-</td>
<td>14</td>
<td>110</td>
<td>-</td>
</tr>
</tbody>
</table>

SEM studies were carried out on samples 1-5 and the sample annealed at 800°C, as noticeable changes in film morphology were observed under the optical microscope while Raman images were taken.

Figures 10.5-10.12 show SEM micrographs of the surface and fracture sections of titania samples deposited on float glass. In each case the film appears to have a fully dense structure. In some cases grains can be distinguish on the coating surface. Sample 2 presented in Figure 10.6-10.7 shows very smooth surface with some occasionally pores in the structure, which may be regions were some crystallisation took place. The difference in film surfaces may be due to the higher metal content during film
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deposition, as this sample has been deposited at a higher total metal OEM signal than the remaining samples. Furthermore, higher metal content while sputtering is also the reason that sample 2 is about twice as thick as the remaining samples. Moreover sample 3, which was sputtered at the higher frequency of 350 kHz, presents more defects (grains and holes) on the sample surface than samples deposited at a pulse frequency of 100 kHz. It can be found in the literature that increasing pulse frequency in magnetron sputter deposition can lead to increased surface roughness due to argon inclusion and re-sputtering of the growing film. [133-135] This may be the reason for the surface defects and non-uniformity of sample 3.

Figure 10.5: SEM micrograph of the fracture section of titania sample 1, deposited onto float glass substrate.
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Figure 10.6: SEM micrograph of the titania sample 2 deposited onto float glass substrate, top view.

Figure 10.7: SEM image fracture view collected from titania sample 2, deposited onto float glass substrate.
Figure 10.8: SEM image of the top surface of titania sample 3, deposited onto float glass.

Figure 10.9: SEM micrograph of fracture section of titania sample 3, deposited onto float glass substrate.
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Figure 10.10: SEM image of fracture section of titania sample 4, deposited on float glass substrate.

Figure 10.11: SEM micrograph of top surface of titania sample 5, deposited onto float glass.
Visible changes in the surface topography were obtained in samples annealed at temperatures above 600°C. For example, Figures 10.13 to 10.15 show SEM micrographs of the surface of sample 5, annealed at 800°C. Features on the film surface appear to have been caused by post deposition crystallisation processes after treatment at relatively high temperatures, because the surface area of these features increased with temperature, therefore it is clear that the structural changes on the coating surface occurred due to post deposition crystallisation after temperature treatment. Faceted regions or grains (Figure 10.14) and whiskers (Figure 10.15) were observed on sample surface.

Figure 10.12: SEM fracture view image of titania sample 5, deposited onto float glass substrate.
Figure 10.13: SEM top image of TiO$_2$ sample 5, deposited onto float glass, post-deposition annealed at 800°C.

Figure 10.14: SEM micrograph of the surface of the titania sample 5, deposited onto float glass and annealed at 800°C.
Figure 10.15: SEM image of the surface of the titania sample 5, deposited onto float glass, annealed at 800°C.

To compare if there is any difference in crystal structure between the surface region and the features observed by SEM, Raman scans were taken from the faceted area and the surrounding surface region, respectively. In both cases analysis showed that the crystalline structure stayed the same, but there are differences in peaks intensities. It may suggest that these regions have the same crystal structure as the surrounding surface. On the other hand micro-Raman is not a surface specific technique, and the laser which penetrates to a depth of about 1 µm picks up signals not just from the sample surface but also from the grains underneath.

Spectra obtained from the sample annealed at 700°C are shown in Figure 10.16. Both grain and surface scans present the same shape of the Raman peak (same shifts detected), however they differ slightly in the intensities. This may be due to higher concentration of the detected mixed anatase/rutile crystals in grain areas, as sharper and more intensive peaks indicate higher crystallinity. This suggests that the grains are regions of improved crystallinity, which arose during high temperature treatment.
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Following that, Figure 10.17 shows similar results obtained from Raman scans collected from the surface and the faceted regions for the same sample annealed at 800°C. On this spectrum, both on-grain and on-surface Raman scans are identical. This suggests that there is no difference in crystallite concentration between the grains and the surface area. Moreover the sample annealed at 800°C shows more intensive Raman shifts than the sample annealed at the lower temperature. This is related to grain formation, i.e. re-crystallisation due to post-deposition high temperature treatment, as grains grow with increasing annealing temperature, and further crystallisation occurs. Rutile is known to be formed by high energy processes; therefore increasing temperature allows transformation to occur from meta-stable anatase to rutile. Unfortunately further investigations of titania films phase transformation due to high temperature treatment was restricted by the substrate properties. Float glass has softened when was annealed at 800°C.

Figure 10.16: Raman images of sample annealed at 700°C. Red- collected from surface, blue- from grain.
10.2 TiO₂: Diffusion Studies

Titanium dioxide films were deposited onto soda-lime glass, at ambient temperature by reactive pulsed DC magnetron sputtering. Samples were post-deposition annealed at the temperature range between 200-600°C for 10 and 30 minutes. Table 10.7 shows annealing conditions for the deposited titania samples.

The temperature range selected for the TiO₂ study was inspired by studies discussed in previous chapter. These temperatures represent the transition points in the crystalline structures of titania coatings. However, an additional annealing time of 30 minutes was introduced here, as the second batch of TiO₂ coatings deposited did not directly follow the trend obtained in the previous studies. This may be due to environmental differences, as both batches were prepared in different vacuum chambers. The second batch was produced in the Teer Coatings rig (UDP450), which differs in shape and capacity from the Large Area rig (see Chapter 7.1), which was used to deposit the previous batch of titania samples. The UDP450 is a cylindrically shaped vessel with a diameter of 660 mm, and 595 mm high. The rotatable substrate holder is placed in the middle of the chamber, and the chamber is designed to take four standard planar magnetrons with target sizes of 100 mm×300 mm. Moreover the base pressure that the Teer rig can be pumped down to is about 5-6×10⁻⁴ Pa.
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As-deposited and annealed titania samples were analysed by Raman and then were over coated with silver and re-annealed at 250°C for 10 minutes. Samples were then analysed by X-ray diffraction (URD6 Seiffered & Co X-ray diffractometer) to investigate the crystal structures of the titania coatings and depth profiling analysis was performed by dynamic secondary ion mass spectrometry (SIMS, Cameca ims 3f spectrometer, see Chapter 9.2.2) to investigate the diffusion of silver and sodium atoms through the titanium dioxide films.

Table 10.7: Titania samples annealing conditions and thickness measured by Dektak profilometer assigned to each sample.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Titania annealing conditions</th>
<th>Thickness [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>as-deposited</td>
<td>1.19±0.05</td>
</tr>
<tr>
<td>2.1</td>
<td>200°C for 10 minutes</td>
<td>1.19±0.05</td>
</tr>
<tr>
<td>3.1</td>
<td>400°C for 30 minutes</td>
<td>1.19±0.05</td>
</tr>
<tr>
<td>4.1</td>
<td>400°C for 10 minutes</td>
<td>0.97±0.03</td>
</tr>
<tr>
<td>5.1</td>
<td>600°C for 10 minutes</td>
<td>1.19±0.05</td>
</tr>
<tr>
<td>6.1</td>
<td>600°C for 30 minutes</td>
<td>1.17±0.06</td>
</tr>
</tbody>
</table>

10.2.1 TiO₂: Coating Characterisation

Raman spectra shown in Figure 10.18 were collected from the as-deposited sample, and samples annealed at 200°C and 400°C for 10 minutes. Spectra are aligned with the nanocrystalline rutile powder standard. Sample 1.1 presents rutile characteristic peaks at 430, 616 and 868 cm⁻¹, whereas the broad peak at about 168 could be mixed brookite phase, or shifted rutile peak from about 273 cm⁻¹. Samples 2.1 and 4.1 show a rutile-characteristic peak shifted to a lower wave number, which at first may suggest that this peak characterises brookite not rutile structure. However, as pointed out in the previous chapter, brookite is usually characterised by two strong peaks at 128 cm⁻¹ and 247 cm⁻¹, which have not been seen here, therefore this phase will not be considered.

Broad, shifted peaks presented in the spectrum below may suggest that there is no crystalline structure, or that very weak, small crystallites are presented in these samples. Peaks obtained from Raman may come from vibrations from amorphous areas within the coating.
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Figure 10.18: Raman spectra of titania coatings from the as-deposited sample and samples annealed at 200 and 400°C, aligned with the rutile standard.

In Figure 10.19 images of samples annealed at 600°C for 10 minutes and 30 minutes and at 400°C for 30 minutes are presented and aligned with the anatase nanocrystalline powder standard. For all samples a distinct anatase structure has been obtained. All samples are in good agreement with the standard sample, however the sample annealed at 600°C for 30 minutes shows much higher peak intensities. This may be due to abnormal grain growth during the longer annealing time, or a higher degree of crystallinity in this sample, than in the remaining ones.

Table 10.8 shows the characteristic peaks obtained from Raman analysis assigned to the standard peak positions for different crystalline structures of titania. It can be seen that samples annealed at relatively high temperatures (400°C for 30 minutes and at 600°C for 10 and 30 minutes) show that anatase is the main phase formed.
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Figure 10.19: Raman spectra collected from samples annealed at 400 and 600°C and anatase standard.

Table 10.8: Raman peak positions detected from samples 1.1-6.1 assigned to TiO₂ crystalline powder standards.

<table>
<thead>
<tr>
<th>Anatase</th>
<th>Rutile</th>
<th>Brookite</th>
<th>Samp. 1.1</th>
<th>Samp. 2.1</th>
<th>Samp. 3.1</th>
<th>Samp. 4.1</th>
<th>Samp. 5.1</th>
<th>Samp. 6.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>144 vs</td>
<td>143 w</td>
<td>128 s</td>
<td>131.35</td>
<td>132.55</td>
<td>146.80</td>
<td>146.77</td>
<td>148.93</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>135 w</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>153 vs</td>
<td></td>
<td></td>
<td>168.68</td>
<td>165.38</td>
<td>166.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>197 w</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>199.70</td>
<td>198.97</td>
<td>199.83</td>
</tr>
<tr>
<td>399 s</td>
<td>396 sh</td>
<td></td>
<td>396.17</td>
<td>395.90</td>
<td>397.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>412 w</td>
<td>414.14</td>
<td>414.54</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>447 s</td>
<td>430.92</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>515 m</td>
<td>519 m</td>
<td></td>
<td>519.30</td>
<td>517.312</td>
<td>519.93</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>612 s</td>
<td>616.57</td>
<td>616.87</td>
<td>617.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>639 m</td>
<td>636 s</td>
<td></td>
<td>637.59</td>
<td>639.36</td>
<td>640.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>826 w</td>
<td>868.11</td>
<td>859.20</td>
<td>828.50</td>
<td>861.61</td>
<td></td>
</tr>
</tbody>
</table>
Results: Titanium Dioxide Coatings

The XRD analysis was carried out to determine the crystalline structure of titania coatings. High intensity peaks that can be seen in each spectrum at 38° 2θ represents the silver (111) peak, as samples were measured after Ag deposition. Figure 10.20 show diffraction patterns measured from the as-deposited sample and samples annealed at 200°C, whereas in Figure 10.21 samples annealed at 400°C for 10 and 30 minutes are presented. Finally Figure 10.22 shows samples annealed at 600°C for 10 and 30 minutes. In the region where TiO₂ normally shows diffraction peaks, the patterns of the as deposited sample and the sample annealed at 200°C for 10 min contain distinct halo-like regions (at 2θ between 20 and 50° and between 53 and 75°). This suggests the formation of a disordered amorphous-like structure; however, some relatively low intensive peaks have been also registered. The qualitative phase analysis performed showed that those peaks correspond to a few crystalline polymorphous modifications of TiO₂ namely anatase (tetragonal unit cell), rutile (tetragonal unit cell, but with different parameters and group symmetry from anatase) and β-TiO₂ (monoclinic). Thus, the initial coating has a predominately amorphous structure, but contains a smaller share of a mixture of these three crystalline polymorphs of TiO₂. Annealing at 200°C almost does not change the phase composition and the two patterns are very similar. During the annealing at 400°C the intensity of the TiO₂ peaks increases, which indicates an increase of the share of the crystalline phase. While in the coating annealed for 10 min the intensity of the peaks corresponding to the crystalline phase is still relatively low (the maximum intensity is for the peak corresponding to β-TiO₂), i.e. the contribution of the amorphous phase is still high, in the pattern obtained after 30 min annealing two peaks with relatively high intensity and a few peaks with lower intensity corresponding to anatase have been registered. This points out that in the coating annealed at 400°C for 30 min a predominately polycrystalline anatase phase has been formed. Annealing at 600°C leads to the almost complete transformation of the amorphous phase into a crystalline phase. Peaks corresponding to anatase are the biggest in number and have the highest intensity, which suggest that this is the predominating phase in these two coatings. The best result is obtained when the annealing time is 30 min. After that, anatase is the only crystalline phase in the coating. After 10 min annealing at 600°C besides anatase, there are some rutile and particularly β-TiO₂ peaks present.

Both Raman and XRD showed similar results, in that a higher degree of crystallization occurs in samples which have been subjected to relatively high temperature treatment for longer times. Both time and temperature play an important role in titania phase
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... transformation, allowing total transformation from a firstly amorphous structure through predominantly mixed phase crystals to finally pure anatase phase.

Figure 10.20: XRD diffractograms collected from TiO₂ as-deposited sample and annealed at 200°C for 10 minutes.
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Figure 10.21: XRD diffractograms collected from TiO$_2$ annealed at 400°C for 10 minutes and 30 minutes respectively.

Figure 10.22: XRD diffractograms collected from samples annealed at 600°C for 10 and 30 minutes respectively.
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In order to investigate surface roughness Atomic Force Microscopy (AFM) analysis was conducted (see Chapter 9.2.1). Surface roughness was investigated in the as-deposited sample and the sample annealed at 600°C for 10 minutes. Large differences in surface roughness between samples may play an important role in diffusion processes, as bigger valleys existing on the film surface could serve as pockets, or free spaces for diffusing atoms to accumulate at. Consequently, at this point concentration of silver would be falsely higher suggesting that the silver diffusion rate is higher. Figure 10.23 shows 5 µm×5 µm images of the titania coating as-deposited and post-deposition annealed at 600°C for 10 minutes, respectively. Table 10.9 shows root-mean-square (RMS) and roughness average (Ra) values for both samples. Values are slightly higher for the as-deposited sample, which suggests that during heat treatment grain sizes increase filling the free spaces and/or valleys on the coating surface, and hence surface roughness decreases in the annealed film. However the difference is not very large, therefore, differences in roughness between the titania samples should not play an important role in silver diffusion.

Figure 10.23: AFM images collected from titania samples: as-deposited (left) and annealed at 600°C (right).
Table 10.9: Roughness average and root-mean-square values obtained from AFM analysis for as-deposited and annealed at 600°C titania samples.

<table>
<thead>
<tr>
<th>TiO₂ sample</th>
<th>Ra [nm]</th>
<th>RMS [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-deposited</td>
<td>13.8</td>
<td>16.9</td>
</tr>
<tr>
<td>Annealed at 600°C</td>
<td>13.1</td>
<td>16.4</td>
</tr>
</tbody>
</table>

10.2.2 TiO₂: SIMS Diffusion Studies

The Ag/TiO₂/glass samples were characterised using secondary ion mass spectrometry with a magnetic sector detector as described in Chapter 9.2.2 to investigate silver and sodium diffusion. Figure 10.24 shows an Ag/TiO₂/glass sample, which will be described as a standard in this work. The standard sample has been measured by SIMS without being subjected to post-deposition heat treatment. This sample was measured after 24 hours after deposition, so any diffusion of Na or Ag atoms will be due to storage at room temperature. Diffusion measurements in the remaining samples will be characterised against diffusivity values obtained from the standard sample. Figure 10.25 represents the diffusion profile for two Ag/TiO₂/glass samples post-deposition annealed (before silver over-coating) at 200 and 600°C respectively. The annealing temperature and, therefore, film structure does not cause drastic differences in the silver diffusion profiles, but it has a great impact on sodium diffusion. Sodium, which is one of the constituents of glass, could have diffused through the titania coating during first annealing, before silver over-coating has taken place. Raman analysis showed that the sample annealed at 200°C did not have a crystalline structure, whereas samples annealed at 600°C appeared to be predominantly anatase. This suggests that in the case of silver migration, it is harder to diffuse through amorphous titania, as the diffusion rates in crystalline samples are higher. Figure 10.26 compares the difference between sodium profiles in the as-deposited sample, the sample annealed at 200°C for 10 minutes and the sample annealed at 600°C for 10 minutes. All of these samples were over-coated with Ag and annealed for the second time at 250°C for 10 minutes. From the graph it is clearly seen that the biggest difference in sodium diffusion rates exists while comparing the sample annealed at 600°C with the two remaining samples. The difference in the sodium profile is not that crucial for the as-deposited sample and the one annealed at 200°C. This indicates that doubling the diffusion time at relatively low
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temperatures does not have a crucial impact on sodium migration. Whereas annealing at temperatures significantly higher causes major increase in sodium diffusivity. Therefore we can say that the significant increase in sodium diffusion in samples annealed at higher temperatures is mainly caused by the first annealing process, whereas the second annealing may cause only insignificant further increase in the sodium diffusion rates. Moreover, a very surprising peak occurs in the sodium profile collected from the sample annealed at 600°C close to the zero value on the x-axis (i.e., very close to the sample surface). It suggests that some Na could be on the film surface. This happens because the system is very sensitive to sodium. Na is easily picked up from the environment, which may be the reason why it was detected on the sample surface. The other possibility is that it is due to a speck of fracture debris from sample preparation, or it might have been produced by the routine used to compensate the sample charging effect. This means that the detected sodium signal may not indicate the real amount of sodium in the very top layer of the film.

Figure 10.24: SIMS depth profiling of as-deposited Ag/TiO₂/glass sample, referred to a standard sample in the text.
Figure 10.25: Silver and sodium SIMS profiles for samples 2.1 (annealed at 200°C) and 6.1 (annealed at 600°C).

Figure 10.26: Na SIMS profiles for samples 1.1 (as-deposited), sample 2.1 (annealed at 200°C) and 6.1 (annealed at 600°C).
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Figure 10.27 shows the difference between samples annealed at 400°C, but for different times. As found from the Raman and XRD analysis, the annealing time has also a big impact on film structure. The sample which was annealed for 10 minutes did not show a fully crystalline structure, whereas the sample annealed for 30 minutes showed a strong anatase structure in the Raman spectrum, and stronger crystallinity in XRD. As shown in the spectra below, the diffusion profile has also changed in these samples. There is still smaller difference in silver diffusion, but for sodium the diffusion rate is two orders of magnitude higher for the sample annealed for 30 minutes. This confirms that while annealing at relatively high temperatures both time and temperature plays important role in the diffusion process. It is obvious that changes in the sodium diffusion rate are due to the first annealing condition, therefore in this case the vast difference (two orders of magnitude) in sodium profiles must be due to the threefold increase in annealing time, as the temperature was the same for both samples. The reason for the increased diffusivity may be also the structural changes in the dielectric coating, as the titania becomes semi-crystalline and therefore grain boundaries might have served as migration short circuits for diffusing atoms. The diffusion coefficient values have been calculated by fitting experimental data into Fick’s second diffusion law, values obtained have been summarised in Table 10.10.

Figure 10.27: Na and Ag SIMS profiles for samples 3.1 and 4.1 annealed at 400°C for 10 and 30 minutes respectively.
Table 10.10 represents the diffusion coefficient values calculated for sodium and silver using Fick’s second law of diffusion for an infinite couple with constant surface composition (see Chapter 6.5.2). Values calculated for silver atoms are not very different between samples. For the most of the samples diffusivity stays between 5.5 and 8.5×10^{-19} \text{ m}^2/\text{s}, whereas for sample 6.1 the diffusivity of silver is significantly higher and equals 1.6×10^{-18} \text{ m}^2/\text{s}. This increase must be due to structural changes in the titania coating during first annealing (before the silver coating was deposited). As XRD and Raman analysis showed that the titania has transformed from amorphous to a fully crystalline structure in sample 6.1 (annealed at 600°C for 30 minutes). Moreover in this sample anatase has developed to be the only crystalline phase in the coating. After 10 min annealing at 600°C, beside anatase there is evidence of rutile and particularly β-TiO$_2$ structures present. In general, diffusion may occur through the lattice (through point defects such as vacancies or interstitial sites) or along line and surface defects, such as grain boundaries or dislocations. The latter are known as diffusion short circuits, as diffusion occurs faster along line and surface defects than through the lattice. [136] In the mixed-phase titania crystals, which include different orientation in the crystalline lattice, silver atoms diffuse through grain boundaries of a limited length, due to grain orientation, which effectively serves as the end of the diffusion path. On the other hand pure anatase, which was found from XRD to be represented by the (101) peak, shows a more regular crystalline structure. This means that grains in the crystal lattice are more regularly orientated, therefore grain boundaries provide longer lasting short circuits for diffusing silver atoms than in amorphous or mixed-phase crystalline titania. This could be the reason for higher silver diffusivity obtained in sample 6.1 than in the remaining samples.

Sodium diffusion calculations were not that successful, which most likely is due to the first annealing conditions. Fitting the data into Fick’s second law was particularly difficult for samples annealed at relatively high temperatures. However the sample annealed at 400°C for 10 minutes did not cause problems while fitting raw data into the diffusion calculator program. In samples annealed at 600°C and the one annealed at 400°C for 30 minutes the concentration of sodium atoms in the titania coating was higher than the range in which the diffusion calculator operates. Therefore diffusivity values were only calculated for samples annealed at lower temperatures. Sodium consists of small and very mobile atoms; therefore even at relatively low temperatures it diffuses fairly easily through host lattices. Hence quite high diffusivity under relatively
low temperatures in this study is rather reasonable. The most obvious diffusion path here would be grain boundaries, as the atom packaging is poor in the grain boundaries and atoms can easily squeeze through it at low activation energies. [121] However due to the size of sodium atoms and their high mobility they can also easily travel through interstitials between atoms in crystals, also at relatively low activation energy.

Differences in diffusion coefficient values for silver and sodium obtained from analyzed samples are plotted in Figure 10.28. It can be seen that silver diffusivity values between samples 1.1-5.1 are quite similar, whereas sample 6.1 shows a significant increase. On the other hand, values for sodium are rather scattered and could only be calculated for samples annealed at relatively low temperatures.

Figures 10.29-10.30 represents an example of analytical solution to Fick’s second diffusion law, for silver and sodium, respectively. ‘Fit Ag/Na counts’ curve represents concentration of silver/sodium found by diffusion calculator (method closely described in Chapter 9.2.2), which represents an analytical solution of Fick’s law. The curve is fitted into normalized SIMS depth profiling data.

Table 10.10: Diffusion coefficient values (D) calculated from SIMS analysis for silver and sodium atoms in titania coatings.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>(D_{\text{Ag}} \text{[m}^2\text{/s]})</th>
<th>(D_{\text{Na}} \text{[m}^2\text{/s]})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>(1.35\times10^{-21})</td>
<td>(4.00\times10^{-21})</td>
</tr>
<tr>
<td>1.1</td>
<td>(7.00\times10^{19})</td>
<td>(6.00\times10^{19})</td>
</tr>
<tr>
<td>2.1</td>
<td>(7.50\times10^{19})</td>
<td>(2.10\times10^{18})</td>
</tr>
<tr>
<td>3.1</td>
<td>(8.50\times10^{19})</td>
<td>-</td>
</tr>
<tr>
<td>4.1</td>
<td>(5.50\times10^{19})</td>
<td>(4.50\times10^{19})</td>
</tr>
<tr>
<td>5.1</td>
<td>(6.00\times10^{19})</td>
<td>-</td>
</tr>
<tr>
<td>6.1</td>
<td>(1.60\times10^{18})</td>
<td>-</td>
</tr>
</tbody>
</table>
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Figure 10.28: Silver and sodium diffusion values calculated from selected titania samples.

Empty red squares in the graph above represent sodium diffusivity in samples annealed at relatively high temperatures. It was not possible to obtain these values using diffusion calculator. Annealing conditions for the samples were as follow: sample 1.1- as-deposited, sample 2.1- 200°C/10 min, sample 3.1- 400°C/30 min, sample 4.1- 400°C/10 min, sample 5.1- 600°C/10 min and sample 6.1- 600°C/30 min.
Figure 10.29: Example of analytical solution of Fick’s second diffusion law. Graph shows silver fit in sample 4.1. Depth (nm) as a function of relative Ag concentration with a fitted Ag data at concentration between 0-0.1 (see Chapter 9.2.2), which determines the diffusion coefficient value for silver atoms.

Figure 10.30: Sodium fitting into Fick’s second diffusion law (sample 4.1).
10.2.3 TiO$_2$: XPS Diffusion Studies

SIMS is not a quantitative analytical method, therefore the Ag/TiO$_2$/glass samples were also investigated by XPS. The analytical procedure is described in Chapter 9.2.

Figures 10.31 and 10.32 show XPS spectra obtained after the first sputtering sequence (i.e. after 4 minutes long sputtering the material off the sample surface) and after reaching the titania/glass interface, respectively. In Figure 10.31 the dominant ion detected at the film surface is silver, whereas while completing further sputtering sequences and penetrating into the film bulk, the silver signal disappears and the level of Ti and O becomes more significant (Figure 10.32). Furthermore, atoms like silicon, calcium and sodium seen in Figure 10.32 come from the glass substrate, which either diffused through the titania layer after heat treatment, or the titania/glass interface has been reached already.

![XPS Spectrum](image)

Figure 10.31: XPS spectrum collected for sample 6.1 after first sputter sequence (i.e. after first bombardment of the sample surface with Ar$^+$ gun to remove the material subjected to XPS depth profiling analysis).
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Figure 10.32: XPS spectrum collected for sample 6.1 after reaching the TiO₂/glass layer interface.

XPS depth profiling analysis is shown in Figures 10.33-10.35 and the first two figures present samples 2.1 and 6.1 aligned together. In this case the concentration of silver atoms is similar in both samples, suggesting that silver diffusion rates in these samples will be similar. SIMS depth profiling on the other hand, discussed in the previous chapter, showed a significant difference in silver profiles between samples 2.1 and 6.1. This is caused by the difference in sensitivity between XPS and SIMS. However Na profiles show quite significant differences in the concentration of sodium atoms detected in the selected TiO₂ coatings. In sample 6.1 Na has been picked up by XPS after 12 minutes of sputtering, whereas 16 minutes were required for sample 2.1 (see Figure 10.34). This indicates that sodium has travelled faster (and further) in the sample heated at a higher temperature. The level of Na detected by XPS depth profiling is significantly lower than in SIMS, due to differences in the sensitivity between these methods. XPS in general is much less sensitive that SIMS, but it is a quantitative technique, which describes ion intensities in atomic concentration percentage. On the other hand quantification of SIMS images requires the use of a reference standard of a known mass, since the intensity of the secondary ion current is not solely dependent on the amount of molecule present in the sample. Factors influencing signal intensity
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include the chemical composition of the sample matrix, topography, matrix-primary ion interactions, instrumental transmission and detector response. [137]

Figure 10.35 shows samples 3.1 and 4.1 aligned together. These samples were annealed at 400°C for different times of 10 and 30 minutes. Once more SIMS depth profiling picked up significant differences in the amount of sodium in the titania coating. However, here, due to the lower sensitivity of XPS analysis this difference in sodium intensity is not significant. There is only a slightly higher concentration of Na detected in sample 3.1, annealed for 30 minutes, than in sample 4.1, annealed at 400°C for 10 minutes.

Figure 10.33: Atomic concentration against sputtering time. XPS profile collected from samples 2.1 and 6.1.
Results: Titanium Dioxide Coatings

Figure 10.34: Magnification of the titania/glass interface region of Figure 10.33, to emphasise the difference in sodium profiles in samples 2.1 and 6.1.

Figure 10.35: Atomic concentration versus sputtering time collected from sample 3.1 and 4.1 by XPS depth profiling analysis.
10.3 TiO₂: Summary

TiO₂ annealing studies showed that the as-deposited magnetron sputtered titania coatings had rather amorphous structures with some predominant semi-crystalline regions with a very small grain sizes. The structure transforms through a mixed crystalline phase into pure anatase when the samples undergo post-deposition heat treatment. Samples annealed at temperatures above 600°C shows mainly rutile structures, which are known to be formed by more energetic processes than anatase. Therefore total anatase-to-rutile transformation should occur after annealing at even higher temperatures than 800°C, and/or longer annealing times, which could not be studied here, due to the limitations of the glass substrate; soda-lime glass starts softening at about 726°C.

SEM micrographs showed smooth and dense film surfaces, with some small defects or crystals existing on the surface. It was shown that coatings undergo re-crystallisation during annealing at 700°C and above. Large grains have been noticed after heat treatment at elevated temperatures. Raman analysis of these grains has not confirmed a specific crystalline phase of titanium dioxide, rather mixed anatase-rutile crystals. However increasing annealing temperature has led to increased rutile phase in the mixed structure, therefore further temperature rise could lead to complete anatase to rutile transformation. EDX analysis showed that the titania coatings deposited in this work has had stoichiometric compositions in most films, which is dependent on Ar/O₂ ratio during film sputtering. AFM analysis showed that the surface roughness of the TiO₂ samples equals about 13 nm Ra, and differs between as-deposited and annealed coatings only by about 0.6 nm, which therefore will not have a significant impact on diffusion.

Annealing time plays an important role in structure formation and also in diffusion processes. Silver diffuses faster through samples which were subjected to the highest annealing temperature and longer annealing time. This may be related to the anatase microstructure and crystal packaging in the lattice. Diffusion of silver in the remaining samples occurs with similar rates; therefore it most likely occurs along similar paths. As volume diffusion occurs from one interstitial site to another and requires high activation energy, resulting in relatively slow diffusion rates. It is more likely that also in these samples silver was travelling along surface defects. [121] Sodium on the other hand diffuses during the first annealing conditions, and the second annealing process has a significant impact on Na migration just in the case of the as-deposited sample and the
sample annealed at 200°C. For small and very mobile sodium cathions diffusion through interstitials may occur easily in all samples, as they can readily fit through the interstitial sites of larger atoms. Grain boundary diffusion on the other hand, serves as additional fast tracks for sodium atoms in crystalline samples. Sodium diffusion could not be calculated in samples annealed at higher temperatures due to diffusion calculator limitations. The data was out of the range in which calculator operates.

Both SIMS and XPS analysis showed similar trends in sodium and silver migration through the titania coatings, despite quite significant differences in sensitivity and performance of both techniques. In both cases silver does not show vast differences in diffusivity values, whereas sodium significantly changes its profile. This is related to the first annealing conditions of the titania samples, before the silver layer deposition.
11. Results: Al-doped Zinc Oxide Coatings

Al-doped zinc oxide samples have been deposited at MMU in the Large Area coating rig, as described in Chapter 9.1. Samples were divided into two batches. Batch 1 contained relatively thick ZnO samples (~1 µm) and in Batch 2 samples have had a thickness of around 80 nm. The reason for this approach was the requirement for examination of the Al-doped ZnO coatings by EDX, which requires a thickness of about 1 µm to produce reliable set of results.

11.1 Thick Al-doped ZnO: Coating Characterisation

Table 11.1 shows deposition conditions of five aluminium doped zinc oxide samples and a thickness assigned to these samples obtained by Dektak profilometer after sample deposition.

Table 11.1: Deposition conditions for Al-doped ZnO coatings.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>0.35</td>
<td>0.98±0.04</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>250</td>
<td>10</td>
<td>15</td>
<td>0.30</td>
<td>1.02±0.04</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>250</td>
<td>15</td>
<td>15</td>
<td>0.22</td>
<td>0.96±0.03</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>250</td>
<td>11</td>
<td>15</td>
<td>0.76</td>
<td>0.93±0.04</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>250</td>
<td>15</td>
<td>15</td>
<td>3.25</td>
<td>1.16±0.04</td>
</tr>
</tbody>
</table>

Samples were analysed by EDX to find their composition. The stoichiometric composition of 2 wt % Al-doped zinc oxide consists of 78.7 wt % of Zn, 19.8 wt % of O, which in atomic composition equates to 48.5 at % of Zn, 48.5 at % of O and 3.0 at % of Al. However while depositing coatings reactively in mixed Ar/O₂ gasses environments it is quite difficult to find the ideal deposition conditions to create coatings having exactly stoichiometric composition. Possible formation of AlₙOₓ may occur alongside ZnO, which may be incorporated into the coating structure, and therefore change the coating stoichiometry. Results presented in Table 11.2 show that except for sample 5, there is a slightly higher oxygen content within the samples, which
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may be due to an excess of reactive gas during film deposition. The zinc content is slightly lowered in favour of the amount of Al. This could be due to the development of a small amount of Al₂O₃ alongside the Al-doped ZnO formation.

Table 11.2: Composition of Al-doped ZnO coatings.

<table>
<thead>
<tr>
<th></th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
<th>Sample 4</th>
<th>Sample 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn at%</td>
<td>42</td>
<td>41</td>
<td>37</td>
<td>44</td>
<td>48</td>
</tr>
<tr>
<td>Zn wt%</td>
<td>74</td>
<td>73</td>
<td>70</td>
<td>75</td>
<td>78</td>
</tr>
<tr>
<td>O at%</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>49</td>
<td>46</td>
</tr>
<tr>
<td>O wt%</td>
<td>22</td>
<td>22</td>
<td>24</td>
<td>21</td>
<td>18</td>
</tr>
<tr>
<td>Al at%</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Al wt%</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

SEM micrographs of the as-deposited AZO samples were prepared and examined. Coatings show dense structures with relatively small grains existing on the surface. Most of the samples show relatively rough surfaces, except sample 2. Quite large grains can be distinguished on surface of the film in samples 2 and 4, with fewer, larger grains present in sample 2. Figures 11.1-11.5 show images collected from selected samples.
Figure 11.1: SEM micrographs of the fracture section of AZO sample 1 deposited onto float glass substrate.

Figure 11.2: SEM image of the top surface of Al-doped ZnO sample 2, deposited onto float glass substrate.
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Figure 11.3: SEM micrograph of the top surface of AZO sample 3, deposited on float glass substrate.

Figure 11.4: SEM micrograph of the fracture section of the sample 4, deposited onto float glass substrate.
11.2 Thin Al-doped ZnO: Coating Characterisation

Thin (~80 nm) aluminium doped zinc oxide samples were deposited as described in Chapter 9.1. Table 11.3 presents the deposition conditions used during the production of these films (at a constant argon flow rate of 35 SCCM), as well as oxide annealing conditions and thickness measured by Dektak profilometer assigned to each sample.
Table 11.3: Deposition conditions of thin Al-doped ZnO samples.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>300</td>
<td>0.9</td>
<td>8</td>
<td>650(^{\circ})/5 min</td>
<td>80±1.0</td>
</tr>
<tr>
<td>2.1</td>
<td>300</td>
<td>0.8</td>
<td>8</td>
<td>650(^{\circ})/5 min</td>
<td>90±5.0</td>
</tr>
<tr>
<td>3.1</td>
<td>500</td>
<td>0.3</td>
<td>13</td>
<td>650(^{\circ})/5 min</td>
<td>76±3.0</td>
</tr>
<tr>
<td>4.1</td>
<td>300</td>
<td>0.4</td>
<td>10</td>
<td>650(^{\circ})/5 min</td>
<td>80±1.0</td>
</tr>
<tr>
<td>5.1</td>
<td>300</td>
<td>0.2</td>
<td>12</td>
<td>650(^{\circ})/5 min</td>
<td>83±2.0</td>
</tr>
<tr>
<td>6.1</td>
<td>500</td>
<td>0.3</td>
<td>15</td>
<td>650(^{\circ})/5 min</td>
<td>78±2.0</td>
</tr>
<tr>
<td>7.1</td>
<td>300</td>
<td>0.6</td>
<td>9</td>
<td>650(^{\circ})/5 min</td>
<td>83±2.0</td>
</tr>
<tr>
<td>8.1</td>
<td>300</td>
<td>0.6</td>
<td>9</td>
<td>-</td>
<td>83±2.0</td>
</tr>
<tr>
<td>9.1</td>
<td>500</td>
<td>0.3</td>
<td>13</td>
<td>-</td>
<td>76±3.0</td>
</tr>
</tbody>
</table>

To characterise the crystal structure of the post-deposition annealed Al-doped ZnO samples XRD analysis was performed (see Chapter 9.2.1). Figure 11.6 shows Al-doped ZnO XRD diffractograms collected from nine selected samples. Samples are assigned to have a typical wurtzite structure of ZnO, which is the most common and thermodynamically stable under ambient conditions. The wurtzite structure has a hexagonal unit cell and belongs to the \( C_{6h}^{4} \) space group in the Schoenflies notation. [138-139]

In all cases the (002) ZnO peak was distinguished. Peak broadness is due to grain size and calculated grain size values are presented in Table 11.4. The peak width suggests that the grain sizes are relatively small in each analysed sample. This is due to dependency between peak broadening and grain size; peak broadening indicates a decrease in grain size. In other words, sharp, thin peaks indicate large grains, while short, rounded peaks usually represents small grains in the crystal structure. This assumption agrees with grain sizes calculated using the full width half maximum of the (002) peaks from the Debye-Scherrer equation (see Chapter 8.5), although the effects of micro-strain have not been de-convoluted. [140]
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Figure 11.6: Al-doped ZnO samples deposited onto float glass substrate, analyzed by XRD.

It was found that the grain sizes are similar for the most of the samples, except samples 6.1 and 9.1. In these cases, grain sizes are smaller than 10 nm. Both samples were deposited under similar condition (~0.3 Pa operating pressure, 500 W power introduced to the magnetron and with a 35 and 15 SCCM flows of argon and oxygen gas, respectively), but sample 9.1 has not been post-deposition annealed at 650°C. It may suggest that this heat treatment does not have a crucial impact on the crystalline structure of the Al-doped ZnO films. On the other hand, when comparing grain sizes of samples 3.1 and 9.1 the difference in grain size is significant. Samples 3.1 and 9.1 have been deposited under identical conditions, but sample 3.1 was annealed after deposition at 650°C. The grain size increases from 9.3 nm in as-deposited sample 9.1 to 14.5 nm after heat treatment in sample 3.1, which implies that the post-crystallisation occurs due to the heat treatment.
Table 11.4: Grain size and d-spacing estimated from the (002) Al-doped ZnO peak.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>1.1</th>
<th>2.1</th>
<th>3.1</th>
<th>4.1</th>
<th>5.1</th>
<th>6.1</th>
<th>7.1</th>
<th>8.1</th>
<th>9.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grain size [nm]</td>
<td>12.9</td>
<td>14.5</td>
<td>14.5</td>
<td>15.0</td>
<td>12.9</td>
<td>7.2</td>
<td>12.9</td>
<td>12.0</td>
<td>9.3</td>
</tr>
<tr>
<td>d-spacing [nm]</td>
<td>0.260</td>
<td>0.260</td>
<td>0.260</td>
<td>0.260</td>
<td>0.259</td>
<td>0.263</td>
<td>0.260</td>
<td>0.260</td>
<td>0.263</td>
</tr>
</tbody>
</table>

The d-spacing values presented in Table 11.4 are in good agreement with the literature value of d=0.2602 nm for zinc oxide. [141] Samples 6.1 and 9.1 show slightly higher values of 0.263 nm, which indicates peak shifts to the lower 2θ angle. This may be due to the intrinsic stress of the coating, as it is known that compressive stress causes peak shifts to lower angles in XRD. It is known that compressive stress within the coating causes an increase in the d-spacing between the planes in the crystal, and it has been already observed by numbers of authors. [142-148] Thornton et al. [149] showed that heavy ions or energetic particles striking the film during deposition are responsible for compressive stresses. The energy of the ions bombarding the growing film will be greatest at lower sputtering pressures. Samples 6.1 and 9.1 were deposited under the lowest operating pressure chosen in this work (0.3 Pa) and a higher power of 500 W was introduced to the magnetron. In this case it is possible that shifts to the lower 2θ angles are caused by compressive stress. Sample 3.1, which was deposited under identical conditions to sample 9.1, but was then post-deposition annealed at 650°C for 5 minutes, does not show a peak shift, which may be due to re-crystallisation and stress relaxation as a result of the annealing process. On the other hand, sample 6.1 which has also been post-deposition annealed, showed the lowest grain size values from all of the samples. This sample has been deposited under low operating pressure and high power but also under the highest oxygen flow rate. When increasing oxygen flow rate the number of highly energetic ions increases due to the presence of O⁻ species in the plasma. Therefore the low grain size in this case may be due to a higher number of high energy particles impinging on the coating surface. However Kappertz and others showed in their study that varying the oxygen/argon ratio did not have a significant impact onto film texture. [150] Further work is required to investigate changes in plasma behaviour with pressure and oxygen ion to depositing atom ratio and its impact on the film structure.
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AFM analysis was carried out onto selected Al-doped zinc oxide samples, to compare surface roughness between samples deposited under different conditions. Figure 11.7 shows 1 µm x 1 µm images of selected AZO samples. Table 11.5 shows root-mean-square (RMA) and roughness average (Ra) values for each sample. The RMS value is the biggest for sample 2 and equals 1.1 nm, whereas the remaining samples have RMS values below 1 nm. All of the selected samples show similar grain sizes, therefore we can exclude that the difference in roughness is related to grain size. Sample 2.1 was deposited at the highest operating pressure, whereas the smoothest, sample 3.1, was deposited under higher power. Both pressure and power play an important role in sputter deposition processes and can be used to deliberately change film structure, and both could have played a role in the roughness variation in the analysed coatings. Therefore, at higher operating pressures, i.e. sample 2.1, the mean-free-path decreases, which cause a reduction of ion and neutral energies due to gas phase collisions. Particles incident at the substrate surface may not have enough energy to diffuse and form dense films. When films are deposited under higher power, as in case of sample 3.1, then the voltage which drives the ion current is higher, and therefore the ions energy is high (higher accelerating voltage). Nevertheless roughness values found for AZO samples are quite low in general and the difference in Ra between samples in small, which means that each sample has a relatively smooth surface. This, in turn, means that interface roughness effects will not have an impact on silver diffusion through the AZO films.

Figure 11.7: AFM images collected from selected Al-doped ZnO samples deposited onto float glass substrate.
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Table 11.5: Ra and RMS values obtained from selected Al-doped ZnO samples.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Ra [nm]</th>
<th>RMS [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 2.1</td>
<td>0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>Sample 3.1</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Sample 5.1</td>
<td>0.8</td>
<td>1.0</td>
</tr>
</tbody>
</table>

The optical properties of Al doped ZnO films were measured to find refractive index (n) and extinction coefficient (k) values for the selected coatings. In Table 11.6 the n and k values at 550 nm wavelength are listed. The literature values of the refractive index for zinc oxide are 2.008, 2.029 [151], and values obtained for n from optical analysis are 1.90-1.93 and slightly decreases from 1.93 to 1.90 when the operating pressure was increased for the analysed Al-doped zinc oxide samples. Extinction coefficient values are very low and vary from 4.05×10⁻⁵ to 1.38×10⁻⁸. Such a low values of k~0 indicate that Al-doped ZnO films are highly non-absorbing, and were also found by other authors to be as low as characterised in this work. [152-156]

Table 11.6: Optical constants of Al-doped ZnO selected samples as a function of pressure.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Pressure [Pa]</th>
<th>Refractive index (n)</th>
<th>Extinction coefficient (k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>0.9</td>
<td>1.90</td>
<td>6.69×10⁻⁸</td>
</tr>
<tr>
<td>3.1</td>
<td>0.3</td>
<td>1.93</td>
<td>1.47×10⁻⁶</td>
</tr>
<tr>
<td>5.1</td>
<td>0.2</td>
<td>1.93</td>
<td>3.79×10⁻⁶</td>
</tr>
<tr>
<td>6.1</td>
<td>0.3</td>
<td>1.92</td>
<td>2.46×10⁻⁶</td>
</tr>
<tr>
<td>8.1</td>
<td>0.8</td>
<td>1.91</td>
<td>4.05×10⁻⁵</td>
</tr>
<tr>
<td>9.1</td>
<td>0.6</td>
<td>1.91</td>
<td>1.38×10⁻⁷</td>
</tr>
</tbody>
</table>
11.2.1 Thin Al-doped ZnO: Diffusion Studies

The Ag/ZnO/glass samples were characterized using TOF-SIMS as described in Chapter 9.2.2. Figure 11.8 presents a standard sample analysed by TOF-SIMS, which as in the titania study, explained in Chapter 10, was a sample that after being over coated with silver was not submitted to post-deposition heat treatment at 250°C for 5 minutes, but instead was measured after spending approximately 24 hours at room temperature. The degree of sodium in the sample is due to the Al-doped ZnO annealing at 650°C. Figures 11.9 and 11.10 show examples of the composition profiles for Ag/ZnO/glass stacks in as-deposited and annealed samples, respectively. The region on the x axis where the sodium profile rises dramatically is the point where the soda-lime glass substrate has been reached.

![Graph showing composition profiles](image)

Figure 11.8: TOF-SIMS depth profiling collected from Al-doped ZnO standard sample on float glass substrate. Detected species creates ion clusters with caesium sputter beam, which are less matrix dependent than metal ions (see Chapter 9.2.2).
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Figure 11.9: Example of TOF-SIMS diffusion profile from as-deposited Al-doped ZnO sample 8.1.

Figure 11.10: Example of TOF-SIMS profile collected from annealed Al-doped ZnO sample 3.1.
The results obtained from TOF-SIMS analysis show almost no difference in silver diffusion profiles between all nine aluminium doped zinc oxide samples (see Table 11.7). Silver diffusion coefficient values varied between 1.8 and 7.5×10^{-21} \text{ m}^2/\text{s} in selected samples. There is no obvious trend between operating pressure and oxygen flow and diffusivity of silver atoms. Figure 11.11 shows scattered data points suggesting that, over the range tested, operating conditions have no impact on silver diffusivity. This is related to the Al-doped zinc oxide structure, which proved to be similar for all the coatings deposited for the purpose of this study. Relatively small diffusivity values suggest that Al-doped zinc oxide is rather difficult material to diffuse through for silver atoms. In comparison with titanium dioxide samples studied in Chapter 10, where diffusivity values as high as 10^{-19} \text{ m}^2/\text{s} were obtained for most of the samples, silver migration rates through Al-doped ZnO are two orders of magnitude lower. This implies that Al-doped ZnO will provide a more efficient Ag diffusion barrier layer when deposited adjacent to silver in low emissivity stacks. The diffusivity of silver atoms through the AZO standard sample at room temperature was found to be 1.55×10^{-23} \text{ m}^2/\text{s}.

Figure 11.11: The dependency of silver diffusion values on operating pressure and oxygen flow during AZO samples deposition. Samples were post-deposition annealed at 650°C.
The intensity of sodium on the other hand, which migrates from the glass substrate through dielectric films, differs significantly in as-deposited and annealed AZO samples. Sodium in the as-deposited sample (Figure 11.9) has only been detected near the zinc oxide/glass interface region (at the depth of about 120 nm), whereas in the annealed sample (Figure 11.10) it can be still seen at the depth of about 40 nm, within the zinc oxide layer. This behaviour is caused by the first annealing conditions, and therefore sodium diffuses faster in toughened samples. The second annealing at 250°C may not cause any more differences in the diffusion profiles. The diffusivity of sodium in samples annealed at 650°C show almost no difference, as the values stay between 1 and 2×10^{-18} m^2/s, and sample 6 shows an even lower sodium diffusion value of 8×10^{-19} m^2/s. The diffusivity for the as-deposited samples was 2 orders of magnitude lower than in the annealed samples. Moreover sodium is a much smaller element than silver, which makes it even easier to travel through host lattices. Figure 11.12 shows the dependency of AZO films deposition conditions against sodium diffusivity. As in the case of silver, there is no obvious trend detected. The graph contains only heat treated samples, as in the as-deposited ones the difference in sodium diffusion is due to annealing not operating conditions.

![Graph showing sodium diffusion dependency on operating pressure and oxygen flow during coatings deposition. No trend obtained.](image-url)
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Figures 11.13 and 11.14 show examples of the analytical solution to Fick’s second law of diffusion in zinc oxide samples for silver and sodium, respectively. Calculated values of diffusion coefficient can be seen in Table 11.7 for both silver and sodium atoms.

Table 11.7: Diffusion coefficient values obtained by fitting TOF-SIMS data to Fick’s second diffusion law analytical solution. $D_{\text{Ag}}$ and $D_{\text{Na}}$ show diffusion coefficients for silver and sodium atoms, respectively.

<table>
<thead>
<tr>
<th>ZnO</th>
<th>$D_{\text{Ag}}$ [m$^2$/s]</th>
<th>$D_{\text{Na}}$ [m$^2$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>1.55x10^{-23}</td>
<td>-</td>
</tr>
<tr>
<td>1.1</td>
<td>5.00x10^{-21}</td>
<td>1.50x10^{-18}</td>
</tr>
<tr>
<td>2.1</td>
<td>2.50x10^{-21}</td>
<td>1.90x10^{-18}</td>
</tr>
<tr>
<td>3.1</td>
<td>5.00x10^{-21}</td>
<td>2.00x10^{-18}</td>
</tr>
<tr>
<td>4.1</td>
<td>3.50x10^{-21}</td>
<td>1.00x10^{-18}</td>
</tr>
<tr>
<td>5.1</td>
<td>7.50x10^{-21}</td>
<td>1.50x10^{-18}</td>
</tr>
<tr>
<td>6.1</td>
<td>1.80x10^{-21}</td>
<td>8.00x10^{-19}</td>
</tr>
<tr>
<td>7.1</td>
<td>3.50x10^{-21}</td>
<td>1.25x10^{-18}</td>
</tr>
<tr>
<td>8.1</td>
<td>5.00x10^{-21}</td>
<td>3.20x10^{-20}</td>
</tr>
<tr>
<td>9.1</td>
<td>2.50x10^{-21}</td>
<td>2.75x10^{-20}</td>
</tr>
</tbody>
</table>

Figure 11.13: An example of an analytical solution to Fick’s second law for silver atoms in the Al-doped ZnO sample 1.1.
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Figure 11.14: An example of an analytical solution to Fick’s second law for sodium atoms in the Al-doped ZnO sample 8.1.

11.3 Al-doped ZnO: Summary

Al-doped zinc oxide samples have been deposited in two batches for coating characterisation. The first batch contained samples of about 1 µm thickness, which were characterised by EDX and SEM. The second batch which contained Al-doped ZnO films of about 80 nm thickness was analysed by XRD, AFM and optical spectroscopy. Samples were over-coated with silver and analysed by TOF-SIMS to determine the diffusion rates of silver and sodium atoms.

EDX analysis showed that the samples have atomic compositions very close to stoichiometric, with slightly heightened oxygen content, which was most likely due to flooding the chamber with O₂ during deposition. Also as the aluminium content in the samples is higher, the formation of AlₓOₓ might have occurred.

SEM images showed that each sample has a fully dense structure with some texture existing on the surface.

XRD analysis distinguished one characteristic peak for ZnO crystals at 34.44°, which represents the (002) peak of a typical wurtzite ZnO crystalline structure. Samples
Results: Al-doped Zinc Oxide Coatings

consist of relatively small grains and show some peak shifts to lower 2θ values, which are most likely due to the intrinsic stress of the coating.

AFM analysis performed on selected Al-doped ZnO samples showed that samples had rather smooth surfaces, as in each case RMS values were determined to be close to 1 nm. Optical analysis was performed on selected AZO samples to find refractive indices and extinction coefficient values. It was found that refractive indices tend to decrease with increasing operating pressure while depositing the samples.

Diffusion studies revealed that silver diffusion coefficient values are very similar in all analysed samples and their values are very low and stays between 1.8-7.5×10^{-21} m²/s. Sodium on the other hand diffuses significantly faster in annealed samples, which is directly connected to the first annealing temperature of 650°C. The diffusion coefficient values obtained for sodium in as-deposited samples are two orders of magnitude smaller than in annealed ones at around 3×10^{-20} m²/s. Therefore the Al-doped ZnO coatings acts as excellent barrier coatings for silver atoms and show very good results for sodium diffusion, when not annealed at relatively high temperatures.
12. **Results: Zinc Stannate Coatings**

Zinc stannate coatings were deposited in the Pilkington Technology Management Ltd. in Lathom, as described in the experimental procedures section (Chapter 9.1). Coatings were subjected to annealing and then analysed by XRD, AFM, SEM and optical spectroscopy to characterise the structure of the deposited zinc stannate films. After over-coatings the Zn$_2$SnO$_4$ layers with silver the samples were re-annealed at 250°C for 5 minutes and analysed by TOF-SIMS.

12.1 **Zn$_2$SnO$_4$: Coating Characterisation**

Table 12.1 presents deposition conditions assigned to 20 zinc stannate samples deposited in this study. Run conditions and the magnetron types used to deposit the zinc stannate films are assigned to each sample, as well as the post-deposition annealing conditions. Thickness of deposited samples was estimated to be 80 nm (with ±1.0 nm variations).
## Results: Zinc Stannate Coatings

Table 12.1: Deposition conditions for zinc stannate coatings.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Magnetron type</th>
<th>Power [kW]</th>
<th>Pressure [Pa]</th>
<th>O₂ flow [SCCM]</th>
<th>Annealing conditions [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DC</td>
<td>1</td>
<td>0.3</td>
<td>70</td>
<td>650</td>
</tr>
<tr>
<td>2</td>
<td>DC</td>
<td>3</td>
<td>0.3</td>
<td>120</td>
<td>650</td>
</tr>
<tr>
<td>3</td>
<td>DC</td>
<td>3</td>
<td>0.3</td>
<td>170</td>
<td>650</td>
</tr>
<tr>
<td>4</td>
<td>DC</td>
<td>3</td>
<td>0.8</td>
<td>120</td>
<td>650</td>
</tr>
<tr>
<td>5</td>
<td>DC</td>
<td>3</td>
<td>1.2</td>
<td>120</td>
<td>650</td>
</tr>
<tr>
<td>6</td>
<td>DC</td>
<td>5</td>
<td>0.3</td>
<td>150</td>
<td>650</td>
</tr>
<tr>
<td>7</td>
<td>Dual AC</td>
<td>3</td>
<td>0.3</td>
<td>120</td>
<td>650</td>
</tr>
<tr>
<td>8</td>
<td>Dual AC</td>
<td>3</td>
<td>0.3</td>
<td>170</td>
<td>650</td>
</tr>
<tr>
<td>9</td>
<td>Dual AC</td>
<td>3</td>
<td>0.8</td>
<td>100</td>
<td>650</td>
</tr>
<tr>
<td>10</td>
<td>Dual AC</td>
<td>3</td>
<td>1.2</td>
<td>100</td>
<td>650</td>
</tr>
<tr>
<td>11</td>
<td>Dual AC</td>
<td>5</td>
<td>0.3</td>
<td>140</td>
<td>650</td>
</tr>
<tr>
<td>12</td>
<td>Dual AC</td>
<td>5</td>
<td>0.3</td>
<td>160</td>
<td>650</td>
</tr>
<tr>
<td>13</td>
<td>Rot. AC</td>
<td>3</td>
<td>0.3</td>
<td>100</td>
<td>650</td>
</tr>
<tr>
<td>14</td>
<td>Rot. AC</td>
<td>3</td>
<td>0.3</td>
<td>170</td>
<td>650</td>
</tr>
<tr>
<td>15</td>
<td>Rot. AC</td>
<td>5</td>
<td>0.8</td>
<td>80</td>
<td>650</td>
</tr>
<tr>
<td>16</td>
<td>Rot. AC</td>
<td>5</td>
<td>1.2</td>
<td>80</td>
<td>650</td>
</tr>
<tr>
<td>17</td>
<td>DC</td>
<td>3</td>
<td>0.3</td>
<td>120</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>Dual AC</td>
<td>3</td>
<td>1.2</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>19</td>
<td>Dual AC</td>
<td>5</td>
<td>0.3</td>
<td>160</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>Rot. AC</td>
<td>3</td>
<td>0.3</td>
<td>100</td>
<td>-</td>
</tr>
</tbody>
</table>
XRD analysis was carried out on selected zinc stannate samples. Samples were scanned for 5 hours using the X’Celerator detector at Lathom. Figure 12.1 shows an overlay of the nine diffractograms collected from selected zinc stannate samples. No crystallographic reflections were obtained from any of the coatings indicating that there was either no crystallinity or any present crystallinity was below the detection sensitivity of the measurements. The background shapes detected are typical of amorphous materials indicating that some short-range order is present. However it was reported in the literature that RF deposited zinc stannate films sputtered from ceramic targets show crystallographic reflections after annealing at 650°C and above. [51, 57] Nevertheless in most cases the annealing time was much longer and equalled 1 hour in contrast to the 5 minutes applied in this work. Therefore annealing time may not be sufficient for amorphous zinc stannate to convert into inverse spinel Zn$_2$SnO$_4$ crystals. Moreover it was pointed out that the optimal conditions of formation of a crystalline ZTO structure is post-deposition annealing at 800°C, which could not be performed here due to glass substrate limitations. [157-158]

![Figure 12.1: XRD results collected from selected zinc stannate samples post-deposition annealed at 650°C.](image-url)
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SEM analysis showed that the zinc stannate films consisted of very smooth and dense, glassy like structures, with small defects existing on the surfaces. This is a characteristic of amorphous structures, which has been already determined by XRD. Examples of the structures are shown in Figures 12.2-12.3.

Figure 12.2: SEM micrographs of the fracture section of the zinc stannate sample 2 deposited onto float glass substrate.
Figure 12.3: SEM micrograph of the fracture section of zinc stannate samples deposited onto float glass.

Figure 12.4 shows 500 nm x 500 nm AFM images of selected ZTO samples. Table 12.2 shows root-mean-square (RMS) and roughness average (Ra) values for each sample. Sample 12 showed the lowest values for root mean square and roughness average from the six selected samples, which suggests that sample 12 has the smoothest surface. Sample 2 on the other hand shows the highest RMS and Ra values, and so shows the roughest surface. This sample was deposited under a working pressure of 0.3 Pa by DC sputtering, whereas sample 12 was deposited under a similar pressure in dual AC mode. There are no significant differences in surface roughness observed between the other samples.
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Figure 12.4: AFM images of six selected zinc stannate samples deposited onto float glass substrate.

Table 12.2: ZTO samples RMS and Ra values obtained from AFM analysis.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>RMS [nm]</th>
<th>Ra [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 μm × 1μm</td>
<td>500nm ×500nm</td>
</tr>
<tr>
<td>2</td>
<td>1.092</td>
<td>0.835</td>
</tr>
<tr>
<td>5</td>
<td>0.732</td>
<td>0.723</td>
</tr>
<tr>
<td>10</td>
<td>0.711</td>
<td>0.765</td>
</tr>
<tr>
<td>12</td>
<td>0.310</td>
<td>0.284</td>
</tr>
<tr>
<td>13</td>
<td>0.467</td>
<td>0.569</td>
</tr>
<tr>
<td>15</td>
<td>0.502</td>
<td>0.435</td>
</tr>
</tbody>
</table>
The optical properties of the Zn₂SnO₄ films were measured to find refractive index (n) and extinction coefficient (k) values of the selected coatings. In Table 12.3 the n and k values at 550 nm wavelength are listed. The literature values of the refractive index for zinc stannate are 2.12-2.15 [159] and values obtained from optical analysis for n and k are 2.00-2.07 and 0.00615-0.00195 respectively. The values of refractive index slightly decreased from 2.05 to 2.00 when the operating pressure increased for the zinc stannate films deposited by AC power. Samples sputtered under DC conditions did not follow the same trend.

Table 12.3: Optical constants of Zn₂SnO₄ selected samples as a function of pressure.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Pressure [Pa]</th>
<th>Refractive index (n)</th>
<th>Extinction coefficient (k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.3</td>
<td>2.00</td>
<td>6.32x10⁻³</td>
</tr>
<tr>
<td>10</td>
<td>1.2</td>
<td>2.00</td>
<td>3.10x10⁻³</td>
</tr>
<tr>
<td>12</td>
<td>0.3</td>
<td>2.07</td>
<td>1.25x10⁻³</td>
</tr>
<tr>
<td>13</td>
<td>0.3</td>
<td>2.05</td>
<td>1.95x10⁻³</td>
</tr>
<tr>
<td>15</td>
<td>0.8</td>
<td>2.05</td>
<td>1.25x10⁻³</td>
</tr>
<tr>
<td>17</td>
<td>0.3</td>
<td>2.05</td>
<td>6.22x10⁻³</td>
</tr>
</tbody>
</table>

12.2 Zn₂SnO₄: Diffusion Studies

Silver diffusion occurs significantly faster in zinc stannate than in the other oxide films, so far investigated. Figure 12.5 shows a standard sample analysed by TOF-SIMS and the silver diffusion coefficient calculated for this sample is 7x10⁻²³ m²/s. High sodium level in this sample is related to first annealing of oxide coating at 650°C for 5 minutes.

In most cases there is an insignificant difference in the Ag diffusivity values between the annealed and as-deposited ZTO samples as values varies between 1 and 2x10⁻¹⁸ m²/s. The only exception is sample 19, which was determined to have a silver diffusion coefficient of 1x10⁻¹⁹ m²/s. Sodium diffusion on the other hand is impossible to measure using the diffusion calculator, probably due to the path of the diffusing atoms. It is
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possible that sodium has found a fast path through zinc stannate films, which enables it to diffuse through these coatings fairly easily. From the TOF-SIMS depth profiling obtained from the annealed sample presented in Figure 12.7 it can be seen that Na diffuses through the entire thickness of the zinc stannate coating and its concentration decreases when it has reached the silver layer.

Figures 12.6-12.7 show examples of depth profiles collected from as-deposited and annealed Ag/Zn$_2$SnO$_4$/glass samples respectively.

Figure 12.5: TOF-SIMS depth profiling collected from zinc stannate standard sample deposited onto float glass substrate.
Figure 12.6: An example of TOF-SIMS depth profiling in as-deposited zinc stannate sample 17.

Figure 12.7: TOF-SIMS profile for zinc stannate sample 7 annealed at 650°C.
Table 12.4 shows the diffusion coefficient values calculated for silver in 20 zinc stannate samples. As mentioned earlier there is almost no difference in Ag diffusivity in the analysed samples, however sample 19, which has been deposited using the dual AC magnetron type, which was driven at 5 kW power at an operating pressure of 0.3 Pa and oxygen flow rate of 160 SCCMs shows a significantly lower diffusion rate than the remaining samples. This sample was not post-deposition annealed at 650°C for 5 minutes, but only at 250°C after silver deposition. Sample 12 on the other hand, which was deposited under the same conditions as sample 19, but was annealed at 650°C, presents silver diffusion in a similar range to that obtained for the other zinc stannate samples. Figure 12.8 magnifies the silver profiles of the TOF-SIMS curves at the knee-like region where the silver intensity heads towards zero, to see more clearly the difference in the diffusion distance in these two samples. There is a clear difference in silver distribution between these two samples. The curve obtained from sample 19 shows a smaller $\sqrt{Dt}$ length (see Chapter 6.5), which generally represents lower diffusion flux, whereas in the profile obtained from sample 12, the length is longer suggesting a higher diffusion rate. In general, it is expected that for a diffusion free system the profile of the diffusing species rapidly drops to zero when the interface between two species (films) is reached. The diffusion of silver occurs in these samples during annealing. The annealing temperature and time are equal for both samples, and under these conditions silver atoms travel through the interface into the adjacent film to a distance $\sqrt{Dt}$. When the diffusion rate is higher $\sqrt{Dt}$ becomes longer, and therefore the profile of sample 12 shows a larger slope than the profile of sample 19. However the reason for higher Ag diffusivity in this sample is not clear as there is no correlation between deposition conditions and diffusion coefficient values (more repeats needed). Figures 12.9-12.11 show diffusion values as a function of pressure, power and oxygen flow in samples deposited from three different magnetron configurations. In each case data are scattered showing no trend in diffusion coefficient values. Therefore silver diffusion in zinc stannate coatings appears to be independent of deposition conditions, which is due to the fact that zinc stannate coatings deposited under different deposition conditions show similar amorphous structures, which do not change after annealing at 650°C for 5 minutes, as was described in the previous chapter.
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Figure 12.8: Magnifies profile of silver curves collected by TOF-SIMS depth profiling from samples 12 and 19. Quite a significant difference in the diffusion distance has been distinguished.

Figure 12.9: Silver diffusion dependency on operating pressure. Samples deposited from single planar magnetron in DC mode, from dual planar magnetrons in AC mode and from rotatable cylindrical in AC mode.
Figure 12.10: Silver diffusion dependency on power used during sample deposition. Samples sputtered from dual planar and rotatable cylindrical magnetrons in AC mode and from single planar magnetron in DC mode.

Figure 12.11: Silver diffusion coefficient dependency on oxygen flow rate during samples deposition in three magnetron configuration systems: DC and AC sputtered from planar targets and rotatable AC from cylindrical targets.
It was not possible to determine the diffusion coefficient values from the sodium profiles using the diffusion calculator. This anomaly is probably caused by the nature of migration of sodium atoms in annealed zinc stannate samples. Figure 12.12 shows an example of modelled sodium data obtained using a diffusion calculator programme. The fitting of the complementary error function (analytical solution to Fick’s second law) is not satisfactory, as the shape of the Na curve is nothing like that expected according to the Fickian diffusion mechanism (see Chapter 6.5.2). It seems like sodium rapidly diffuses through the entire thickness of the zinc stannate coatings and starts to slow down at the zinc stannate/silver interface. This suggests that the silver layer serves as a more difficult medium to travel through than the ZTO coatings. The major difference between those coatings is the crystal structure. As discussed earlier, zinc stannate coatings remain amorphous even after annealing, whereas metallic silver layers present typical face-centred cubic arrangements in the lattice. Amorphous materials have lower densities than crystalline materials due to random arrangements in the lattice and, as in the case of glassy silica, they can have dangling bonds, which promote diffusion. It is known that rapid diffusion occurs through interstitial sites (open spaces between atoms in the matrix) and this is the path which is usually ideal for small atoms, like Na. However if the structure of the hosting coating was rather open then also larger metal atoms could find their way to diffuse through these interstitial sites. [95] This may be the case here, as sodium diffuses very easily through zinc stannate coatings, whereas silver, which has an atomic size much larger than sodium, also has found a quick way through Zn$_2$SnO$_4$ compared with the previously studied materials in this work. Moreover when sodium reaches the silver/zinc stannate interface the diffusion rate decreases rapidly, which is caused by the structure of the silver layer. In crystalline close packed arrangements the diffusion occurs by different mechanisms than in amorphous materials (see Chapter 6.6). The structure is now closed and it is more challenging to diffuse through the lattice. The only fast tracks are grain boundaries and dislocations, which in the case of sodium migration are not faster to travel along than the zinc stannate lattice.

In as-deposited ZTO samples sodium diffusion coefficient values are low and were determined to be about $1\times10^{-20}$ m$^2$/s. Sample 20 shows the lowest diffusion coefficient value of $4\times10^{-21}$ m$^2$/s and it was deposited in AC mode from a dual cylindrical rotatable magnetron configuration at an operating pressure of 0.3 Pa, oxygen flow of 100 SCCM and an applied power of 3 kW. The remaining as-deposited samples were deposited
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under the broad range of conditions (see Table 12.1), but there is no correlation between deposition conditions and sodium diffusivity. Sample 17 was sputtered under similar conditions to sample 20, but in DC mode from a planar magnetron. However, the sodium diffusion coefficient value established for this sample is $1.13 \times 10^{-20} \text{ m}^2/\text{s}$. The main difference between these samples was the mode and magnetron type used to deposit the coatings. Since there is no other as-deposited sample sputtered from rotatable magnetrons and analysed by TOF-SIMS, it cannot be confirmed that operating conditions have had an impact on film structure and hence on sodium diffusion.

Table 12.4: Diffusion coefficient values obtained from zinc stannate samples by fitting TOF-SIMS data to Fick’s second diffusion law. $D_{\text{Ag}}$ and $D_{\text{Na}}$ describes diffusion coefficient values calculated for silver and sodium atoms respectively.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>$D_{\text{Ag}}$ [m$^2$/s]</th>
<th>$D_{\text{Na}}$ [m$^2$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>7.00×10^{-23}</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>1.80×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>2.30×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>1.90×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>1.35×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>2.40×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>2.00×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>1.50×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>1.87×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>1.10×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>1.00×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>2.00×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>2.00×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>1.20×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>1.20×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>2.15×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>1.47×10^{-18}</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>1.20×10^{-18}</td>
<td>1.13×10^{-20}</td>
</tr>
<tr>
<td>18</td>
<td>1.20×10^{-18}</td>
<td>1.00×10^{-20}</td>
</tr>
<tr>
<td>19</td>
<td>1.00×10^{-19}</td>
<td>1.50×10^{-20}</td>
</tr>
<tr>
<td>20</td>
<td>1.40×10^{-18}</td>
<td>4.00×10^{-21}</td>
</tr>
</tbody>
</table>
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Figure 12.12: An example of Na counts fitting into diffusion calculator of the annealed zinc stannate sample 6.

Figure 12.13: An example ZTO sample 9 silver data fitted into diffusion calculator to find the analytical solution to Fick’s diffusion law.
12.3 **Zn$_2$SnO$_4$: Summary**

ZTO coatings were deposited in Pilkington Technology Management Ltd. laboratories in Lathom. Overall 20 samples were prepared under a wide range of operating conditions. Samples were sputtered from three different magnetron configuration systems: planar magnetrons in DC and AC mode, and from cylindrical rotatable magnetrons in AC mode.

XRD analysis showed no difference in crystal structures between the samples, even after annealing. All of the samples analysed in this studies remained amorphous. SEM micrographs showed that ZTO films have dense and smooth surfaces with a glassy finish characteristic of amorphous materials. Selected samples were analysed by AFM to find surface roughness. Analysed samples showed smooth surfaces with RMS values below 1 nm, except for sample 2, deposited in DC mode at 0.3 Pa operating pressure. Optical spectroscopy analysis determined refractive indices and extinction coefficient values for selected samples at 550 nm wavelength. Refractive index seems to decrease when operating pressure increases in samples deposited in AC power.

Diffusion measurements determined that the silver diffusion coefficient values for all of the samples were in the range of 1-2.5×10$^{-18}$ m$^2$/s, and that the lowest diffusion coefficient value was obtained for as-deposited sample 19. No trend was observed in diffusion coefficient values against deposition conditions used during sample preparation or after heat treatment. Therefore it can be assumed that in general annealing at 250°C and/or deposition conditions (over the range tested) does not influence the silver diffusion rates through ZTO films. Sodium diffuses very quickly through entire ZTO layers, and its profile suddenly drops down when the silver/ZTO interface is reached. This may be related to the differences in the crystalline structure of these films, as in general diffusion occurs more rapidly in amorphous materials. The sodium diffusion rates in as-deposited samples stayed in the range of 10$^{-20}$ m$^2$/s for most of the samples, except sample 20, which was found to have the diffusion coefficient equal to 4×10$^{-21}$ m$^2$/s.
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Silicon nitride thin films were deposited at MMU in the Large Area coating chamber. The methodology has been described in Chapter 9. Coatings were reactively sputtered from a silicon target in the presence of nitrogen gas. Table 13.1 lists the samples with the deposition conditions assigned to them.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>300</td>
<td>0.3</td>
<td>11</td>
<td>650°C</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>0.3</td>
<td>10</td>
<td>650°C</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>0.5</td>
<td>9</td>
<td>650°C</td>
</tr>
<tr>
<td>4</td>
<td>300</td>
<td>0.5</td>
<td>11</td>
<td>650°C</td>
</tr>
<tr>
<td>5</td>
<td>300</td>
<td>0.9</td>
<td>9</td>
<td>650°C</td>
</tr>
<tr>
<td>6</td>
<td>300</td>
<td>0.9</td>
<td>9</td>
<td>650°C</td>
</tr>
<tr>
<td>7</td>
<td>150</td>
<td>0.3</td>
<td>9</td>
<td>650°C</td>
</tr>
<tr>
<td>8</td>
<td>150</td>
<td>0.5</td>
<td>11</td>
<td>650°C</td>
</tr>
<tr>
<td>9</td>
<td>300</td>
<td>0.9</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>0.5</td>
<td>11</td>
<td>-</td>
</tr>
</tbody>
</table>

13.1 \(\text{Si}_3\text{N}_4\): Coating Characterisation

XRD analysis was carried out onto selected, post-deposition annealed silicon nitride coatings, scanning samples from 5 to 75 degrees 2\(\theta\) for 30 minutes using a X\'Celerator detector. No crystallographic reflections were obtained from any of the coatings, indicating that there was either no crystallinity or any present crystallinity was below the detection sensitivity of the measurements. Therefore a more surface sensitive analysis technique was used; glancing angle XRD (GA-XRD), which also failed to identify crystallinity within the selected sample (see Figure 13.3). Consequently the \(\text{Si}_3\text{N}_4\) coatings have been characterised as being amorphous. The background features detected are typical of amorphous materials indicating that some short-range order is present. Löbl et al. have investigated silicon nitride coatings deposited by magnetron
sputtering and determined that silicon nitride films become crystalline after annealing at 825°C. Below this temperature coatings remained amorphous. Moreover he pointed out that as-deposited silicon nitride has so called dangling bonds, which are responsible for electrical conductivity. Annealing reduces the number of dangling bonds leading to fewer states in the band gap, therefore reducing its conductivity. [160]

The results from XRD collected from all the samples are presented in Figures 13.1. Figure 13.2 compares diffractograms collected from two samples deposited under the same conditions, but where one sample was post-deposition annealed at 650°C and the other was not, to emphasise that the crystal structure does not change after high temperature treatment.

Figure 13.1: XRD spectra collected from ten Si$_3$N$_4$ samples investigated in this work.
Figure 13.2: XRD spectra collected from samples deposited under the same condition, but sample 5 was post-deposition annealed at 650°C, whereas sample 9 was not.

Figure 13.3: Silicon nitride sample 2 deposited onto float glass substrate, analyzed by glancing angle X-ray diffraction.
X-Ray reflectometry (XRR) was performed on silicon nitride samples to model thickness, roughness and density of the coatings. Reflectograms were obtained by scanning each sample for 2 hours using the phase detector.

Samples 1, 2, 3 and 4 provided good fits; whereas the remaining samples (5-10) provided satisfactory fits. Figures 13.4 and 13.5 show spectra collected from good and satisfactory XRR fits respectively. The good fit represents the modelled data, which largely corresponds to the measured data line, with some discrepancies, and therefore presents a low level of uncertainty of the modelled data. Thickness, roughness or density of some layers is different than expected. The satisfactory fit shows average level of uncertainty, as the model fit roughly corresponds to the measured data line. Thickness, roughness or density of most layers in this case varied from the expected. The modelled thicknesses, density and roughness values are shown in Table 13.2. There is a low level of uncertainty for the model data sets with good fits and an average level of uncertainty for the model data sets with satisfactory fits. The theoretical density of silicon nitride films is 3.4 g/cm$^3$, whereas measured values for silicon nitride films varied from 2.6 g/cm$^3$ for samples 10 to 3.2 g/cm$^3$ for sample 7. However for most of the samples the density is around 3 g/cm$^3$ and post deposition annealing at 650$^\circ$C for 5 minutes does not cause a significant difference in film density. Sample 8 shows the lowest density, which may be related to the deposition conditions used. The relatively low power of 150 W used for sample deposition might have a significant impact on the structure of the silicon nitride films. Operating a magnetron at low power usually means the discharge voltage is also low, leading to a lower ion current and lower ion energies. Consequently when particles arrive on the substrate surface they may not have enough energy to create dense films. As densification occurs by surface diffusion processes it is reasonable to assume that molecules having relatively low energy will not be as mobile as highly energetic ones in film densification. Sample 7 was also deposited at 150 W and its density is comparable with the remaining samples. However samples 7 and 8 were also deposited under different pressures of 0.3 and 0.5 Pa, respectively. It is known that during sputtering process the mean free path of incident ions decreases when operating pressure increases, therefore ion energy is reduced. This means that sample 8, deposited under higher pressure had a shorter mean free path than sample 7, and therefore ions incident at the substrate surface had lower energy on average than those in sample 7. This means that both low power and higher operating pressure could
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have been responsible for creation of more open film structures due to the delivery of lower energy ions to the substrate surface.

Film roughness was measured against standard roughness values obtained for float glass which is equal to 0.6 nm. Surface roughness varied from 0.8 nm obtained for sample 1, to 3.1 nm for sample 6. Comparing as-deposited and annealed samples, which were deposited under the same conditions, it can be seen that in each case the difference in surface roughness before and after annealing is insignificant. In the case of sample 5 (annealed) and 9 (as-deposited) the change in roughness equals 0.3 nm and is higher in the as-deposited sample, whereas samples 8 (annealed) and 10 (as-deposited) shows identical values of roughness average values of 2.1 nm. Therefore it can be assumed that annealing conditions do not affect the surface roughness of the silicon nitride films investigated in this study. However the highest Ra values have been obtained for samples deposited under the highest operating pressure of 0.9 Pa. Figure 13.6 shows the gradual increase of surface roughness values with operating pressure. Li et al. reported that in RF magnetron sputtered Si₃N₄ films, coating density increased with increasing nitrogen/argon flow ratio from 2.4 to 3.17 g/cm³, but no correlation was observed between roughness and gas flow, as on average Ra value were around 0.6 nm. [161] Xu et al. on the other hand showed that there is no correlation between substrate temperatures during film deposition and surface roughness or coatings density. Values varied from 3.06 to 3.12 g/cm³ for film density and from 0.44 to 0.5 nm for roughness obtained by XRR. Moreover he reported that surface roughness obtained from AFM analysis is around one half of the values detected by XRR and equalled around 0.24 nm. [162]

The coating thickness variation overall is close to the +/-5% expected for good model fits in XRR. Moreover the difference between thickness values measured physically by Dektak profilometry and those measured by XRR varies from 0 to 7.9 nm, which gives a maximum percent of difference of about 9%.
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Table 13.2: Table shows thickness values, roughness average and density modelled by XRR. Samples 1-8 were post-deposition annealed at 650°C for 5 minutes, whereas samples 9 and 10 were not. Thickness compared with physically measured values by Dektak profilometry.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>XRR Thickness [nm]</th>
<th>Dektak Thickness [nm]</th>
<th>Ra [nm]</th>
<th>Density [g/cm³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80.7</td>
<td>86±2.0</td>
<td>0.8</td>
<td>3.0</td>
</tr>
<tr>
<td>2</td>
<td>75.7</td>
<td>80±1.0</td>
<td>1.0</td>
<td>3.0</td>
</tr>
<tr>
<td>3</td>
<td>86.0</td>
<td>80±2.0</td>
<td>1.2</td>
<td>3.0</td>
</tr>
<tr>
<td>4</td>
<td>81.5</td>
<td>80±2.0</td>
<td>1.4</td>
<td>3.1</td>
</tr>
<tr>
<td>5</td>
<td>89.4</td>
<td>81±1.0</td>
<td>2.5</td>
<td>3.1</td>
</tr>
<tr>
<td>6</td>
<td>86.7</td>
<td>93±2.0</td>
<td>3.1</td>
<td>2.9</td>
</tr>
<tr>
<td>7</td>
<td>76.8</td>
<td>81±1.0</td>
<td>1.9</td>
<td>3.0</td>
</tr>
<tr>
<td>8</td>
<td>70.8</td>
<td>73±3.0</td>
<td>2.1</td>
<td>2.7</td>
</tr>
<tr>
<td>9</td>
<td>85.6</td>
<td>80±1.0</td>
<td>2.8</td>
<td>2.9</td>
</tr>
<tr>
<td>10</td>
<td>73.0</td>
<td>73±3.0</td>
<td>2.1</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Figure 13.4: X-ray reflectometry spectra showing good data fit in silicon nitride samples 1-4 deposited onto float glass substrate and annealed at 650°C for 5 minutes.
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Figure 13.5: XRR plot of silicon nitride samples 5-8 deposited onto float glass substrate, post-deposition annealed at 650°C for 5 minutes. Samples show satisfactory fit.

Figure 13.6: Ra values as a function of operating pressure obtained for silicon nitride samples. Roughness gradually increases when operating pressure increases.
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Stoichiometric silicon nitride-Si$_3$N$_4$ consists of 60.1 wt % of Si (42.9 at %) and 39.9 wt % of N (57.2 at %), and according to EDX results all of the deposited samples show similar composition. The amount of nitrogen in all samples is about 1-2% less than in stoichiometric silicon nitride, which may be due to sample contamination. There is a small amount of oxygen detected in the samples, which probably comes from the sample surface, due to sample oxidation in the atmosphere after deposition. If there was oxygen present in the silicon nitride coating, its amount would have been significantly higher. Silicon tends to bond more easily with oxygen than with nitrogen, so the SiO$_2$ would have been formed, and therefore a higher oxygen content would have been detected. Table 13.3 shows EDX results collected from selected Si$_3$N$_4$ samples. The operating conditions during sample deposition as well as thickness are described in the table.

Table 13.3: EDX results collected from selected silicon nitride samples.

<table>
<thead>
<tr>
<th></th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si at %</td>
<td>43</td>
<td>43</td>
<td>43</td>
</tr>
<tr>
<td>Si wt%</td>
<td>61</td>
<td>61</td>
<td>60</td>
</tr>
<tr>
<td>N at %</td>
<td>56</td>
<td>56</td>
<td>55</td>
</tr>
<tr>
<td>N wt%</td>
<td>39</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>O at %</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>O wt%</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Operating Pressure [Pa]</td>
<td>0.3</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>N$_2$ flow rate [SCCM]</td>
<td>11</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Power [W]</td>
<td>300</td>
<td>300</td>
<td>150</td>
</tr>
<tr>
<td>Thickness [µm]</td>
<td>1.00±0.03</td>
<td>1.09±0.01</td>
<td>0.97±0.02</td>
</tr>
</tbody>
</table>

SEM images have been collected from three selected samples. All micrographs show fully dense and rather smooth surfaces. As-deposited samples have glassy like structures with some grains or defects existing on the sample surface. Annealed samples on the other hand show more texture on the surface. This is caused by heat treatment, as it is known that the grain growth and re-crystallisation is a thermally activated process. Nevertheless XRD data did not show crystalline diffraction in annealed or as-deposited silicon nitride samples. Figures 13.7-13.12 show micrographs collected from selected Si$_3$N$_4$ samples.
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Figure 13.7: SEM micrograph of the top surface of the as-deposited silicon nitride sample 1, deposited onto float glass substrate.

Figure 13.8: SEM micrograph of the silicon nitride surface collected from sample 1 deposited onto float glass, post-deposition annealed at 650°C for 5 min.
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Figure 13.9: SEM image of the top surface of the as-deposited silicon nitride sample 2, deposited onto float glass.

Figure 13.10: SEM image collected from the top surface of the Si$_3$N$_4$ sample 2 deposited onto float glass, post-deposition heat treated at 650$^\circ$C for 5 minutes.
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Figure 13.11: SEM micrograph of the as-deposited silicon nitride sample 7, deposited onto float glass substrate.

Figure 13.12: SEM micrograph of the top surface of silicon nitride sample 7 deposited onto float glass, post-deposition annealed at 650°C for 5 minutes.
AFM analysis was used to estimate surface roughness and morphology of silicon nitride films. Selected, post-deposition annealed silicon nitride samples deposited under different conditions were subjected to surface roughness analysis to investigate the dependency between deposition conditions and the surface roughness of these films.

Figure 13.13 represents 1 µm x 1 µm images collected from selected silicon nitride samples. Table 13.4 shows Ra and RMS values obtained for each analysed sample. All of the samples present rather smooth surfaces, with root-mean-square values below 0.5 nm. Samples 1 and 4 show the smoothest surfaces, whereas sample 6 presents the most texture. However the difference in RMS values obtained from AFM analysis between analysed samples is very small, therefore insignificant for diffusion studies. Moreover roughness obtained by AFM is much smaller than characterised by XRR. However from both analyses sample 1 shows the smoothest surface, whereas sample 6 presents the highest surface roughness value. Nevertheless, comparing AFM results with images obtained from SEM, quite significant difference in texture between as-deposited and annealed samples has been obtained. AFM suggest that the surface is very smooth after annealing at 650°C for 5 min, however some defects (or grains) have been detected and are presented as light-orange spots in the Figure 13.13 (Sample 1 and 4), which suggest that the height of these grains is significantly larger than the surrounding surface. As the surrounding film area is very smooth the RMS and Ra values obtained from AFM are very small, and therefore the texture obtained from SEM could be related to these defects, which arose during heat treatment and falsely seemed to represent rather rough film surface.

Figure 13.13: AFM images collected from selected silicon nitride samples post-deposition annealed at 650°C for 5 minutes.
Table 13.4: Ra and RMS values obtained from silicon nitride samples.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Ra [nm]</th>
<th>RMS [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Sample 4</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Sample 6</td>
<td>0.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>

### 13.2 \(\text{Si}_3\text{N}_4\): Diffusion Studies

Silicon nitride samples have been analysed by TOF-SIMS to measure the diffusion coefficient of silver and sodium atoms. Figure 13.14 presents a standard sample, measured without applying second annealing at 250°C after silver deposition. The silver diffusion coefficient in the standard sample was calculated to be \(1 \times 10^{-24} \text{ m}^2/\text{s}\). Figure 13.15 and 13.16 show schematic representations of TOF-SIMS depth profiling in annealed and as-deposited samples, respectively. The main and very evident difference between these two spectra is the sodium profile. The level of Na in the annealed sample is significantly higher than in the heat treated samples. This suggests that during the first annealing at 650°C sodium diffuses through almost the entire thickness of the silicon nitride coating. Whereas, the as-deposited sample shows sodium atoms only close to the glass/silicon nitride coating interface.
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Figure 13.14: TOF-SIMS depth profile of a standard silicon nitride sample deposited onto float glass substrate.

Figure 13.15: TOF-SIMS depth profiling collected from silicon nitride/Ag sample 5 deposited onto float glass, post-deposition annealed at 650°C for 5 minutes.
Table 13.5 shows diffusion coefficient values calculated for silver and sodium in silicon nitride samples. Diffusion modelling showed that silver diffuses at similar rates in all Si₃N₄ samples prepared in this work. The diffusion rates are relatively low and stay in the range of 1-5.5×10⁻²₀ m²/s for all of the samples. Sample 6 and 7 shows the highest diffusion rate of 5.5×10⁻²₀ m²/s, whereas in samples 2-4 diffusion coefficient values are the lowest. However there is no correlation obtained between depositions conditions plotted against diffusion coefficient values presented in Figures 13.17 and 13.18. Therefore silver diffuses through silicon nitrite coatings at an average rate of 2×10⁻²₀ m²/s independently of the operating conditions selected in this work.

Furthermore no difference in silver diffusion coefficient values was obtained between the annealed and as-deposited Si₃N₄ samples. XRD analysis showed that silicon nitride samples stay amorphous after annealing at 650°C, and even though SEM micrographs showed differences in the texture between as-deposited and annealed samples roughness values provided by AFM analysis showed very small RMS values.

Sodium on the other hand diffuses with different rates through the silicon nitride samples. Diffusion coefficient values vary from 1×10⁻²₀ to 1.1×10⁻¹⁸ m²/s. However the majority of samples show sodium diffusion rates to be around 2×10⁻¹⁹ m²/s, except the
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as-deposited samples, in which diffusivity is in the range of $10^{20}$ m$^2$/s. Moreover samples 1 and 8 have sodium diffusion coefficient values of $1\times10^{20}$ and $1.1\times10^{18}$ m$^2$/s, respectively. Sample 1 has a diffusivity value as low as those obtained for the as-deposited samples, even though this sample was annealed at 650°C and then after silver layer deposition, re-annealed at 250°C for 5 minutes. This sample was deposited at a pressure of 0.3 Pa, 11 SCCM of nitrogen flow and power delivered to the magnetron of 300 W, and as mentioned earlier in this chapter, it was characterised by AFM to have the smoothest surface. Sample 2 was deposited under similar conditions; however sodium diffusion in this sample is greater by one order of magnitude. Comparing SEM images collected from samples 1 and 2 before and after annealing at 650°C, sample 1 seemed to develop more texture. This may suggest that the glassy-like, more open amorphous structure presented in as-deposited film has created more closely packed grains in the lattice, and possibly reduced the number of dangling bonds making the silicon nitride lattice more difficult for sodium atoms to diffuse through.

Sample 8 shows the highest diffusion coefficient value obtained for sodium in silicon nitride samples equal to $1.1\times10^{18}$ m$^2$/s. Silicon nitride in general has a dense structure and unlike silica does not provide open channels, therefore it effectively blocks even small ions, such as Na$^+$. However as it was discussed earlier, sample 8 was sputtered at 0.5 Pa operating pressure and 11 SCCM of nitrogen introduced into the chamber during sputtering, with the magnetron driven at 150 W. X-ray reflectivity measurements showed that sample 8 has the lowest density from all the silicon nitride samples analysed in this work, equal to 2.7 g/cm$^3$. This was assigned to relatively low ion energy and therefore the creation of a more open structure in the film compared to the remaining samples. As a result, sodium could find it easier to diffuse though the free spaces in this coating than in remaining silicon nitride films.
Table 13.5: Diffusivity values calculated for silver ($D_{Ag}$) and sodium ($D_{Na}$) in silicon nitride samples.

<table>
<thead>
<tr>
<th>Sample number</th>
<th>$D_{Ag}$ [m$^2$/s]</th>
<th>$D_{Na}$ [m$^2$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>1.00×10$^{-24}$</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>1.20×10$^{-20}$</td>
<td>1.00×10$^{-20}$</td>
</tr>
<tr>
<td>2</td>
<td>1.00×10$^{-20}$</td>
<td>2.00×10$^{-19}$</td>
</tr>
<tr>
<td>3</td>
<td>1.00×10$^{-20}$</td>
<td>1.50×10$^{-19}$</td>
</tr>
<tr>
<td>4</td>
<td>1.00×10$^{-20}$</td>
<td>3.00×10$^{-19}$</td>
</tr>
<tr>
<td>5</td>
<td>2.50×10$^{-20}$</td>
<td>1.00×10$^{-19}$</td>
</tr>
<tr>
<td>6</td>
<td>5.50×10$^{-20}$</td>
<td>2.00×10$^{-19}$</td>
</tr>
<tr>
<td>7</td>
<td>5.50×10$^{-20}$</td>
<td>1.50×10$^{-19}$</td>
</tr>
<tr>
<td>8</td>
<td>1.30×10$^{-20}$</td>
<td>1.10×10$^{-18}$</td>
</tr>
<tr>
<td>9</td>
<td>2.50×10$^{-20}$</td>
<td>2.50×10$^{-20}$</td>
</tr>
<tr>
<td>10</td>
<td>1.30×10$^{-20}$</td>
<td>4.00×10$^{-20}$</td>
</tr>
</tbody>
</table>

Figure 13.17: Silver and sodium diffusivity as a function of operating pressure in silicon nitride samples. No clear trends obtained.
13.3  $\text{Si}_3\text{N}_4$: Temperature Dependence of Silver Diffusion

The temperature dependency of silver diffusion was investigated using the Arrhenius diffusion principle, described in Chapter 6.6. Sample 7 was chosen to investigate the changes in silver diffusion after annealing at four different temperatures. Sample 7, in which diffusion was already investigated after annealing at 250°C, was additionally annealed at 100, 400 and 600°C for 5 minutes, and the silver diffusion was also investigated by TOF-SIMS analysis. Table 13.6 shows silver diffusion coefficient values found for the different temperature treatments.

Table 13.6: Diffusion coefficient values obtained for $\text{Si}_3\text{N}_4$/Ag samples annealed at 100, 250, 400 and 600°C for 5 minutes.

<table>
<thead>
<tr>
<th>Annealing Temperature [°C]</th>
<th>$D_{\text{Ag}}$ [m$^2$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>$2.00 \times 10^{-20}$</td>
</tr>
<tr>
<td>250</td>
<td>$5.50 \times 10^{-20}$</td>
</tr>
<tr>
<td>400</td>
<td>$6.00 \times 10^{-18}$</td>
</tr>
<tr>
<td>600</td>
<td>$1.35 \times 10^{-17}$</td>
</tr>
</tbody>
</table>
Figure 13.19 shows an Arrhenius plot of the logarithms of diffusion coefficients, $lnD$, as a function of the reciprocal temperature, $\frac{1}{T}$ [K$^{-1}$]. Plotting the Arrhenius equation should give a linear dependency between temperature and diffusivity, where the gradient equals $-\frac{Q}{R}$, where $Q$ is the activation energy for diffusion and $R$ is the gas constant (8.314 J/mol K) and the intercept allows calculation of the frequency factor value ($D_0$). Hence, from the plot showed in Figure 13.19 the activation energy was found to be approximately 38.1±1.9 kJ/mol (~0.3945 eV) and the frequency factor equals $2.13 \times 10^{-15}$ m$^2$/s.

![Arrhenius plot](image)

**Figure 13.19:** Arrhenius dependency between diffusion and annealing temperature obtained from selected silicon nitride/silver sample annealed at the temperature range of 100-600°C.

A satisfactory trend was obtained from plotting the natural logarithm of diffusion coefficient against inverse temperature. As expected, diffusion coefficient values increase with increasing annealing temperature. Values calculated for activation energy and the frequency factor are much lower than reported in the literature, i.e. for silver self-diffusion in the lattice, an activation energy of 170 kJ/mol (~1.77 eV) and a frequency factor of $4 \times 10^{-6}$ m$^2$/s were obtained. [84] Many authors have used the Arrhenius plot to determine the dependency between silver diffusion and annealing
temperature in thin films or bulk materials. For example Lee et al. investigated the diffusion of silver in copper films and found the activation energy and frequency factor to be 0.46±0.06 eV and ~1×10^{-12} m^2/s respectively [163]; Chen et al. found that the Ag activation energy to diffuse through Si (111) is 2.46±0.26 eV. [164] Moreover Xiangyang et al. found that Ag diffusing through Ni-B alloys requires an activation energy of 0.58 eV and D_0 is 3.9×10^{-10} m^2/s [165], and Bacaksiz et al. reported that the activation energy and frequency factor of silver diffusing in ZnS are 0.1 eV and 8×10^{-13} m^2/s respectively. [166] Activation energy, which describes the minimum energy required for diffusion to occur, varies and depends on the temperature and on the matrix or system through which silver is diffusing. Q values obtained here are rather average compared with silver activation energy values found in other materials. The frequency factor on the other hand is between 2 to 5 orders of magnitude lower compared to those from the literature.

13.4 \textbf{Si}_3\textbf{N}_4: \textbf{Summary}

Silicon nitride samples were deposited onto float glass samples, post-deposition annealed at 650°C for 5 minutes and over-coated with silver. Samples were characterised by XRD, XRR, EDX, SEM and AFM analysis to learn about coatings structures, morphology and composition. X-ray diffraction was carried out on annealed and as-deposited samples, but in either case crystal diffraction was not detected. Glancing angle XRD also failed to detect crystallinity, therefore the silicon nitride samples have been characterised as amorphous.

X-ray reflectometry was used to estimate density and surface roughness values for the coatings. The lowest density was obtained in samples deposited at a power of 150 W, which was the lowest power used in this work to deposit Si_3N_4 films. Surface roughness analysis established that the highest roughness values were obtained for the samples deposited at the highest operating pressure of 0.9 Pa. Roughness values obtained from AFM, which was performed on 3 selected samples, showed much lower values of Ra compared to the XRR analysis. Nevertheless results from both analyses suggest that surface roughness increases with operating pressure.

SEM micrographs showed that silicon nitride coatings had smooth, glassy like structures characteristic of amorphous materials in the as-deposited samples. Images
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collected from annealed films indicate that during the heat treatment process grain growth occurred in silicon nitride films, which could be seen on the coating surfaces. However possible grain growth did not change the density of these coatings, as from XRR analysis no correlation was obtained between annealing and film density. AFM analysis, which was performed on heat treated samples only, suggests that the roughness has not changed after annealing, as values obtained from selected samples showed very low roughness, even for sample 1, which showed the most texture in SEM imaging. This could be related to defects on films surfaces, which were obtained in as-deposited samples and could have arisen during heat treatment, and as a result created an impression of relatively rough surface in SEM images.

EDX analysis showed that film composition was very close to stoichiometry, as each characterised sample showed only about 1% nitrogen deficiency. Moreover small amounts of oxygen were detected, which probably came from the sample surface, as only a trace of oxygen was detected.

Ag/Si$_3$N$_4$/glass samples were re-annealed at 250$^\circ$C for 5 minutes and analysed by TOF-SIMS. Data from depth profiling analysis were then fitted into the diffusion calculator to find diffusion coefficient values for silver and sodium atoms. It was found that silver diffuses at similar rates in annealed and as-deposited samples, whereas sodium diffusion rates varied in the range of $10^{-20}$ to $10^{-18}$ m$^2$/s. The diffusivity value for sample 1 was as low as the as-deposited samples, which is about one order of magnitude lower than the average value obtained for most of the samples of $2\times10^{-19}$ m$^2$/s. Sample 8 on the other hand, presents the highest diffusion rate obtained for sodium atoms in silicon nitride samples, and equals $1.1\times10^{-18}$ m$^2$/s. This was assigned to deposition conditions and the low energy of ions bombarding the substrate during film deposition. Hence, a more open film structure was created, which was confirmed by the density measurements by XRR. More open silicon nitride structures created an easier medium for sodium to travel through.

One sample was selected to investigate the dependency of silver diffusion on temperature using the Arrhenius relationship. The sample was annealed at 100, 400 and 600$^\circ$C in addition to 250$^\circ$C used for silver diffusion studies in the previous work. A satisfactory trend was obtained between diffusion coefficient values and temperature, as diffusion rate increased with annealing temperature. The activation energy and
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frequency factor values were found from the plot, and equal 38.1 kJ/mol and \(2.13 \times 10^{-15}\) m\(^3\)/s respectively.
14. Results: Dielectric/Ag/Dielectric Stacks

In this chapter silver diffusion in dielectric/Ag/dielectric ‘sandwich’ coatings is described. The dielectric coatings selected for this study were titanium dioxide, Al-doped zinc oxide and silicon nitride. Zinc stannate coatings were not prepared due to the lack of facilities at MMU, where the sandwich coatings were deposited. Each dielectric film was about 80 nm thick and they were deposited before and after a 10 nm layer of silver. These three layer stacks were deposited in the UPD450 coating chamber (see Chapter 10.2), without breaking the vacuum, by using a rotatable cylindrical drum as the substrate holder. This allowed the substrate to be held in front of each target in turn for the production of the stack. Deposition conditions were selected from previous investigations of coatings structures, and the deposition conditions and procedure is explained in Chapter 9.1.

Samples were post deposition annealed over the range of temperatures of 100-600°C and at an additional temperature of 250°C, which was used for the investigation of silver diffusion in dielectric/Ag layers in the previous chapters. Samples were annealed in air for 5 minutes and subjected to TOF-SIMS depth profiling analysis.

TiO₂/Ag/TiO₂ was also deposited onto silicon wafer substrates to compare the behaviour of silver on a ‘sodium free’ substrate. Samples deposited on Si wafer and glass substrates, were annealed at 250 and 600°C for 5 minutes and analysed by XPS in order to produce quantitative results. XPS measures the amount of material in atomic concentration percentage, which enables comparison of the areas under the silver curves. In theory the silver curve after annealing should have a Gaussian distribution, which broadens and lowers in intensity with time as silver diffusion progresses. Nevertheless the area under the curve should stay the same at all times.
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14.1 TiO₂/Ag/TiO₂

Figure 14.1 shows silver distribution in titania/silver/titania stacks as measured by TOF-SIMS depth profiling analysis in samples annealed over the range of temperatures between 100-600°C. Since TOF-SIMS analysis is not quantifiable, the intensity is described in arbitrary units and the values do not represent real atomic concentration of silver in these samples. Therefore the areas under the silver curves between samples do not represent the real change in the silver diffusion profile at different annealing temperatures, but gives an indication of how silver profiles develop with temperature.

![Silver profiles obtained by TOF-SIMS analysis in TiO₂/Ag/TiO₂ stacks, annealed at the range of temperatures of 100-600°C.](image)

Diffusion coefficient values for silver atoms have been calculated for each sample by fitting both sides of the curve to the diffusion calculator, assuming that due to the different surroundings at the boundaries of each titania layer in the deposited stack, silver may diffuse with slightly different rates (i.e. the upper dielectric layer has an open surface and the lower dielectric layer has an interface with the substrate, which may change the diffusion thermodynamics quite significantly). Diffusivity values have been then added together and the overall values are presented in Table 14.1. To find the dependency between the annealing temperature and the diffusion coefficient values an
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Arrhenius plot was used. Figure 14.2 shows that the data points are rather scattered. This is due to very similar diffusion rates between samples annealed at 100-500°C. These samples show silver diffusivity values in the range of $3-7 \times 10^{-21} \text{ m}^2/\text{s}$, whereas the sample annealed at 600°C shows the diffusion rate to be one order of magnitude higher than in the other samples. With that exception, the silver diffusion coefficients values are very similar in these samples, which suggests that there are very few if any changes in films thermodynamics due to increasing the annealing temperature, at least up to 500°C. It is important to remember, that each coating was only submitted to an annealing time of 5 minutes (then removed from the oven and cooled in air), and this time remained constant throughout the study of silver diffusion through dielectric/Ag/dielectric coatings. Many authors decreased the annealing time at higher temperature to provide similar thermodynamic conditions, as diffusion occurs faster at higher temperatures. Therefore decreasing the time of annealing allows balancing the rapid diffusion at higher temperatures with a slower process at relatively low temperatures. Thus, plotting the diffusivity values against temperature should give a linear relationship between $D$ and temperature. [9, 167-169] However in this study different annealing times were not investigated as this is not relevant to the project aims. Therefore it was shown here that annealing at temperatures up to 500°C will not change silver diffusion rates dramatically. Nevertheless Mallard et al. pointed out that for diffusivity values below $4 \times 10^{-15} \text{ m}^2/\text{s}$ the data tend to be scattered, therefore it is not considered as the best fit to the Arrhenius equation. [170] This also may be the case here as silver diffusion is in the range of $10^{-20} - 10^{-21} \text{ m}^2/\text{s}$.

Another possible explanation for data scattering is uncertainty resulting from the thermocouple in the oven used for the annealing process, which may not have been positioned correctly. However, this is unlikely to have introduced a large error in the data.
Table 14.1: Diffusion coefficient values calculated for titania/Ag/titania stack.

<table>
<thead>
<tr>
<th>Annealing Temperature [°C]</th>
<th>$D_{Ag}$ [m$^2$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>3.50×10$^{-21}$</td>
</tr>
<tr>
<td>200</td>
<td>6.75×10$^{-21}$</td>
</tr>
<tr>
<td>250</td>
<td>4.25×10$^{-21}$</td>
</tr>
<tr>
<td>300</td>
<td>5.80×10$^{-21}$</td>
</tr>
<tr>
<td>400</td>
<td>3.75×10$^{-21}$</td>
</tr>
<tr>
<td>500</td>
<td>5.00×10$^{-21}$</td>
</tr>
<tr>
<td>600</td>
<td>5.93×10$^{-20}$</td>
</tr>
</tbody>
</table>

Figure 14.2: Arrhenius dependency between temperature and diffusion coefficient values obtained from TiO$_2$/Ag/TiO$_2$ samples annealed at temperature range of 100-600°C.

To investigate if the entire silver amount deposited between the oxide layers would diffuse when the annealing time was increased, a titania/silver/titania sample was annealed at 600°C for one hour. The annealing time was selected to be long enough to make sure that silver will diffuse completely through the titania, taking into account the
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silver layer thickness and the modelled diffusion distances in samples annealed at the same temperature for 5 minutes. Figure 14.3 shows TOF-SIMS depth profiling analysis obtained from this sample. There is no silver peak detected here, which agrees with the theoretical assumptions that silver spreads throughout the titania layers. However, the silver intensity should be much higher than that shown in Figure 14.3. TOF-SIMS has an excellent sensitivity therefore, such a low signal picked up from the silver suggests that there is only a trace amount of silver remaining in the coating. This suggests that either the silver layer is evenly distributed across the sample giving only a few counts in every layer which has been sputtered off and analysed by TOF-SIMS or silver has diffused into the glass and TOF-SIMS is picking up traces of silver remaining in the coating. Moreover it is interesting to find that sodium has filled in the free space left between the titania coatings after silver has diffused. This suggests that perhaps a similar process to ion-exchanged diffusion has developed between Na and Ag. Silver-doped glass has applications in optoelectronics, colour changing in decorative glasses and in hybrid microelectronics, as interconnections or electrodes for dielectric layers. [171-173] It was reported that for thermal treatments at temperatures above 320°C and an annealing time of 1 hour the ion exchange process took place. Sheng et al. showed that during thermal annealing the ion-exchange process occurs and silver diffuses into the glass matrix replacing alkaline ions present on the glass surface. [172]

Figure 14.3: TOF-SIMS depth profiling collected from titania/silver/titania coating annealed at 600°C for 1 hour.
To measure the diffusion phenomena in titania/silver/titania coatings quantitatively, samples annealed at 250°C for 5 minutes and at 600°C for 5 minutes and 1 hour were investigated by XPS. Since it was observed that sodium diffuses from the glass through the entire thickness of the coating stack after annealing, additional sample were also deposited on silicon wafer substrates and annealed for 1 hour at 600°C for comparison purposes.

Figures 14.4-14.5 show silver representation in samples annealed at 250 and 600°C for 5 minutes and 600°C for 1 hour, deposited on glass and silicon wafer, respectively. Depth profiles are very different between the samples deposited on glass and silicon wafer. Samples were deposited during the same run therefore, any potential run-to-run variations can be excluded here. This suggests that the differences in coatings structure and silver behaviour are related to the substrate. In samples deposited on glass only the one annealed at 250°C shows a silver peak, whereas the remaining samples have almost no silver present in the coatings. Comparing samples deposited onto silicon wafer, there is visible layer of silver in each sample. The peak has a Gaussian shape only in the sample annealed at 250°C, however differences in silver distribution across samples annealed at 600°C are directly related to diffusion processes. Areas under the silver curve in samples deposited on Si wafer show less than 5% difference between samples annealed at 600°C and the one annealed at 250°C and equals 332 and 347.5 at %×s, respectively. Therefore silver is diffusing into the adjacent layers, but its presence can be still detected, unlike in the glass substrate, where XPS hardly picked up any signal from Ag atoms. A similar silver profile was detected by TOF-SIMS depth profiling in the sample deposited onto glass substrate and annealed at 600°C for one hour. This confirms that silver diffuses through the glass substrate during introducing longer annealing times at a relatively high temperature. On the other hand there is a relatively strong signal picked up from the sample annealed at 600°C for 5 minutes in TOF-SIMS analysis, whereas XPS failed to detect silver. This may be related to the higher sensitivity of the TOF-SIMS technique.
Figure 14.4: Silver distribution in samples deposited onto glass substrate annealed at 250, 600°C for 5 minutes and 600°C for 1 hour, analysed by XPS.

Figure 14.5: Silver profiles collected from titania/silver/titania samples deposited onto silicon wafer substrate and annealed at 250, 600°C for 5 minutes and at 600°C for 1 hour analysed by XPS.
The surface morphology of the TiO$_2$/Ag/TiO$_2$ samples deposited on glass and Si wafer annealed at 250°C and 600°C was investigated by SEM. It can be seen in most of the samples that due to the diffusion process, silver atoms have agglomerated on the film surface, creating clusters. The compositional contrast given by the backscatter detector gives a clear distribution of grains on the sample surface. Silver particles are brighter as they have the highest atomic number in the analysed titania/silver/titania stack. However the sample deposited onto a glass substrate and annealed at 600°C shows much less silver on the surface than the remaining samples. There are still white spots present, which are probably Ag atoms, but the characteristic clusters cannot be seen. This may be related to silver diffusion into the glass substrate. Figures 14.6-14.9 show SEM images collected from selected samples.

Figure 14.6: SEM image collected from titania/silver/titania sample deposited on glass, annealed at 250°C for 5 minutes.
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Figure 14.7: SEM micrograph of TiO₂/Ag/TiO₂ sample deposited onto glass substrate, post-deposition annealed at 600°C for 1 hour.

Figure 14.8: SEM image collected from TiO₂/Ag/TiO₂ sample deposited on Si wafer substrate, annealed at 250°C for 5 minutes.
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Figure 14.9: SEM micrograph of the top view of titania/Ag/titania sample deposited on Si wafer, annealed at 600°C for 1 hour.

To prove that the white areas detected by SEM analysis are really silver clusters EDX mapping was performed. Figure 14.10 shows atomic arrangements in the sample deposited onto silicon wafer and annealed at 600°C. Comparing the silver map with the SEM image it is clearly seen that the bright areas are silver agglomerations on the coating surface. However the mapping analysis could not be produced from the sample deposited onto the glass substrate and annealed at 600°C, due to the sensitivity limitation of the instrument used. Silver concentration is too low at the sample surface to distinguish it from other elements.
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Figure 14.10: EDX mapping performed onto TiO$_2$/Ag/TiO$_2$ sample deposited onto Si wafer substrate. Comparing EDX results with the surface image (SEM), it can be seen that the white clusters agglomerated onto the surface are silver atoms.

EDX compositional analysis was also performed to find the atomic composition of elements present in the titania/silver/titania samples, after the preliminary theory that silver migrates into the glass matrix. Tables 14.2 and 14.3 below show the composition of titania/silver/titania stacks deposited onto silicon wafer and glass substrates, respectively, and annealed at 600°C for 1 hour. The atomic concentration of silver in the sample deposited onto glass is about 3% less than in the sample deposited onto silicon wafer. This confirms that instead of creating cluster agglomerations on the film surface, silver probably diffuses into the glass substrate. Considering that the EDX ion beam penetrates the samples at about 1 µm deep, there is only about 170 nm of data picked up from coatings, whereas the remaining signal comes from glass substrate. The composition of silver is still extremely low in samples deposited on glass in comparison to those deposited on silicon wafer. This suggests that silver atoms have penetrated the glass deeper than 1 µm. It was reported elsewhere that after annealing at 600°C for 45 hours the depth reached by silver was more than 200 µm [172], therefore it might be expected that silver could have reached a greater depth than 1 µm in the glass matrix.
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Table 14.2: Elemental composition obtained from TiO$_2$/Ag/TiO$_2$ deposited onto glass, annealed at 600°C.

<table>
<thead>
<tr>
<th>Element</th>
<th>Wt %</th>
<th>At %</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>38</td>
<td>54</td>
</tr>
<tr>
<td>Na</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Mg</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Al</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Si</td>
<td>27</td>
<td>21</td>
</tr>
<tr>
<td>Ag</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Ca</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Ti</td>
<td>11</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 14.3: EDX results calculated from titania/silver/titania deposited onto Si wafer, annealed at 600°C.

<table>
<thead>
<tr>
<th>Element</th>
<th>Wt %</th>
<th>At %</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>15</td>
<td>27</td>
</tr>
<tr>
<td>Na</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Si</td>
<td>60</td>
<td>62</td>
</tr>
<tr>
<td>Ag</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>Ti</td>
<td>13</td>
<td>8</td>
</tr>
</tbody>
</table>
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14.2 Al-doped ZnO/Ag/Al-doped ZnO

AZO/Ag/AZO stacks were deposited onto glass substrates as described in Chapter 9.1. Samples were then annealed in the temperature range of 100-650°C for 5 minutes to investigate the diffusion of Ag through the adjacent layers. Figure 14.11 shows silver peak distributions in selected samples, and silver diffusion coefficient values calculated on both sides of the Gaussian curve and added together are presented in Table 14.4.

Figure 14.11: Silver distribution in AZO/Ag/AZO samples deposited onto float glass substrate, annealed at the range of temperature of 100-650°C.
Table 14.4: Silver diffusion coefficient values calculated from AZO/Ag/AZO samples annealed at different temperatures.

<table>
<thead>
<tr>
<th>Annealing conditions [°C]</th>
<th>$D_{Ag}$ [m$^2$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>$6.00\times10^{-20}$</td>
</tr>
<tr>
<td>200</td>
<td>$1.50\times10^{-20}$</td>
</tr>
<tr>
<td>250</td>
<td>$2.73\times10^{-20}$</td>
</tr>
<tr>
<td>300</td>
<td>$8.00\times10^{-20}$</td>
</tr>
<tr>
<td>400</td>
<td>$4.55\times10^{-20}$</td>
</tr>
<tr>
<td>500</td>
<td>$1.74\times10^{-20}$</td>
</tr>
<tr>
<td>600</td>
<td>$1.95\times10^{-20}$</td>
</tr>
<tr>
<td>650</td>
<td>$1.10\times10^{-20}$</td>
</tr>
</tbody>
</table>

The Ag diffusivity values calculated for samples annealed at different temperatures are in the same order of magnitude for most of the samples, suggesting that annealing temperature does not cause significant changes in silver diffusion through AZO layers. Moreover even within this range, there is no clear trend obtained in the diffusion coefficient values, as they seem to be scattered independently of temperature. Hence the lowest diffusion coefficient was obtained from the sample annealed at the highest temperature, whereas the sample annealed at 300°C shows the highest diffusion rate. Figure 14.12 shows the Arrhenius plot, which represents scattered data from AZO/Ag/AZO stacks. This suggests that silver diffusion in Al-doped zinc oxide films occurs independently of temperature. The diffusion coefficient values are relatively low of the order of $10^{-20}$ m$^2$/s. Increasing annealing time, especially while heat treating at lower temperatures, could have increased the diffusion of silver. As mentioned in the previous chapter, in the literature there are studies that show a linear dependency between diffusion and temperature when the annealing time was altered with temperature. Nevertheless the study showed that in the case of AZO/Ag/AZO stacks, silver diffusion is low even at elevated temperatures for constant, relatively short annealing times.
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Figure 14.12: Arrhenius plot of Al-doped ZnO/Ag/Al-doped ZnO coating stack annealed at different temperatures.

14.3 Si₃N₄/Ag/Si₃N₄

Table 14.5 shows the diffusion coefficient values calculated for silver atoms travelling through adjacent silicon nitride films in Si₃N₄/Ag/Si₃N₄ coating stacks. It was discovered that silver follows the Arrhenius dependency of diffusion coefficient values with temperature. Silver diffusivity increases with rising annealing temperatures quite significantly, showing differences of three orders of magnitude between samples annealed at the lowest and the highest temperatures selected for this study. Figure 14.13 presents the Arrhenius plot, which shows good linear fit, which enables calculations of the activation energy and frequency factor. The activation energy was found to be 34.3±1.7 kJ/mol (~0.3554 eV) and the frequency factor equals 3.10×10⁻¹⁷ m²/s.

Silver profiles from silicon nitride/Ag/silicon nitride samples annealed at the range of temperatures of 100-600°C are shown in Figure 14.14.
Table 14.5: Silver diffusion through silicon nitride coatings at different temperatures.

<table>
<thead>
<tr>
<th>Annealing Temperatures [°C]</th>
<th>$D_Ag$ [m$^2$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.00×10$^{-21}$</td>
</tr>
<tr>
<td>200</td>
<td>4.25×10$^{-21}$</td>
</tr>
<tr>
<td>250</td>
<td>4.75×10$^{-21}$</td>
</tr>
<tr>
<td>300</td>
<td>1.75×10$^{-20}$</td>
</tr>
<tr>
<td>400</td>
<td>6.65×10$^{-20}$</td>
</tr>
<tr>
<td>500</td>
<td>1.05×10$^{-19}$</td>
</tr>
<tr>
<td>600</td>
<td>7.65×10$^{-19}$</td>
</tr>
</tbody>
</table>

Figure 14.13: Arrhenius plot for silicon nitride/silver/silicon nitride stack deposited on float glass substrates.
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Figure 14.14: Silver distribution in Si$_3$N$_4$/Ag/Si$_3$N$_4$ coatings deposited on glass and annealed at the range of temperatures of 100-600°C for 5 minutes.

14.4 Dielectric/Ag/Dielectric: Summary

Dielectric/Ag/dielectric stacks have been deposited onto glass substrates and subjected to annealing over the range of temperature of 100-600°C for 5 minutes to investigate silver diffusion and its dependency on annealing temperature using an Arrhenius plot. Dielectric coatings deposited in this study were TiO$_2$, Al-doped ZnO and Si$_3$N$_4$.

In TiO$_2$/Ag/TiO$_2$ stacks, silver diffused at similar rates in the samples annealed at temperatures in the range of 100-500°C, whereas a significant increase in diffusion coefficient was detected in the sample annealed at 600°C for 5 minutes. This may be related to the structure of titania, as it was established in the previous study that as-deposited amorphous TiO$_2$ becomes anatase after annealing at relatively high temperatures and becomes easier to diffuse through for silver atoms. On the other hand, lack of significant differences in the diffusion coefficient values in samples annealed at temperatures below 600°C may just mean that relatively small changes in annealing conditions have no significant impact on silver diffusion in titania/silver/titania stacks.

Further investigations of silver diffusion in titania stacks showed that increasing the annealing time to 1 hour at 600°C leads to complete diffusion of the silver atoms, most
likely into the glass substrate due to an ion-exchange mechanism. Sodium diffusion from the glass fills in the free spaces in the coatings created by silver diffusion. Samples analysed by XPS have confirmed these results, as there was no silver detected in the stack after annealing at 600°C for 1 hour. However in the sample deposited onto a silicon wafer substrate silver diffused to the surface creating large clusters on the film surface. EDX mapping analysis confirmed that clusters, which appeared at the surface of the films deposited on Si wafers, are silver agglomerations due to diffusion mechanism.

Silver diffuses in Al-doped ZnO stacks with similar rates, independently of annealing temperature. This suggests that the annealing process does not cause changes in the AZO film structure, therefore keeping the silver diffusion low. This makes Al-doped ZnO a very attractive material in Low-E coatings technology, as glass toughening processes at elevated temperature will not encourage silver diffusion, and therefore decomposition of the stack structure.

Silver follows the Arrhenius dependency only in Si₃N₄ coatings, significantly increasing its diffusion rates with increasing annealing temperatures. The activation energy and frequency factor values obtained from the data are 34.3 kJ/mol (0.3554 eV) and 3.1×10⁻¹⁷ m²/s respectively. Values are lower than those obtained from the Arrhenius plot for the Ag/Si₃N₄/glass system, which may be related to differences in the silver thickness.
15. Conclusions

In this work, the diffusion of silver and sodium through dielectric coatings was investigated. The coating operating conditions, annealing temperature and time, and film structure was studied to find correlation between these parameters and diffusion rates, since these factors are known to have an impact on diffusion processes in solids. The main findings during this project are as follows:

Coating characterisation revealed that the structure of some of the dielectric films deposited in this study can be modified by the operating parameters selected during coating deposition and also by the post-deposition annealing. Studies of the titania films showed that the as-deposited coatings had rather amorphous structures with some predominant semi-crystalline regions with very small grain sizes. The structure transformed through a mixed crystalline phase into pure anatase when samples underwent post-deposition heat treatment and re-crystallisation. As-deposited and annealed Al-doped ZnO coatings show a typical wurtzite ZnO crystalline structure with crystals of relatively small grains, which may increase during annealing at relatively high temperatures. Zinc stannate and silicon nitride samples remained amorphous at various deposition conditions investigated in this work and after a relatively short time annealing at 650°C.

Coatings deposited in this project are dense and present rather smooth surfaces, with some defects (or grain) located on the surface after annealing. This could be related to re-crystallisation process occurring under high temperature treatments. Films sputtered in reactive modes from metal targets, in the mixed Ar/reactive gas ambients, show mostly stoichiometric compositions.

Diffusion studies revealed that silver travels with similar diffusion rates through as-deposited and annealed samples of ZTO, AZO and Si₃N₄ coatings, which could be related to relatively insignificant changes (if any) in the film morphology after heat treatment. The only exception is titanium dioxide, when the structure changes dramatically from amorphous to fully crystalline after long time heat treatment times at relatively high temperatures. In this case silver diffuses faster probably through so called short circuit paths in grain boundaries.
Conclusions

Differences in sodium diffusion are related to the first annealing at relatively high temperatures. In the titania samples, which were annealed at various temperatures and times, sodium showed higher diffusion rates in samples annealed at higher temperature ranges and for longer times. In the remaining dielectric samples sodium diffuses at significantly lower rates in as-deposited samples than in post-deposition annealed samples. The difference in diffusivity varies between one and two orders of magnitudes in AZO and Si₃N₄ samples and in ZTO the diffusion coefficient values could not been found for sodium in heat treated samples due to the limitation of the diffusion calculator programme and possibly due to the diffusion path, which is not fully understood by the author.

Moreover the deposition conditions of silicon nitride samples may have an impact on sodium diffusion. It was found that one of the samples, which was post-deposition annealed at 650°C showed Na diffusion rates as low as in the as-deposited samples, whereas the other samples showed a significant increase in Na diffusivity after comparing to the as-deposited samples. This was attributed to the deposition conditions and low energy of ions incident at the substrate during film deposition, resulting in the formation of a more open film structure creation.

The dependency of silver diffusion on temperature was investigated in Ag/Si₃N₄/glass samples using the Arrhenius relationship. A selected sample was annealed at 100, 400 and 600°C in addition to 250°C used for the silver diffusion studies in the previous work. A satisfactory trend was obtained between diffusion coefficient values and temperature, as diffusion rate increased with annealing temperature. The activation energy and frequency factor values were found from the plot to equal 38.1 kJ/mol (0.3945 eV) and 2.13×10⁻¹⁵ m²/s respectively.

Finally, from dielectric/Ag/dielectric stacks studies it was found that the Arrhenius plot was only followed by silver sandwiched between silicon nitride films. The activation energy and frequency factor values obtained from the plot were 34.3 kJ/mol (0.3554 eV) and 3.1×10⁻¹⁷ m²/s, respectively. In the case of silver diffusion in titania/Ag/titania stacks, no trend was obtained while increasing annealing temperature. In titania films, the diffusion coefficient value increased quite significantly after annealing at 600°C, which is related to structural changes of these coatings, as previously found for the Ag/TiO₂/glass stacks. Further investigations of silver diffusion in titania/Ag/titania stacks showed that increasing the annealing time to 1 hour at 600°C leads to complete
Conclusions

diffusion of the silver atoms, most likely into the glass substrate due to an ion-exchange mechanism. Sodium diffusion from the glass fills in the free spaces in the coatings created by silver diffusion. Similar results were obtained also from XPS in sample deposited onto glass substrate, whereas in the sample deposited onto a silicon wafer substrate, silver diffused to the surface creating large clusters on the film surface. EDX mapping analysis confirmed that clusters, which appeared at the surface of the films deposited on Si wafer, are silver agglomerations due to diffusion mechanism.

Overall diffusion studies showed that Al-doped ZnO coatings can act as excellent barrier coatings for silver atoms and show very good results for sodium diffusion, when samples were not annealed at relatively high temperatures. Zinc stannate, on the other hand, was found to be the material through which atoms in general seem to diffuse fairly easily. Results obtained for both silver and sodium atoms had the highest diffusion rates comparing to diffusion measurements from the remaining coatings investigated in this work.
16. Future Work Suggestions

Diffusion due to its complex nature and relatively low number of studies in thin films, still needs further work in certain areas to develop a better understanding of the process. Therefore the possible future work could be continued in the following areas:

1. The TiO$_2$ structural changes could be additionally investigated by TEM to get more information about crystalline lattices created due to the re-crystallisation process during annealing.

2. Titania could be deposited under operating conditions which creates as-deposited fully crystalline forms of the film, by for example heating the substrate up during deposition. This would reveal if further post-deposition annealing changes the titania structure and if the process has an impact on diffusion.

3. To gain more understanding of diffusion in ZTO coatings, more in-depth diffusion investigations could be performed, which would involve creating a better model of diffusion in amorphous materials. This could solve the problem of having very high concentrations of sodium diffusing through ZTO and possibly allow diffusion coefficient values to be determined.

4. Moreover ZTO could be annealed at higher temperatures and for longer times to try to achieve crystalline structures. Then silver diffusion could be measured and its rates could be compared with those obtained for amorphous ZTO films.

5. The Arrhenius temperature dependency could be investigated at different (maybe higher) annealing times and temperatures, to obtain the Arrhenius plot and therefore solve the equation by finding Q and D$_0$ values for silver diffusion through the dielectric coatings investigated in this work.

6. Overall, to gain more understanding about diffusion processes in thin films, a more specific diffusion profile could be created, which would distinguish different diffusion paths, such as GBs or lattice diffusion, in thin films.
Appendix 1: Hysteresis Behaviour

During reactive sputtering the introduction of a reactive gas can lead to changes in operational parameters, such as cathode potential (see Chapter 4.5.2.1). In this work dielectric coatings were deposited in mixed argon/oxygen (or argon/nitrogen in case of silicon nitride films) atmosphere and parameters such as pressure, target voltage and current were monitored. In case of titanium dioxide the OEM signal was also monitored, whereas in remaining coatings a feedback system was not used during coating deposition. This is due to difficulties of finding stable operating conditions using the OEM system. Hence dielectric coatings, except titania, were deposited in mixed argon/reactive gas environment controlling the partial pressures of the introduced gasses. In general the amount of reactive gas introduced into the chamber during sputtering was equivalent to the volume of reactive gas at the first transition region in the hysteresis curve.

The hysteresis curves will be presented here as an output voltage under constant power delivered to the system. The output voltage is a very good indicator of the hysteresis behaviour as its value is related to secondary electron emission at the target surface and the degree of target poisoning. [174] The voltage may either increase or decrease when the reactive gas partial pressure in the chamber is increased. This depends on the target material and the choice of reactive gas. [175]

A. TiO$_2$ Hysteresis Studies

The hysteresis behaviour of titanium dioxide coatings sputtered from FFE magnetrons was investigated. The power supply was operated in DC mode introducing a constant power of 1 kW to the magnetron. The magnetron was operated in stationary mode and at three various rotating speeds of 50, 150 and 300 rpm. Oxygen was gradually increased from zero to a maximum flow of 6 SCCM using a MKS mass flow controller. Prior to the introduction of reactive gas the chamber was filled with 18 SCCM of argon gas, giving a pressure of 0.18 Pa. Figures A.1-A.4 show the variation in cathode voltage and current with oxygen flow rate changes.

In Figure A.1 both parameters voltage and current shows rapid changes between oxygen flow rates of 3.0 and 3.2 SCCM. The cathode potential increases in magnitude from
-433 to -523 V and the target current drops from 2.31 to 1.91 A. These changes are associated with the transition from metallic to poisoned mode, described in Chapter 4.5.2.1. The second transition point occurs when oxygen flow is decreased from 1.5 to 1.0 SCCM and represents the system coming back to the metallic mode. Introducing oxygen gas into the chamber while sputtering titanium in argon gas atmosphere can lead to the formation of titania on the target surface and chamber walls. A transition represents the point at which the amount of oxygen in the chamber is higher than the pumping speed of the pump and therefore gas removal. Hence titania is being formed and deposited in this conditions.

The increase in the cathode potential (in this work found between 3.0 and 3.2 SCCM of introduced oxygen) has been assigned to the difference in the secondary electrons coefficient, which is lower in titania than in Ti. [175]

In the remaining data sets sputtered at different rotation speeds of the magnets in the FFE magnetron design (see Figures A.2-A.4) the hysteresis loop has also been seen. However the loops differ in shapes and the transition mode occurs between 1.8 and 2.0 SCCM for speeds of 50 and 150 rpm, and between 2.0 and 2.2 SCCM for the speed of 300 rpm. Moreover the increase in the cathode potential is lower than in the case of the data acquired from the stationary mode studies. This is probably related to the constant changes in the target voltage during magnets rotation. The power supply displays an average voltage, which may not be indicative to the full variation in voltage during a full cycle.
Figure A.1: The effect of the oxygen flow on cathode voltage and current in TiO$_2$ operated under stationary mode using FFE magnetron design. The arrows show the way in which the data was acquire.

Figure A.2: The effect of the oxygen flow rate on cathode voltage and current in TiO$_2$ operated under 50 rpm magnetron speed. The arrows show the way in which the data was acquire.
Figure A.3: The effect of the oxygen flow on cathode voltage and current in TiO$_2$ sputtered under the magnet rotation of 150 rpm. The arrows show the way in which the data was acquire.

Figure A.4: The effect of oxygen flow rate on cathode voltage and current in TiO$_2$ sputtered from FFE magnetron rotating at 300 rpm speed. The arrows show the way in which the data was acquire.
The OEM signal was also monitored and it showed a rapid decrease from 64 to 4% of the full metal signal, when the oxygen flow was increased from 3.0 to 3.2 SCCM (see Figure A.5). This large drop in the signal is related to the reduction in the amount of sputtered titanium in the plasma, due to changes in the composition of the target surface. Hence significant differences in the OEM signal between the metallic and poisoned modes makes the system suitable to use as a feedback signal from the plasma to control oxygen flow during sputtering.

![OEM signal vs Oxygen flow](image)

Figure A.5: The effect of the oxygen flow on the OEM signal in titania sputtered at stationary mode from FFE magnetron. The arrows show the way in which data was acquire.

**B. Al-doped ZnO Hysteresis Studies**

The hysteresis behaviour was investigated during sputtering AZO in the stationary mode of the FFE magnetron. The magnetron was driven in pulsed DC mode with a pulse frequency of 100 kHz and 4.0 µs off time and a constant power introduced to the system of 200 W. The chamber was filled with 32 SCCM of argon giving an operating pressure of 0.4 Pa. The oxygen was gradually increased from 0 to 10 SCCM in total. Figure B.1 shows the effect of oxygen flow rate on cathode voltage and current.

The first transition point has been detected between the oxygen flow rates of 4 and 4.2 SCCM, indicated by a drop in target voltage from -452 to -280 V and increase in target current from 0.44 to 0.71 A. The second transition point, when the oxygen flow was
decreased, was found between 0.4 and 0.3 SCCM of oxygen and between these points cathode voltage and current changes from -380 to -780 V and 0.53 to 0.26 A, respectively.

Figure B.1: The effect of the oxygen flow on the cathode voltage and current in AZO sputtered from FFE magnetron at stationary mode. The arrows show the way in which the data was acquired.

Changes in the total metal signal were also investigated (see Figure B.2). However the results obtained from the study are rather difficult to explain. When the oxygen flow rates increases from 0 to 3 SCCM the OEM signal increases from 100 to 118%, and then drops back down to 100% after 4 SCCM of oxygen was introduced to the system. From this point a rapid decrease in OEM signal is noticed as it drops from 100 to 51% between 4.0 and 4.2 SCCM of oxygen. Finally, when the oxygen flow is decreased the OEM signal starts rising from 55 to 65% between 4 and 2 SCCM of oxygen, and then drops between 2 and 0.4 SCCMs of oxygen to 47%. From 0.4 to 0.2 SCCM of oxygen a rapid increase in OEM signal occurs from 47 to 100%. These instabilities in the OEM system and relatively low decrease in the full metal signal between metallic and poisoned modes makes the OEM not suitable as a feedback control device in controlling oxygen flow during sputtering. Therefore in this work AZO coatings were deposited without the use of OEM feedback controlling system, but were sputtered in mixed Ar/O₂ atmosphere, where the amount of introduced gasses was controlled by MKS mass.
flow controllers. The non-systematic behaviour of the OEM system may indicate that the wrong line in the AZO emission spectra was selected at the control point. However, several candidate lines were tested and none showed reliable control of the process.

Figure B.2 The effect of the oxygen flow on the OEM signals in AZO. The arrows show the way in which the data was acquired.

C. Zn$_2$SnO$_4$ Hysteresis Studies

Hysteresis behaviour was investigated in ZTO coating sputtered from single planar, dual planar and dual cylindrical rotatable magnetron designs. The conditions selected for these studies were as follows: constant power delivered to magnetrons of 1, 3 and 5 kW, at a constant argon flow rate of 120 SCCM. Moreover in case of single planar magnetron design operating pressure varied from 0.2 to 1.3 Pa, and in case of the rotatable magnetron configuration tubes was set at 5, 6 and 7.5 rpm rotation speed. The total amount of oxygen introduced into the chamber varied from 0 to 190 SCCMs. Figures C.1-C.5 show the effect of oxygen flow on the cathode voltage in ZTO films sputtered under different conditions from three magnetron configurations.

There is no significant drop in the target voltage at any point when the oxygen flow was increased. In general, the voltage is gradually decreased in most of the measurements obtained, whereas in dual planar design, at a power of 5 kW, a more significant decrease in target voltage was detected from -540 to -422 V between oxygen flows from 150 to
170 SCCM. Similarly the second transition point is the most obvious in hysteresis data performed under these conditions, where between the oxygen flows from 150 to 120 SCCM, the target voltage increased from -425 to -584 V. In the remaining studies the voltage gradually increases when the oxygen flow rate decreases, therefore showing relatively little hysteresis.

Moreover there is only insignificant difference in the hysteresis curve shapes between the data obtained for chosen magnetron designs at different powers and also no difference between the data acquire at different pressures (see Figure C.5) and at different rotating speeds in the rotatable magnetron design (see Figure C.4). Therefore it can be assumed that magnetron design and operating parameters do not change significantly the hysteresis behaviour of zinc stannate. As during sample deposition, the system was operated in partial pressures mode, with the oxygen flow rates were chosen from the hysteresis curve at the tail of the metallic to poisoned mode transition curve, where the increasing flow rate did not caused further changes in the target voltage. Therefore for single planar magnetron sputtered at 5 kW power the oxygen partial pressure was 160 SCCM (see Figure C.1).

Figure C.1: The effect of the oxygen flow on the cathode potential in zinc stannate films sputtered from single planar magnetron in DC mode at power of 1, 3 and 5 kW respectively. The arrows show the way in which the data was acquired.
Figure C.2: The effect of the oxygen flow on the target voltage in zinc stannate sputtered from dual planar magnetron design in AC mode and constant powers of 1, 3 and 5 kW, respectively. The arrows show the way in which data was acquired.

Figure C.3: The effect of the oxygen flow on target voltage in zinc stannate sputtered from dual cylindrical rotatable magnetrons in AC mode and constant powers of 1, 3 and 5 kW. The arrows show the way in which the data was acquired.
Figure C.4: The effect of the oxygen flow on the target voltage in rotatable magnetron design driven in AC mode at constant power of 3 kW and different rotation speed of 5, 6 and 7.5. The arrows show the way in which the data was acquired.

Figure C.5: The effect of the oxygen flow on the target voltage in zinc stannate sputtered in DC more from single planar magnetron at constant power of 3 kW and operating pressure of 0.2, 0.8 and 1.3 Pa, respectively.
D. Si$_3$N$_4$ Hysteresis Studies

The hysteresis behaviour of silicon nitride was investigated. The silicon target at stationary mode was sputtered by pulsed DC mode at 100 kHz frequency and 5 µs off time, and at a constant power of 300 W. The amount of argon gas introduced into the chamber was 35 SCCM, which gave an operating pressure of 0.25 Pa. Nitrogen was gradually introduced into the chamber from 0 to 22 SCCM in 0.5 SCCM intervals. Figure D.1 shows the effect of nitrogen flow on target voltage. It has been shown that silicon nitride does not follow hysteresis behaviour when the amount of the reactive gas is increased gradually. Similar results have been found by Smith et al. who reported that there is a very little hysteresis behaviour in silicon nitride studies for stationary magnetron mode and negligible hysteresis at rotating targets. [174]

The absence of hysteresis means that the deposition process can be controlled by simply controlling the flow of reactive gas, without the need for the feedback system. Therefore in this work nitrogen gas was controlled by MKS mass flow controller during silicon nitride coatings deposition.

![Figure D.1](image)

Figure D.1 The effect of nitrogen flow on target voltage in silicon nitride. The arrows show the way in which the data was acquired.
Appendix 2: Laplace Transform

The Laplace transform is a mathematical device, which found its applications in diffusion equations removing the time variable, and therefore leaving an ordinary differential equation the solution of which yields the transform of the concentration as a function of the space variables x, y, z. This is then interpreted to give an expression of the concentration in terms of x, y, z and time t, satisfying the initial and boundary conditions. [83]

If $f(t)$ is known as a function of t, where t>0, then the Laplace transform $\tilde{f}(t)$ of $f(t)$ is defined as:

$$ \tilde{f}(p) = \int_0^\infty e^{-pt}f(t)dt $$  \hspace{1cm} \text{Equation 67}

where p is a real positive number to make integral converge, i.e. if $f(t)=e^{2t}$, p must exceed 2. Equation 68 shows an example of Laplace transform, whereas extensive tables of Laplace transforms can be found in Crank’s book. [83]

$$ f(t) = e^{at}, \tilde{f}(p) = \int_0^\infty e^{-pt}e^{at}dt = \int_0^\infty e^{-(p-a)t}dt = \frac{1}{p-a} $$  \hspace{1cm} \text{Equation 68}
Appendix 3: Rutherford Backscattering Spectrometry (RBS)

To back up the ion-exchange diffusion theory for the titania/silver/titania samples (see Chapter 14) annealed at 600°C for 1 hour RBS analysis was performed by the Danish Technological Institute on a float glass reference sample and titania/Ag/titania samples in the as-deposited and annealed at 600°C for 1 hr conditions, respectively. Figures E.1-E.3 show the finding from this analysis and the report received is as follow:

The upper x-axis refers to the energy of the backscattered He ions. Since the energy of the backscattered He ions depends on the mass of the atom they collide with (higher sample atom mass gives higher backscattered energy) and in what depth in the sample the scattering took place (the deeper the lower backscattered energy). It is possible to extract a depth concentration profile for the various elements; however, it is necessary to know the approximate structure of a layered coating and the nature of the substrate for example. Figure E.1 shows a measurement of the float glass reference sample with the fitted, simulated curve and the chemical composition included in the spectrum.

The y-axis, counts, refers to the concentration of an element weighted with the scattering cross section. For heavier elements the scattering cross section are higher.

Comparing the measurement of the glass substrate (Figure E.1) with the ones with the TiO$_2$/Ag/TiO$_2$ coatings (Figures E.2 and E.3), extra features that corresponds to the spectra from the coating can be seen. The coating spectra has just been added to the reference spectrum, with the minor detail that all the energies belonging to the glass substrate has now been reduced since He ion backscattered from the substrate now has to traverse the coating (which gives the energy loss). The peak at about 1400 keV in Figure E.2 refers to Ti from TiO$_2$. If the TiO$_2$ layer has a homogeneous concentration profile the height of the measured signal from TiO$_2$ should be almost flat. The ‘dip’ in the peak reveals the fact that the Ag layer is sandwiched in between two TiO$_2$ layers. In Figure E.3 the ‘dip’ is not as pronounced as in previous one showing that the two TiO$_2$ layers have merged together after annealing at 600°C for 1 hour.

On the other hand, if Ag was present on the surface its signal should rise at channel number ~480 (1730 keV). This actually seems to be the case on both spectra (Figure E.2 and E.3). However, the main Ag signal in the TiO$_2$/Ag/TiO$_2$ samples rise at a lower energy, which means it is present in some depth below the film surface. Ag in as-deposited sample shows one peak meaning one layer. Shoulder on the right side may suggest a little Ag tail towards the substrate surface. Whereas Ag in sample annealed at 600°C for 1 hr
shows two broad peaks of relatively low intensity. The Ag is no longer present as a single layer but has diffused to the surface and towards the substrate/film interface. Therefore, the ion-exchange diffusion (as it was discussed in Chapter 14.1) could have occurred after annealing at 600°C for 1 hr, and hence the intensity of diffused silver is significantly lower than in as-deposited titania/Ag/titania sample.

Figure E.1: The reference RBS spectrum of the float glass. The red points are the measured spectra. The blue curve is a theoretical simulation of a sample with chemical composition: O equals 61 at %, Na 11 at %, Si 26 at % and Ca 3 at %.
Figure E.2: RBS spectrum collected from as-deposited titania/silver/titania sample deposited onto float glass substrate.

Figure E.3: RBS spectrum collected from titania/silver/titania sample annealed at 600°C for 1 hr, deposited onto float glass substrate.
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