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Abstract—We present a hybrid radial basis function (RBF) sigmoid neural network with a three-step training algorithm that utilizes both global search and gradient descent training. The algorithm used is intended to identify global features of an input–output relationship before adding local detail to the approximating function. It aims to achieve efficient function approximation through the separate identification of aspects of a relationship that are expressed universally from those that vary only within particular regions of the input space. We test the effectiveness of our method using five regression tasks; four use synthetic datasets while the last problem uses real-world data on the wave overtopping of seawalls. It is shown that the hybrid architecture is often superior to architectures containing neurons of a single type in several ways: lower mean square errors are often achievable using fewer hidden neurons and with less need for regularization. Our global–local artificial neural network (GL-ANN) is also seen to compare favorably with both perceptron radial basis net and regression tree derived RBFs. A number of issues concerning the training of GL-ANNs are discussed: the use of regularization, the inclusion of a gradient descent optimization step, the choice of RBF spreads, model selection, and the development of appropriate stopping criteria.

Index Terms—Global, hybrid, local, overtopping, regularization.

I. INTRODUCTION

This paper describes and assesses methods for the creation and training of artificial neural networks (ANNs) that contain two different types of artificial neurons: those based on projection functions and those based on kernel-type functions. For the purposes of the research described in this paper, we have chosen two commonly used functions as representative of these types of function: the bipolar sigmoid function described by (1) and (2) and the Gaussian radial basis function (RBF) of (3) and (4). However, we believe that our results are applicable to a variety of related functions

\[ v = |i - w| \]  \hspace{0.5cm} (3)
\[ y = \exp\left(-\frac{(v)^2}{2\sigma^2}\right). \]  \hspace{0.5cm} (4)

In (3), \(|\cdot|\) indicates the Euclidean norm. In both cases the output \(y\) is dependent upon an input vector \(i\), a weight vector of the same order as the input vector \(w\), and a bias weight \(w_0\). However, for RBF neurons [(3), (4)] the vector \(w\) is usually interpreted as a “center” and the scalar \(\sigma^2\) as “steepness,” since the response of the neuron drops off with distance from \(w\) at a rate determined by \(\sigma^2\).

The practical aim in creating these hybrid networks is to give an accurate approximation of an unknown real-valued function using noisy data by separating out the global and local parts of the approximation. Support for the separation of global and local parts of a function comes from three main areas: mathematical analysis, cognitive psychology, and developments within machine intelligence.

Donoho and Johnstone [1] have shown that kernel-based and projection-based functions have complementary properties. In particular, they show that “ancillary smoothness” in the target function may be used to reduce the effective dimensionality of the data. They define an angularly smooth function as one that varies slowly with angle, while a function with radial smoothness shows small local variations in value. Projection-based functions are seen to respond well to angular smoothness while kernel-based functions respond well to radial smoothness. For complex, high-dimensional functions, we expect to find aspects of both types of smoothness. In order to achieve optimum results with the smallest possible network, it therefore seems advisable to use neurons with both projection-based and kernel-based functions.

As well as having a sound mathematical basis hybrid networks seem to have more biological validity than pure multi-layer perceptron (MLP) networks [2], [3]. There is considerable evidence that the human brain processes information in a modular way [4], [5]. For example, global and local aspects of visual stimuli are processed by different parts of the brain, suggesting the specialization of neurons for these different purposes [6], [7]. Further, brain development often occurs in stages, with each stage dependent upon the completion of previous stages [8]. The architectural structure of our hybrid networks is similarly reflected in a stepwise training algorithm [4].

As computing power increases computer scientists are dealing with larger, higher dimensioned datasets and, presumably, more complex underlying functions. Hrycej [4] and Moussa [9] believe that there is a need to use more complex models such as modular ANNs in order to satisfactorily model these functions. Each module within a network may then be
assigned a different task, or subtask, according to the particular architecture of that module or the training method applied to it.

Poggio and Girosi have suggested the use of networks containing both Gaussian and other functions in a single layer. These networks are extensions of traditional RBF networks called “HyperBFs” [10]. They contain a single hidden layer containing Gaussian functions of variable width and additional nonradial functions. Girosi et al. [11] have demonstrated mathematically the close relationship of HyperBFs to regularization theory. The hybrid networks described in this paper may be seen as an implementation of HyperBFs, with a particular emphasis on the separation of global and local variations in the regression function.

Moody and, more recently, Ferrari et al., have highlighted the difficulty in identifying both the coarse structure and the fine detail of an input–output relationship [12], [13]. Their multiresolution techniques use RBF neurons of differing widths to solve this scaling problem. Our approach builds on this work, allowing extra flexibility in the choice of RBF widths and the addition of sigmoid functions to map features of the function that are more suited to this geometric form.

The research described in this paper originates from investigations into alternative neural network architectures for the prediction of overtopping of seawalls during storm events [14]. The data used in training have a high-dimensional input space and are mostly found in small clusters, each of which corresponds to a particular seawall geometry. Details are given in Section III-B. We have reported previously that RBF networks give lower errors than MLP networks on these data [15]. This is unsurprising, given the well-known ability of RBF networks to interpolate within clusters of data [2], [16], [17]. However, we are dissatisfied with the use of pure RBF networks with this dataset for three practical reasons.

- Due to the high dimensionality of the data, the RBF networks created are very large, containing approximately 200 RBF neurons. It is hoped that knowledge-extraction techniques will be applied to the networks in the future. However, in order to obtain meaningful knowledge, one must start with smaller networks. Friedman and Stuetze [18] have suggested that projection-based models overcome the “curse of dimensionality” better than kernel-based models, primarily because they take into account all data points during training.

- RBF networks are generally effective at local estimation but less effective at global approximation [17]. One of the aims of the research is to create a system that can predict overtopping for novel seawall geometries, so the ability to interpolate into sparsely populated areas of input space is a priority.

- It has been widely reported that RBF networks have a tendency to overfit data unless strong regularization is introduced [19], [20]. However, the use of regularization adds an additional parameter into model estimation, making the training process less automatic.

This paper presents a novel way to create and train networks that contain both sigmoid and RBF neurons in a single layer and examines several issues related to the implementation of such networks. In our method, the selection and training of sigmoidal and RBF neurons are treated separately and sequentially. The aim is to create a global approximation using sigmoid neurons and to then add local detail to the approximation function with RBF neurons. Although designed for a particular dataset, we believe that our training algorithm could have applicability to a range of datasets. We investigate the extent of its usefulness through the use of synthetic benchmark datasets as well as the real-world overtopping dataset.

Recent research has been carried out into the use of genetic algorithms for the selection of MLP-RBF architectures [21], [22]. This has focused on the process of architecture selection and uses Levenberg–Marquardt training to optimize weights. In contrast, we take a fairly crude approach to architecture selection, training all reasonable architectures, but have developed a novel training algorithm that takes advantage of the characteristics of a hybrid architecture.

Our work is related to that of Cohen and Intrator [23]. They have created hybrid networks which they call perceptron radial basis nets (PRBFNs). Their approach is to cluster the data and then to choose a neuron, either sigmoidal or radial-based, that approximates the local function within each cluster. Our approach also has some similarities to the regression tree derived RBFs (RT-RBF) of Orr [24]. Like them, we take a multiresolution approach, starting with coarse structure and moving to finer detail. However, Orr et al. do not use sigmoid neurons or their associated training algorithms. Finally, our method may be compared to the modular ANNs exemplified by the work of Jordan and Jacobs [25]. Their “hierarchical mixture of experts” approach explicitly partitions data and creates separate networks for each partition. The outputs of the networks are then combined using a “soft” gating function.

The three approaches described above all have a common feature: they all involve the partitioning of data as a first step. Rather than splitting up the data, our approach is to split up the underlying function into global and local features. We use all of the training data in all phases of training. The choice of neuron transfer function and synaptic weights is therefore made on the basis of variations in the overall input–output mapping rather than on features of a particular input cluster.

The structure of the rest of this paper is as follows. Section II describes the global–local artificial neural network (GL-ANN) training algorithm in detail. Sections III-A and -B describe, respectively, the salient features of the benchmark and overtopping datasets used as demonstration applications. Section III-C gives specific details of the training method used for each dataset. Section IV reports the results from all datasets and discusses issues concerning the use of GL-ANNs including the use of regularization and gradient descent optimization. Section V gives some concluding remarks and describes areas of future research.

II. GLOBAL–LOCAL ARTIFICIAL NEURAL NETWORKS

A. Overview

MLP and RBF networks have complementary properties. While both are theoretically capable of approximating a function to arbitrary accuracy using a single hidden layer [26], [27], their operation is quite different [28]. MLP networks have a fixed
architecture and are usually trained using a variant of gradient descent. They invariably incorporate neurons with sigmoid activation functions. Their response therefore varies across the whole input space and weight training is affected by all training points. RBF networks, on the other hand, are most commonly created using a constructive algorithm. Gradient descent training is usually replaced by deterministic, global methods such as forward selection of centers with orthogonal least squares (FS-OLS). This method is described in detail in Section II-B.

Whereas MLPs are effective at identifying global features of the underlying function, RBF networks have the capacity to identify local variation in the function [4], [29], [30]. MLPs are more distributive in their representation of the input–output relationship. For this reason they may be seen as more “emergent” and opaque [4], [31]. On the other hand, RBF centers are deliberately selected, often from the training set, as representatives of the training set, or a subset thereof. RBF networks are slightly more transparent and are easier to interpret symbolically [4]. The training of RBF networks is generally faster, since it involves the solving of linear rather than nonlinear equations [19], [32]. However, RBF networks often contain many more neurons than the corresponding MLP networks, partly offsetting the advantage in computational efficiency [30].

A hybrid ANN containing both sigmoidal and radial neurons may have the advantages of both RBF and MLP ANNs, i.e., computational efficiency, good generalization ability, and a compact network architecture. We approximate on a global level first using an MLP and then add RBF neurons using FS-OLS, in order to add local detail to the approximating function. For this reason, we call our network a global–local artificial neural network. Identifying coarse structure before fine detail makes sense from a computational point of view [12]. This sequential process may also mirror the operation of biological brains: there is considerable evidence from cognitive psychology that humans identify global features of visual stimuli before local features [33] and that the global features affect the interpretation of the local features [34]. The training process is completed with an optimization step that adjusts the weights of all neurons, including RBF centers and widths.

Our approach has a number of practical advantages.

- There is no need to cluster the data prior to training. This gives more flexibility to the FS-OLS process and avoids three possible problems. First, clustering may reflect the distribution of the available data rather than the underlying functionality. Secondly, clustering generally reflects the distribution of the input data but does not take into account the distribution of the output data [29]. This is a problem for highly nonlinear data such as the wave over-topping data, for which small changes in the inputs sometimes cause large changes in the output. Finally, unsupervised clustering can lead to very large, and therefore over-fitted, networks [35].
- All phases of training take into account all of the training data, keeping the variance low [36]. This is not the case for PRBFN [23] or RT-RBF [24], which choose each neuron to be representative of a particular cluster of data points.
- Training is carried out in a stepwise fashion, as illustrated in Fig. 1. In most cases, each step improves upon the previous approximation. It is therefore possible to assess the effectiveness of each step individually, giving some insight into the training process [4].
- It is often possible to achieve lower test errors using GL-ANNs than with either MLP or RBF networks (Section IV-A).
- The GL-ANNs required to give a given test error are generally smaller than the corresponding RBF networks (Section IV-B).
- Our results suggest that, unlike pure RBF networks and PRBFNs, GL-ANNs do not require regularization. From our investigations, it appears that the MLP created in the first phase of training has a moderating effect on the selection and training of RBF neurons added subsequently (Section IV-E).

B. Training Method

The training of GL-ANNs is performed in three stages, as illustrated in Fig. 2. At each stage attempts have been made to select a training method that is efficient in terms of computational power, given the architecture of the network. In order to
automate the process as much as possible, algorithms whose outcome is highly dependent upon user-determined training parameters (such as momentum coefficient or regularization parameter) have been avoided.

Before training is performed the data are scaled, so that each input attribute has a similar influence on training. All input and output attributes undergo a linear transformation to give them a range of \([-0.8,0.8]\). The same training data are then used throughout the training process. Training starts with an untrained MLP, with weights initialized to random values in the range \([-1.0,1.0]\). The input and weight initialization ranges have been chosen so that the hidden layer neurons have outputs with standard deviation of approximately one. LeCun et al. have shown that gradient descent training is most effective under these circumstances [37].

Fixed numbers of sigmoidal neurons are used in a single hidden layer. The output neuron has a linear activation function and fixed bias. In order to achieve efficient gradient descent, the Levenberg–Marquardt (LM) method [38], [39] is used to train the MLP networks. In order to use this procedure, local partial derivatives are first calculated for the input weights (including bias weight) using (5). Local inputs and weights are given by \(i_k\) and \(w_k\), respectively, and \(y\) is the pertinent neuron’s output

\[
\frac{\partial y}{\partial w_k} = \frac{1 - y^2}{2} i_k. \tag{5}
\]

The local partial derivatives may be used to obtain estimates of the Hessian matrix using the standard LM procedure. Training is stopped reaching a minimum error gradient or after a maximum number of epochs.

In the second stage, RBF neurons are added to the existing MLP network. The RBF centers are chosen from the training data using the FS procedure. The RBF neurons employ symmetrical radial functions with fixed widths at this stage. After each addition, the output weights from both sigmoidal and RBF neurons are adjusted using OLS minimization. The algorithm used has been adapted from Chen et al.’s method [32], [40] to make it applicable to hybrid networks. If the training data contain \(m\) items, each is regarded as a potential RBF center and the full design matrix \(\mathbf{F}\) is an \(m\)-by-\(m\) matrix containing the outputs of each RBF neuron given each input. The design matrix for a network containing \(p\) RBF centers \(\mathbf{H}\) is an \(m\)-by-\(p\) matrix containing columns selected from \(\mathbf{F}\). If the target outputs are given by \(\mathbf{t}\), the optimal output weights \(\mathbf{w}\) may then be determined from (6), giving the minimum least square error

\[
\hat{\mathbf{w}} = (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \mathbf{t}. \tag{6}
\]

Chen factorizes the design matrix into an orthogonal matrix \(\mathbf{F}_j\) and an upper triangular matrix, so saving computational requirements. \(\mathbf{F}_j\) is made up of \(m\) columns, each representing the outputs of a particular RBF neuron. These may be represented by column vectors \(\mathbf{f}_j\), where \(1 \leq J \leq m\). \(\mathbf{F}_j\) is adjusted according to (7) each time a neuron is added in order to keep the columns orthogonal. This leads to a series of orthogonal matrices \(\mathbf{F}_1, \mathbf{F}_2, \ldots, \mathbf{F}_p\), in which the subscripts indicate the number of RBF neurons present in the network

\[
\mathbf{F}_{n+1} = \mathbf{F}_n - \frac{\mathbf{f}_j^T \mathbf{f}_j}{\mathbf{f}_j^T \mathbf{f}_j}. \tag{7}
\]

The reduction in sum squared error (SSE) is then given by (8).

By running through all possible values of \(J\), one can identify the neuron that gives the greatest reduction in SSE. Each time a neuron is added, its index must be removed from the list of available values to ensure that the same neuron is not added twice, which would result in a singular design matrix

\[
\hat{S}_m - \hat{S}_{m+1} = \left(\frac{\mathbf{t}^T \mathbf{f}_j}{\mathbf{f}_j^T \mathbf{f}_j}\right)^2. \tag{8}
\]

Obtaining the error reduction using (8) is considerably quicker than obtaining the design matrix \(\mathbf{H}\) for each \(J\), solving (6), and then simulating all potential networks to obtain the possible SSEs. The reason for the efficiency of the orthogonal least squares method is that it recognizes that only the component of the new column in a direction orthogonal to the span of the existing design matrix \(\mathbf{f}_j\) can contribute to a reduction in SSE. It is therefore unnecessary to consider the whole of the design matrix \(\mathbf{H}\). Full derivations of (7) and (8) are provided in [40] and [32].

In our method, only the components of the candidate centers orthogonal to the outputs of both the sigmoid and the RBF neurons are considered when calculating the error reduction. This requires the following modifications.

- The addition of extra columns to the design matrix to represent the outputs of the sigmoid neurons. \(\mathbf{F}\) is therefore nonsquare, containing, for \(m\) training items and \(n\) sigmoid neurons, \(m\) rows and \(m + n\) columns.
- Before any RBF neurons are added, the design matrix must be orthogonalized by carrying out the orthogonalization of (7) for each existing sigmoid neuron, so ensuring that only the components orthogonal to the existing neurons’ outputs are considered.

Adding the RBF neurons to a preexisting MLP network results in the selection of different centers to those that would be chosen if adding to an empty network. This is because the outputs of the sigmoid neurons already span some of the input space. This affects the values within the matrix \(\mathbf{F}_j\). As a consequence, the center that is chosen will be the one that results in hidden layer outputs with the largest component orthogonal to the outputs of the existing neurons. A nonformal way of viewing this phenomenon is that the RBF neurons “fill the gaps” left by the sigmoid functions.

During the second training step, only the connections between hidden and output neurons are set using the modified OLS procedure. In the final training stage all weights, including hidden layer weights and each RBF steepness, are optimized using LM training. The local partial derivatives for RBF weights (centers) and steepness are given, respectively, by (9) and (10). \(i_k, w_k\), and \(y\) are used as in (5), while \(v\) is the Euclidean norm of (3).
For RBF input weights (centers)
\[
\frac{\partial J}{\partial w_k} = 2y_k w_k^2 (i_k - w_k).
\] (9)

For RBF bias weight (steepness)
\[
\frac{\partial J}{\partial w_k} = -2w_k y_k^2.
\] (10)

A restriction has to be introduced to prevent zero or negative steepnesses. Where a weight update would produce a nonpositive steepness, that particular update is not applied.

Applying the LM method to the partial derivatives obtained from (5), (9), and (10) optimizes the whole network. This has a number of effects.

- The steepnesses of RBF neurons are allowed to vary, so that RBF neurons do not all have the same spread.
- Errors are backpropagated, so the connections between the input and hidden layer neurons may be adjusted to accommodate the presence of the RBF neurons.
- RBF centers are allowed to move. The centers are no longer constrained to coincide with a training pattern, so the position of a radial function may be fine-tuned such that it represents the data cluster around it more effectively.

Using this algorithm, a series of networks with different architectures are created. Their performance is then assessed using unseen test data. In each case, the data are randomly sampled several times to determine the training—test split and averages are taken over all runs. Ten runs are used for the benchmark tests and 30 for the wave overtopping data.

### III. APPLICATIONS

#### A. Benchmark Datasets

Four benchmark tests are employed. They are all function approximation tasks using synthetic data. The tests are taken from Cohen and Intrator [23], where comparisons are made with a number of other approaches. For this reason the treatment varies between the different tests but is consistent with the approach of Cohen and Intrator. While this creates some inconsistency, it allows the consideration of a variety of datasets and permits comparison with a number of alternative methods.

The first function is
\[
f(x) = \sin(12x)
\] (11)

with \(x\) randomly selected from [0,1] and \(f(x)\) corrupted by Gaussian noise with standard deviation 0.1 and a mean of zero. The training and test sets both contain 50 samples [32]. Given the noisy data, the minimum mean square error (MSE) achievable with the test data is 0.01.

The second function is the two-dimensional sine wave
\[
f(x) = 0.8 \sin\left(\frac{x_1}{4}\right) \sin\left(\frac{x_2}{2}\right)
\] (12)

with \(x_1 = [0,10]\) and \(x_2 = [-5,5]\). The training data are made up of 200 randomly selected items, again corrupted with Gaussian noise of standard deviation 0.1 and mean zero. However, clean data are used for testing purposes, arranged in a 20 by 20 grid to cover the entire input space. The test set therefore contains 400 data items.

The third function is a simulated alternating current used by Friedman in the evaluation of multivariate adaptive regression splines [41]. It is given by
\[
Z(R, \omega, L, C) = \sqrt{R^2 + (\omega L - 1/\omega C)^2}
\] (13)

where \(Z\) is the impedance, \(R\) the resistance, \(\omega\) the angular frequency, \(L\) the inductance, and \(C\) the capacitance of the circuit. The input ranges are \(R = [0,100], \omega = [40\pi, 500\pi], L = [0,1],\) and \(C = [1 \times 10^{-6}, 11 \times 10^{-6}]\). Two hundred random samples, with Gaussian noise of standard deviation 175 and zero mean applied to \(Z\), are used for training. Five thousand random clean samples are used for testing.

The fourth function is the Hermite polynomial
\[
f(x) = 1 + (1 - x + 2x^2)e^{-x^2}
\] (14)

with \(x\) randomly selected from \([-4,4]\). One hundred random samples corrupted by Gaussian noise of standard deviation 0.1 and zero mean are used for training purposes. One hundred clean samples are used for testing. This function was first used by Mackay [42].

#### B. Wave Overtopping

Much research has been conducted into predicting overtopping at seawalls during storm events. One approach is to use scale models in laboratories [43], but this is expensive and time-consuming. An alternative is to numerically model a particular seawall configuration and sea state, e.g., [44]. However, accurate simulation requires a detailed knowledge of both the geometry of the seawall and sea conditions. Results may therefore be applied only to individual scenarios.

As part of the European CLASH project [14], [45], a large overtopping database has been compiled. We have used this database as a resource for testing our GL-ANNs. The data have been collected from both model and prototype sites and cover a wide range of defensive structures and incident wave conditions. They comprise a large number of independent variables and are, consequently, sparse. Furthermore, the data tend to cluster into groups reflecting different physical structures that may be used as seawalls. In between these clusters are large regions, so-called “white spots,” which are virtually devoid of data. Many of these white spots represent structural configurations that are impossible, impractical, or ineffectual as a sea defense. The problem should therefore be viewed as a series of subtasks, each having the aim of predicting overtopping volumes for a particular subset of all possible seawall configurations. Due to the locally varying nature of the data, it might be expected that this problem would be solved more accurately by RBF than MLP networks [17], [46]. On the other hand, the curse of dimensionality associated with high-dimensional inputs might be better solved with an MLP network [18].

Ten input parameters are selected for training primarily on the basis of information content as described in an earlier paper.
[15] (see Fig. 3). Of these parameters, seven describe the structure of the seawall in question. The remaining parameters are the angle of wave attack, the water depth at the toe of the wall, and the mean wave period. The single output parameter is the logarithm of the mean overtopping rate per meter of wall per second \( q_0 \). The inverses or logarithms of some inputs are utilized in order to give near-normal distributions, and all inputs and the output are normalized to a range of \([-0.8,0.8]\) using a linear transformation. The original dataset contains parameters indicating the reliability of each data point. These are used to select the more reliable elements, resulting in 3053 items used in neural network training. [15]

From previous research [43] it is known that the parameters \( R_0 \) (dimensionless freeboard) and \( T_0 \) have the most influence on \( q_0 \) and that the three quantities are related approximately by (15)

\[
q_0 = AT_0 \exp \left( \frac{-BR_0}{T_0} \right).
\]  

(15)

In this equation, \( A \) and \( B \) are empirically determined parameters that depend on the structure of the seawall. \( A \) and \( B \) vary slowly with changes in the structure. Further, \( B \) is on the order of 3000 times the size of \( A \). Treating \( A \) and \( B \) as constants therefore gives the approximately linear relationship in (16)

\[
\ln(q_0) \approx \frac{-BR_0}{T_0}.
\]

(16)

A hybrid network could be well suited to these data, since the MLP network may represent the approximate relationship in (16) well, leaving the RBF neurons to identify local variations in the function [47], [48].

C. Method

For each dataset a number of MLP networks were created containing a single hidden layer and different numbers of sigmoid neurons. Weights were initialized to small random values and training performed using the LM algorithm. Training was stopped when a minimum gradient was achieved or a maximum number of training epochs had been performed.

RBF training was performed using the FS-OLS algorithm. This resulted in a series of networks for each dataset, each containing a different number of RBF neurons. Each architecture, corresponding to a unique number of RBF neurons, has been assessed separately.

GL-ANNs used the MLP networks described above as a starting point. RBF neurons were added using a modified FS-OLS algorithm (see Section II-B). Again each architecture, determined by both the number of sigmoid and RBF neurons, was considered separately.

For all three types of network, a series of networks were created. The number of sigmoid neurons ranged between one and ten initially. Further sigmoid neurons were added only if the minimum test error occurred with ten sigmoid neurons. The same procedure was followed when adding RBF neurons. The maximum number of RBF neurons was a quarter of the number of training patterns. This condition was rarely invoked as the minimum error was usually reached before this number of neurons had been added. A range of RBF steepnesses (starting steepnesses in the case of the GL-ANNs) were used for RBF and GL-ANN networks. All results given in the next section refer to the ANN architecture and RBF steepness that gave the lowest test MSE when averaged over all test datasets.

IV. RESULTS AND DISCUSSION

A. Mean Square Errors

Mean MSE results for the unseen test data, averaged over all runs for MLP, FS-OLS, GL-ANN, RT-RBF, and PRBFN networks, are given in Table I. RT-RBF results are taken from [23], [24], and [49]. PRBFN results are from [23]. In the case of the third dataset we follow Friedman [41] in dividing the MSE by the variance of the test data. The CLASH results are the MSEs of the normalized outputs.

In the case of the more complex datasets (Friedman, Mackay, and CLASH), the GL-ANN gives lower MSEs than both pure networks. In fact, for the CLASH dataset, the GL-ANN gives errors comparable to those from numerical simulation, even though the latter is specific to a particular structure and sea state [44], [50].

With the one-dimensional (1-D) sine data, GL-ANN and pure RBF networks achieve comparable results. After the first two steps of training GL-ANNs again give very similar results to pure RBF networks (Section IV-D). However, gradient descent leads to overtraining of the hybrid networks with this dataset. Overall the introduction of sigmoid neurons appears to be unhelpful for the sinewave datasets. Given the similar shape of the Gaussian function used in our RBF neurons to a sinewave, it is perhaps unsurprising that pure RBF networks can approximate sinewaves well. We would expect other classes of function to be well approximated by pure MLP networks. However, the latter scenario does not present a problem for GL-ANNs. Due to their stepwise training algorithm they start out as MLP networks. If the addition of RBF neurons did not reduce the test error it would be stopped immediately.
TABLE II
NUMBER OF HIDDEN LAYER NEURONS FOR SINE FUNCTION DATASETS

<table>
<thead>
<tr>
<th></th>
<th>1D sine</th>
<th>2D sine</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>R</td>
<td>T</td>
</tr>
<tr>
<td>MLP(L-M)</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>FS-OLS</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>GL-ANN</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>

TABLE III
NUMBER OF HIDDEN LAYER NEURONS FOR FRIEDMAN, MACKAY, AND CLASH DATASETS

<table>
<thead>
<tr>
<th></th>
<th>Friedman</th>
<th>Mackay</th>
<th>CLASH</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>R</td>
<td>T</td>
<td>S</td>
</tr>
<tr>
<td>MLP(L-M)</td>
<td>5</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>FS-OLS</td>
<td>0</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>GL-ANN</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>

Test MSE as a function of number of hidden neurons for the CLASH dataset.

For all but the 1-D sine data the errors achieved by both RT-RBF and PRBفن are higher than those produced by GL-ANN. Further, the results quoted for the 1-D sine dataset are below the minimum error achievable, given the inbuilt noise in the data. We believe that this result cannot therefore be taken at face value.

B. Hidden Layer Sizes

Tables II and III give the number of neurons used in the most successful networks. In each case S, R, and T refer to the number of sigmoid, RBF, and total neurons in the hidden layer, respectively. For the first two datasets (Table II), the GL-ANN cannot improve on the RBF networks. However, it imitates the RBF networks by using the smallest possible number of sigmoid neurons, i.e., one.

For the more complex functions (Table III), the GL-ANNs perform better than the RBF networks and create significantly different networks. The GL-ANN uses just three hidden neurons to reproduce Mackay’s function and six for Friedman’s. With the CLASH dataset the errors of both networks decrease as neurons are added, before reaching a minimum. However, the GL-ANN networks require considerably fewer neurons to achieve a given test error (Fig. 4). These results show that the GL-ANN is parsimonious in its use of hidden neurons. This result is useful in itself since it means that GL-ANNs may be trained quickly. Occam’s razor suggests that a more compact model is likely to be closer to a correct solution. Further, if ANNs are to be used for knowledge extraction, it is important that they be small in order to give useful symbolic information.

C. RBF Spreads

The spread of a radial basis function is defined as the distance from the function’s center that will give a response of 0.5. It is inversely proportional to the neuron’s steepness and gives an indication of the function’s “size.” Table IV gives the spreads of the RBF neurons used in the most successful RBF and GL-ANN networks. In the latter case, these are the average finishing spreads, after alteration by the third training step. These results suggest two trends.

- The spreads generally increase as the dimensionality of the input data increases. This is to be expected, since a greater spread is required in order to cover a higher dimensional space.
- The GL-ANNs usually have comparable or narrower spreads than the RBF networks. This confirms the idea that the presence of the sigmoidal neurons frees the RBF neurons to concentrate on local variation in the input–output function. A similar effect has been observed when an output bias is introduced into RBF networks.

D. Gradient Descent Optimization

It has been demonstrated previously that gradient descent optimization has a beneficial effect on RBF networks. In this section, we attempt to identify the extent to which the success of GL-ANNs is due to the optimization step in the training algorithm and to what extent it is due to the hybrid architecture. To do this, we have applied gradient descent optimization to pure RBF networks and compared the results for GL-ANNs (see Table V). The final LM optimization step is found to reduce the MSEs of both the GL-ANNs and the pure RBF networks for most datasets, suggesting that this is an important factor in the success of GL-ANNs. Further evidence of the importance of gradient descent optimization is given by a comparison of the network sizes with and without this step. As Table VI shows, considerably
fewer neurons are required to achieve an optimum network, i.e., one with the lowest MSE, if the optimization step is performed.

When gradient descent optimization is applied to the pure RBF networks, the advantage of GL-ANNs still remains for the larger, high-dimensional datasets (Friedman and CLASH). This result shows that the hybrid structure of GL-ANNs plays some part in its effectiveness. However, the results for the one- and two-dimensional datasets suggest that a hybrid architecture may not be appropriate for simpler, low-dimensional datasets. Further investigation of the limitations of hybrid architectures is clearly required.

### E. Regularization

Previous authors have noted that regularization is usually required when setting RBF output weights [20]. We have introduced regularization into the FS-OLS step for both hybrid and RBF networks, using a wide range of regularization parameters (powers of ten between 1.0 and $10^{-10}$). The minimum test MSEs obtained are given in Table VII. All values refer to unoptimized networks, in order to isolate the effect of regularization. A comparison with the first and third rows of Table V shows that regularization has little effect on the errors of well-sized networks. Only those networks that have more than the optimum number of RBF neurons, and are therefore overfitting the data, benefit greatly from regularization.

The relative unimportance of regularization is also seen when considering the sizes of the networks created (Table VIII). The number of neurons within the best performing networks is generally not reduced with the introduction of regularization. Indeed, in many cases the optimum networks have identical architectures to those produced without regularization, with only slight modifications to the output weights. This situation may be contrasted with the effect of gradient descent optimization, which in many cases results in large reductions in network size.

Regularization does result in a lower MSE than gradient descent optimization for the CLASH dataset. However, the number of neurons required to obtain this MSE is very large. The GL-ANN attains its minimum MSE using 80 neurons. In order to improve upon this error, the regularized networks require 263 neurons in the case of the pure RBF network and 278 neurons in the case of the hybrid network. We feel that the smaller GL-ANN must be preferred on the grounds of network size: the smaller network is trained more quickly and, from a Bayesian point of view, is more likely to reflect the underlying function.

The small effect of regularization is seen to some extent for both the pure RBF networks and the hybrid networks and therefore challenges the assumption that regularization is essential in OLS training of RBF networks [20]. However, we believe that the sigmoid neurons in the initial MLP may have a specific regularizing effect on the weights of RBF neurons added subsequently and that further regularization is therefore unnecessary. Further support is given to this idea by a comparison of GL-ANNs and pure RBF networks. The average output weight of a neuron in the most successful RBF networks is 18.8, compared to 1.29 for the best GL-ANNs.

The regularizing effect of the sigmoid neurons may be explained in a qualitative manner as follows. OLS selection identifies the weights that minimize the least square error. However, the core MLP network has already achieved this end, to some extent. When relatively localized RBF neurons are added to the network, their optimum weights are likely to be small in order to minimize the risk of upsetting the generalizing ability of the existing ANN. The number of RBF neurons is likely to be small, for the same reason. Overfit is therefore avoided by using fewer neurons with lower weights. A similar effect has been observed by Orr when wide RBFs are added before narrow RBFs in a pure RBF network [53]. However, we believe that neurons with a bipolar response may have a particularly strong regularizing effect. Further investigation of this issue is required, possibly including a formal mathematical treatment.

### F. Stopping Criteria and Model Selection

Related to the topic of regularization is the need for a stopping criterion. The first and third training stages involve LM training and are terminated upon reaching a minimum gradient or after a fixed number of epochs of training have been performed. However, it is not clear at what point the second stage should be stopped, i.e., at what point one should stop adding RBF neurons. The approach used in this study is to consider the second step in isolation by considering the test error obtained at this point. RBF neurons are added ten at a time, until no decrease is seen in this test error. The third training step is then performed on all of the interim networks created, up to the one with the minimum test error.

In order to make training more efficient, we would like to find a method of identifying the optimum network size during the second stage of training. This would save time during the third training phase, as well as the second phase, since it would be necessary to perform LM optimization only on the networks with optimum architecture. The use of a validation set after the FS-OLS phase is not useful for two reasons:

- Validation identifies very large optimum networks after FS-OLS, containing about 200 hidden neurons for the CLASH dataset. However, after LM optimization much...
more compact networks, containing about 80 neurons for the CLASH dataset, are found to give substantially lower MSEs.

- The use of a validation set before the termination of training introduces information that may bias training. Ideally, we wish to identify an optimum model after the FS-OLS step without resorting to the validation set.

Bayesian methods are widely used for model selection [55]. They have a number of advantages over the use of cross-validation: they have a sound mathematical basis, they may incorporate regularization in a natural way, they may be used in the selection of input variables, and they do not require the use of information from a test set [56]. If applied before the final step they refer to unoptimized networks. However, when used as model selection criteria, Bayesian inference techniques assess the evidence of a range of networks being the most “plausible” [57]. Assuming that the final step makes small changes to the overall weights, Bayesian inference could give some indication which architectures are likely to provide good models, before performing this step.

Even if applied after all three phases of training are completed, Bayesian model selection, using a technique such as Bayesian random searching (BARS) [56], would introduce heuristic search methods for model selection that could be more efficient and more automated than a brute-force approach. An alternative heuristic would be the use of genetic algorithms (GAs) [21]. Both of these methods could allow the search for number of sigmoid neurons, number of RBF neurons, and selection of input parameters to be assessed concurrently. While they may be fruitful areas of further study, they go beyond the scope of this paper.

V. CONCLUSION AND FUTURE RESEARCH

We have presented a novel training method for hybrid MLP-RBF networks. Our method identifies coarse features of an input-output function using sigmoid neurons and then adds detail through localized radial basis functions. This allows the training algorithm to focus on one task at a time, with the most effective technique used for each particular objective. Thus, gradient descent may be used to identify global features of the relationship before forward selection of centers adds local variation to the approximating function.

It has been demonstrated that GL-ANNs can give lower MSEs than pure RBF networks and MLPs on a range of function approximation tasks. GL-ANNs have also been shown to compare favorably with the more sophisticated approaches of PRB/FN and RT-RBF. A key feature of GL-ANNs is their efficiency in representing an unknown function: the number of neurons required to approximate a function to a given accuracy is often much lower than with other methods.

For some of the datasets investigated, hybrid networks are unable to improve on pure RBF networks. In these cases, the GL-ANNs seem to imitate pure RBF networks. The best results are found to be comparable to those for pure RBF networks and occur with a single sigmoid neuron, which effectively acts as an additional bias.

We have tried to avoid the use of user-set parameters whenever possible. One of these parameters is the regularization parameter. It has been demonstrated that neither pure RBF networks nor GL-ANNs benefit greatly from regularization, provided networks of appropriate size are used. The belief in the need for regularization may have arisen from a focus on fully interpolated networks containing all training points as radial centers. More compact networks are likely to be less liable to overfit and therefore have less need of regularization. We have shown informally that the bipolar neurons used in our GL-ANNs are likely to have a particularly strong regularizing effect and that GL-ANNs therefore have even less need of additional regularization than do pure RBF networks.

While regularization appears to have little effect on improving the generalizing abilities of GL-ANNs, or well-sized RBF networks, gradient descent optimization appears to be very valuable. An important reason for the success of GL-ANNs is that they combine the closed, stepwise algorithm of forward selection with the more open, parallel algorithm of gradient descent. This results in more compact networks as well as greater prediction accuracy.

A difficulty with the training of any hybrid network is model selection. We have taken a fairly crude approach, but more heuristic methods such as BARS or GAs might prove more efficient. The GL-ANN training algorithm has a specific difficulty in identifying an end-point in the FS-OLS phase of training, which can lead to long training times due to unnecessary training at this stage. Some suggestions have been made including the use of Bayesian inference techniques. This is a possible area of future research.

The boundaries on the effective use of GL-ANNs need to be explored further. Our results suggest that GL-ANNs are better suited to more complex and high-dimensioned problems and it would be interesting to see how GL-ANNs perform on real-world classification problems.

Observations concerning the regularizing effect of the hybrid method and the ability to identify novel functions and to imitate pure networks are somewhat tentative at this time. A rigorous mathematical treatment of these features should be attempted in the future.

Further investigation into the similarities between hybrid artificial neural networks and biological brains might be fruitful. Such research could operate in both directions: biological systems may provide an inspiration for the development of hybrid ANNs; on the other hand, the consideration of hybrid ANNs might help us to understand how and why biological processing often takes place in a modular, stepwise fashion.
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