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Abstract

This thesis presents a novel framework for developing an Arabic Short Text
Semantic Similarity (STSS) measure, namely that of NasTa. STSS measures are
developed for short texts of 10 -25 words long. The algorithm calculates the STSS
based on Part of Speech (POS), Arabic Word Sense Disambiguation (WSD),

semantic nets and corpus statistics.

The proposed framework is founded on word similarity measures. Firstly, a novel
Arabic noun similarity measure is created using information sources extracted from a
lexical database known as Arabic WordNet. Secondly, a novel verb similarity
algorithm is created based on the assumption that words sharing a common root
usually have a related meaning which is a central characteristic of Arabic language.
Two Arabic word benchmark datasets, noun and verb are created to evaluate them.
These are the first of their kinds for Arabic. Their creation methodologies use the
best available experimental techniques to create materials and collect human ratings
from representative samples of the Arabic speaking population. Experimental
evaluation indicates that the Arabic noun and the Arabic verb measures performed
well and achieved good correlations comparison with the average human

performance on the noun and verb benchmark datasets respectively.

Specific features of the Arabic language are addressed. A new Arabic WSD
algorithm is created to address the challenge of ambiguity caused by missing
diacritics in the contemporary Arabic writing system. The algorithm disambiguates
all words (nouns and verbs) in the Arabic short texts without requiring any manual
training data. Moreover, a novel algorithm is presented to identify the similarity
score between two words belonging to different POS, either a pair comprising a noun
and verb or a verb and noun. This algorithm is developed to perform Arabic WSD

based on the concept of noun semantic similarity.

Important benchmark datasets for text similarity are presented: ASTSS-68 and
ASTSS-21. Experimental results indicate that the performance of the Arabic STSS
algorithm achieved a good correlation comparison with the average human

performance on ASTSS-68 which was statistically significant.
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List of Glossary

. An Arabic Equational Sentence is a sentence without a verb and its structure
consists of the subject and predicate.

. A Category Norm is defined as a set of words within the same theme, listed by
frequency, which is created as responses by human participants to a specific
category.

. A Verbal Sentence is a regular sentence in Arabic and its structure consists of

the verb, subject and object.

Lemmatisation is the task of finding the canonical form, or dictionary form,

(which is also named the lemma) for words.

Parsing is the process of assigning a syntactic structure to a group of words and

is automatically done using the text parser technique.

POS Tagging is the process of assigning a word class (grammatical category
label) to each word in a text and is automatically performed using the POS tagger

technique.

. Word Sense Disambiguation is defined as the process of identifying the correct

sense to a particular word based on the context in which it appears.

. Word Structure or Morphology concerns the regulation, rules, and processes of
the meaningful units of language, in terms of whether these units are words or

parts of words, such as different kinds of affixes.
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Chapter 1

Introduction

1.1 Contribution

This thesis presents research investigating a computational approach to Arabic short
text semantic similarity, the similarity of the short text meaning. Short Text Semantic
Similarity (STSS) measurements are developed to measure the similarity between
very short texts of 10 -25 words long. This is the length of typical utterances in
human dialogue (O’Shea et al., 2010). The importance of STSS measures is growing
due to the large number of applications that are emerging in numerous text-related
research fields. For example, in web page retrieval, STSS measures are used for the
improvement of the retrieval effectiveness by means of the calculation of the
similarities of page titles (Park et al., 2005). Text mining can benefit from the use of
STSS measure as criterion to detect concealed knowledge from textual databases
(Atkinson-Abutridy et al., 2004). In conversational agent, the employment of STSS
measure can greatly reduce the scripting process through the use of natural sentences
instead of large numbers of structural patterns containing wildcards (O’Shea, K. et
al., 2010).

Unfortunately, research in the semantic similarity field has neglected the Arabic
language. (Habash, 2010) reported that the research into Arabic computational
semantics is much smaller than the research in other areas in Natural Language
Processing (NLP) mainly due to the higher complexity and subtlety of Arabic.
Despite this challenge, novel work on STSS using Arabic is presented in this thesis.
The main contributions of the work in this thesis fall into three areas:

e The contribution to the automatic measurement of Arabic semantic similarity.
This includes a novel framework for developing an Arabic STSS measure which
is the most significant contribution of the work in this thesis. Also, two novel
Arabic word semantic similarity measures have been created: Arabic noun

semantic similarity and Arabic verb semantic similarity. These measures are



expected to contribute to the development of the performance of many Arabic

applications.

e The contribution to Arabic semantic similarity resources. The production of two
Arabic short text benchmark datasets for evaluating and optimizing the proposed
STSS measurement algorithms. Similarly, two Arabic word benchmark datasets
for evaluating the Arabic noun semantic similarity algorithms and the Arabic
verb similarity algorithms. These datasets are the first of their kinds for Arabic. It
is expected that these datasets will be regarded as a reference basis from which to

evaluate and compare different methodologies in the field.

e The contribution to Arabic Word Sense Disambiguation (WSD). The
development of a new Arabic WSD algorithm to disambiguate all words (nouns
and verbs) in the Arabic short texts without requiring any manual training data.
Moreover, a novel algorithm is presented to identify the similarity score between
two words which have different Parts of Speech (POS), either a pair comprising a
noun and a verb or a verb and a noun. This algorithm is developed to perform

Arabic WSD based on the concept of noun semantic similarity.

1.2 Research Questions

1. Is it possible to construct a framework for developing a short text semantic
similarity measure for Arabic language?
2. Are there features of Arabic language which would prevent the construction
of the framework for semantic similarity?
3. Do the necessary components exist for constructing a measure with a
framework?
4. Where there are missing components from NLP that are required, is it
possible to create these for the Arabic language? i.e.
e s it possible to measure the semantic similarity between a pair of
Arabic nouns?
e Is it possible to measure the semantic similarity between a pair of

Arabic verbs?



e Isit possible to disambiguate all words in an Arabic short text?
e Is it possible to measure the similarity between Arabic words
belonging to a different POS?
5. ls it possible to create suitable benchmark datasets for noun, verb, and STSS

algorithms test?

1.3 Hypotheses

1. Hp (Null Hypothesis): it is not possible for a machine based Arabic noun
semantic similarity measure to re-produce human intuitive measures of
semantic similarity.

Hi: it is possible for a machine based Arabic noun semantic similarity

measure to re-produce human intuitive measures of semantic similarity.

2. Ho: it is not possible for a machine based Arabic verb semantic similarity
measure to re-produce human intuitive measures of semantic similarity.
H;: it is possible for a machine based Arabic verb semantic similarity

measure to re-produce human intuitive measures of semantic similarity.

3. Hp: it is not possible for an Arabic algorithm for all-word sense
disambiguation to achieve the same classification as human would make.
H;: it is possible for an Arabic algorithm for all-word sense disambiguation

to achieve the same classification as human would make.

4. Ho: it is not possible for a machine based Arabic short text semantic
similarity measure to re-produce human intuitive measures of semantic
similarity.

Hi: it is possible for a machine based Arabic short text semantic similarity

measure to re-produce human intuitive measures of semantic similarity.

5. Ho: it is not possible to construct a noun dataset for Arabic within a limited
size which effectively represents human intuition.
Hj: it is possible to construct a noun dataset for Arabic within a limited size

which effectively represents human intuition.
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6. Ho: it is not possible to construct a verb dataset for Arabic within a limited
size which effectively represents human intuition.
Hj: it is possible to construct a verb dataset for Arabic within a limited size

which effectively represents human intuition.

7. Ho: it is not possible to construct a short text dataset for Arabic within a
limited size which effectively represents human intuition.
Hj: it is possible to construct a short text dataset for Arabic within a limited

size which effectively represents human intuition.

1.4 Thesis Outline

The rest of this thesis is organised in three parts. First part comprises of two chapters
(2 and 3) which presents a background material to this thesis. The second part
(chapter 4) presents the Arabic STSS framework whilst the third part (chapter 5 and
6) concerns with creation of four datasets in order to use them in the evaluation

process of the proposed framework’s algorithms.

Chapter 2 describes the characteristics of the Arabic language and their influence on
the STSS computation. This chapter reviews the Arabic NLP techniques used in text
pre-processing. The main source of Arabic ambiguity and the current state of Arabic
WSD algorithms created to manage this challenge are also reviewed in this chapter.

Chapter 3 reviews the current state of STSS measures and highlights the major
challenges faced by the existing measures. This chapter reviews the current state of
word similarity measures which are considered to be the main requirement of the
creation of the STSS measure. The current states of word and short text benchmark
datasets used in the evaluation processes of the existing word and STSS measures are
also reviewed in this chapter with highlighting the challenges of the dataset design

process.

Chapter 4 presents a novel framework (NasTa) for developing a measurement
algorithm to calculate the semantic similarity between two Arabic short texts. The

development process of NasTa consists of two phases. This chapter describes the



NasTa components of each phase with the novel algorithms that has been created to
meet its requirements. This includes three Arabic word similarity measures and an

Arabic word sense disambiguation algorithm.

Chapter 5 describes the production of the first two Arabic word similarity benchmark
datasets and their creation methodologies: the Arabic noun benchmark dataset and
the Arabic verb benchmark dataset. These datasets are used to validate of the Arabic
word (noun and verb) measures presented in chapter 4. This chapter also describes
the evaluation procedure of each measure which involves the creation of the training
sub-dataset to use in the parameter optimization process and evaluation sub-datasets

to use in the process of validating of the Arabic word measure.

Chapter 6 describes the production of the first Arabic short text benchmark dataset
(ASTSS-68) with its creation methodology. The motivation of the creation of this
dataset is to evaluate the ASTSS framework (NasTa) presented in chapter 4. This
chapter describes the evaluation procedure of NasTa which involves the creation of
an optimization dataset to use it in the optimization parameters process, evaluation of
the Arabic short text algorithms created in the first and second phase of the NasTa
framework development process and finally, comparing the performance of the
Arabic short text algorithms to determine whether a combination should be used

profitably in NasTa framework.

Chapter 7 concludes the thesis, highlights its contributions and suggest some new

research directions for future work.



Chapter 2

Issues of Arabic Natural Language Processing

2.1 Introduction

This chapter will review the characteristics of the Arabic language and their
influence on the automatic processing of Arabic, including Arabic script, Arabic
word structure, sentence structure and Parts of Speech (POS) classifications. Word
structure or morphology relates to regulations, rules, and processes regarding the
meaningful units of language, in terms of whether these units are words or parts of
words, such as different type of affixes (Ryding, 2005). The structure of the Arabic
word is considered highly systematic in that it exhibits rigorous and elegant logic.
This is explained in some detail in this chapter. The Arabic POS classification
dilemma and its influence on Arabic pre-processing technigues including the
morphological analyser, the POS taggers and the text parser are also discussed in this
chapter.

There is a review of the two well-known Arabic morphological analysers which have
been developed to deal with the internal structure of Arabic words and the current
Arabic POS taggers which were developed to assign the POS of each word in the
text. Word Sense Disambiguation (WSD) in general is described together with the
main strategies which have been utilized to perform the WSD. The main source of
ambiguity in the Arabic language is explained and current algorithms developed to

perform the Arabic WSD are reviewed.

2.2 Arabic Language

Arabic is a Semitic language which is spoken and written by more than 300 million
people in the world. It is read by 1.4 billion Muslims as it is the Holy Quran language
(Farghaly and Shaalan, 2009). Classical Arabic, the standard form of the language
which is used in the Holy Quran was first spoken by Arabs over fourteen centuries
ago. Its grammar and vocabulary are more complex than Modern Standard Arabic
(MSA). MSA is defined as the Arabs’ attempt to speak Classical Arabic (Kaye,



1972). It is the formal language of Arabic countries that is used in the education
sector (e.g. public schools and universities), public speeches, media and literature.
MSA contrasts with colloquial Arabic, which is less sophisticated in its grammar and
vocabulary than MSA. Various dialects (colloquial Arabic) are currently spoken in
different parts of the Arab world. When this language is studied, the main emphasis
is always placed on classical Arabic and MSA, whilst dialects are likely to be
ignored (Al-Qahtani, 2005). The version of Arabic considered in this thesis is that of
MSA, the language which is universally understood by Arabic speakers.

2.2.1 Characteristics of the Arabic Language

The Arabic language is considered a highly derivational and inflexional language
which is based on a root and template to produce the language’s words. This section

addresses the characteristics of the Arabic language.
2.2.1.1 The Arabic Script

The Arabic script alphabet comprises two types of symbols (letters and diacritics) for
the writing of words. The alphabet is made up of 28 letters which contain 25
consonants and 3 long vowels and which one writes from right to left. They comprise
different shapes, resulting from their location in each word: for example initial,
medial, final or stand-alone (Habash, 2010). These individual shapes have their
origin in the Arabic style of writing whereby letters within a word are joined together
in a cursive manner, subject to the context in which the words appear. The letters
individually signify certain sounds and there is a good fit between the spelling of a

word and the manner of its pronunciation (Ryding, 2005).

Three long vowels in the Arabic alphabet are written into Arabic words as part of the
spelling of the word. They are represented by the letters } alif, $ waaw and ¢ yaa. In
the transformation process, words which have long vowels may change or replace
these letters with each other. For example, the long vowel letter | alif in the verb J.8
(said) is replaced with the long vowel $ waaw during the transformation process of
the verb to Js& (say), whilst the long vowel letter ! alif of the verb ¢ (sold) is

replaced by the long vowel ¢ yaa to become &= (sell). In addition, Arabic script has
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short vowels, which appear as diacritics above or below the letters. Consequently, the

letter acquires its desired sound and thus a word receives its desired meaning

(Elkateb et al., 2006b). For example, the word 4= means school. If the diacritics
are changed to 4 3 the meaning changes to that of a female teacher. There are
three main short vowels in Arabic (Fatha /a/ <:, Damma /u/ <, Kasra /i/ ). Sukun &

indicates there is no diacritic to add a vowel. Additional Arabic diacritics are
Nunations and Shadda. Nunations only arise in the final position of nouns, adverbs
and adjectives and resemble a dual version of their corresponding short vowels (two
Fatha <3, two Damma & and two Kasra 7). Shadda < represents a consonant
doubling diacritic (Habash, 2010). For example the word (+)? (darasa) means study
whilst the word (=23 (darrasa, double consonant r) means teach. In contemporary
texts, the short vowels have been disappearing and readers are anticipated to fill in
the missing diacritics by applying their knowledge of the language. The omission of
short vowels from Arabic texts results in considerable ambiguity and poses

challenges to the automatic processing of Arabic (Habash, 2010).

Another symbol used in current Arabic script is that of punctuation. The Arabic
writing system uses punctuation marks which are similar to those used in European
languages. Attia (2008) reported that punctuation marks have been introduced into
the Arabic writing system recently to some extent which has resulted in the absence
of strict punctuation rules. Arabic writers write entire paragraphs without a full stop
and sentences are often connected by the coordinating conjunctions s wa and < fa.
With regard to this, Daimi (2001) declared that “Arabic is distinguished by its high
context sensitivity with the desire to exhibit the different synthetic coherence

relations”.

Arabic script does not use capitalization: as a result there is no distinction between
small and capital letters in Arabic. Furthermore, Arabic script does not combine

letters to generate a new sound as in English (Salem, 2009).
2.2.1.2 The Arabic Word Structure

Word structure or morphology concerns the regulation, rules, and processes of the

meaningful units of language, in terms of whether these units are words or parts of
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words, such as different kinds of affixes (Ryding, 2005). The Arabic word structure
(morphology) is considered highly systematic in that it exhibits rigorous and elegant
logic. Its theories focuse on two fundamental issues: derivational morphology
describes how words are formed and inflectional morphology concerns how words

vary or inflect in order to mark grammatical categories (Ryding, 2005).

Arabic words are formed based on a system of roots which mesh with patterns of
vowels or patterns of consonants and vowels. The root is a sequence of 3
(occasionally also 2 or 4) consonants in a particular order which are called radicals.
This bears the core meaning of Arabic words (lexical meaning). The pattern is a
template of one or more vowels, or in combination with derivational affixes which
have slots for root radicals, and possess grammatical meaning. The Arabic language
has more than 10,000 roots and 85% of derived words are formed from 3 consonant
(tri-literal) roots (Al Ameed et al., 2005).

(Ryding, 2005) stated that “the Arabic root-pattern process has evolved extensively
and very productively in order to cover a vast array of meanings associated with each
semantic field”. For example, most of the Arabic words (in different POS) which
relate to writing are formed from the root of three consonants k-t-b (writing-related)
as a result of switching in patterns of vowels or patterns of vowels and consonants, as
shown in figure 2.1. The produced words can function as stems for grammatical affix
in the inflectional stage.

SN
Root k-t-b
R1-R2-R3
Pattern | R;aR.aRsa | RjiRzaaRza | R1aaR,iR3 | Ri1iR2aaR3 | maR;RjaRsa
Stem kataba kitaaba kaatib kitaab maktaba
write (v.) | writing (n.) | writer (n.) | book (n.) | Library (n.)

Figure 2.1 The formation of some Arabic words (writing related) from the root s
k-t-b.



Inflectional morphology does not change the core meaning and part of speech of the
stem but grammatical affixes are added in order to mark grammatical inflections,
such as tenses (past/present), gender (masculine, feminine) and/or numbers
(singular, dual (representing two entities), plural). For example, adding the suffix
“oi“ an to the stem “kaatib” (writer) produces the word “kaatiban” (two writers)

which signifies the dual masculine.

A multiple affix can appear in a word, when particular coordinating conjunctions,
prepositions and particles, the definite article, and a class of pronouns attach
themselves to the words. Thus a single Arabic word can represent a complete
sentence in other languages. An example of this is the Arabic word »& 35 which
means “and I told them”. This feature makes pre-processing tasks of Arabic texts
very challenging as it hinders the matching of the word in Arabic text to the correct
sense (correct lemma). It also poses two interesting challenges to the STSS
computation: representation of the word in a short text especially for measure that
calculates the similarity based on bag of words and also extraction of the semantic
information from Arabic resources (described in chapter 3) directly where the Arabic

words have been saved in these resources as lemmata.

2.2.1.3 Sentence Structure and Word Order

Arabic sentences have been classified as equational (verbless) sentences and verbal
sentences (Ryding, 2005, Attia, 2008). The equational sentence is a sentence without
a verb and its structure consists of the subject and predicate. The subject is a noun
phrase whilst the predicate can be a noun phrase, adjective phrase, adverb phrase or

prepositional phrase. An example of this as follows:

1. (ige A/ My brother is an engineer. In this example the first word &) (my
brother is a subject (noun) and the second usxig« (engineer) is a noun phrase
predicate.

2. SY Qllall / The student is intelligent. The word Ul (the student) in this

sentence is a subject and -S> (intelligent) is an adjective phrase predicate.
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A verbal sentence is a regular sentence in Arabic and its structure consists of the
verb, subject and object. The verbal sentence is considered syntactically flexible and
has a relatively free word order (Attia, 2008). Every different order, the Subject-Verb
-Object (SVO), VSO, and VOS are acceptable sentence structures in MSA. The
English sentence (the man bought a car) can be written in Arabic in three ways as

follows:

1. VSO order, st da_l s 5341 / bought the man a car
2. SVO order, 3w s i) da 0 / the man bought a car
3. VOS order, Js_W 3 s s 5131 / bought a car the man

This feature poses a challenge for many Arabic applications such as machine
translation (Salem, 2009), Arabic parsing (Attia, 2008) which increases the
ambiguity and conversational agent (Hijjawi et al., 2014) which increases the
complexity in terms of the actual understanding of Arabic sentences. For the work in
this thesis, the Arabic STSS measure cannot take advantage of word order which

contributes to English STSS measures.

In addition, MSA is a pro-drop language whereby the subject pronoun of a verb in a
sentence is dropped and recovered later by convention. For example, the Arabic
sentence 3w s 24 (bought the car) is equivalent to 3 b s 513 s (he bought the car)
(Diab et al., 2007 and Farghaly and Shaalan, 2009).

2.2.1.4 Parts of Speech

Compared with English and other European languages, Arabic enjoys a longer
millennium-wide tradition of scholarly research relating to its grammatical
description. The order established by the Arabic grammarian Sibawaihi,
approximately fourteen hundred years ago is the method most frequently followed in
traditional grammatical studies. In his renowned book Al-Kitab, Sibawaihi (1966)
commences by classifying the Arabic POS into nouns, verbs and particles. The verb
indicates an action and tenses that apply; Nouns which include people names, places,

or objects have no tenses; the particle requires that it is joined by a verb or a noun or
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both in order to be understood (Sawalha, 2011). This classification is still used today

and is regarded as the Arabic grammar’s leading principle (Suleiman, 1990).

The classification of POS is not listed in Arabic dictionaries whilst the structure of
Arabic grammar books is subject to the division of POS into nouns, verbs, and
particles. Wright (1896/2005), for example, applied the term noun as an umbrella
etymology covering six types which include nouns, adjectives, numeral adjectives,
demonstrative pronouns, relative pronouns and personal pronouns. He also divided

particles into: prepositions, adverbs, conjunctions and interjections (Attia, 2008).

In the literature of modern Arabic linguistics, Suleiman (1990) carefully analysed the
work of the earliest Arabic grammar theoretician (Sibawaih), in his book “Al-Kitab”
and refuted his tripartite classification of Arabic POS. The main thrust of his
argument was that no empirical or reasonable evidence was given by Sibawaih to
support his theory that the Arabic POS are exclusively classified into nouns, verbs
and particles. This was also the opinion of Attia (2008) who acknowledged that
classifying the Arabic POS in the traditional manner into nouns, verbs and particles
is insufficient for providing a complete computational grammar. This is supported by
Sawalha (2011) who observed that the tripartite classification of Arabic POS by

Sibawaihi does not pay sufficient attention to word structure (morphology).

This issue affects the Arabic text pre-processing techniques including morphological
analysis (analysis of the Arabic words), POS tagging (assigning a grammatical
category label to each word in a text) and text parsing (assigning a syntactic structure
to a group of words). The morphological analyser is considered a precondition for
the POS tagger and the text parser which provides them with the most important
information they need. A considerable number of morphological analysers (used to
analyse the Arabic words) continue to be influenced by the tripartite Arabic POS
classification (Attia, 2008). A good example of this restricted point of view is the
Xerox Arabic morphological analyser (Beesley, 2001). In these morphologies,
Arabic words are strictly classified into verbs, nouns (including adjectives and
adverbs) and particles allowing for no additional categorical description to be used
and thus making them unsuitable to serve a POS tagger and a syntactic parser (Attia,
2008).

12



2.3 Arabic Morphological Analysers

Two principal strategies apply for developing Arabic morphologies. They are
dependent on the level of analysis as follows:

1. Root-based morphologies: the analysis of Arabic words based on the system

of roots and patterns as well as concatenations.

2. Stem-based morphologies: the analysis of the Arabic words at the stem level
with the use of regular concatenation. The stem is considered the least
marked form of the uninflected word and has no suffixes or prefixes. It is
normally the perfective, third person, singular verb in MSA whilst nouns and

adjectives appear in the form of singular indefinite.

Many morphological analysers were developed for Arabic but only some of them are
available for purposes of research and evaluation, the remainder are proprietary
commercial applications (Attia, 2008). The known analysers include Buckwalter
Arabic Morphological Analyser (BAMA) (Buckwalter, 2002), Xerox Arabic
Morphological Analyser (Beesley, 2001), Sakhr (Chalabi, 2004), Diinar (Dichy and
Hassoun, 1998), and Morfix (Kamir et al., 2002). The best known are the first quoted
analysers which are well documented and are available for researchers to evaluate
(Attia, 2008). Each will now be reviewed.

2.3.1 Buckwalter Arabic Morphological Analyser (BAMA)

BAMA Morphology is regularly found in the literature and is believed to be the
“most respected lexical resource of its kind” (Hajic et al., 2005). BAMA contains
38,600 Arabic lemmata and has been developed as a main database of Arabic word
forms which interact with two concatenation databases. Arabic words are viewed as a
concatenation of three regions: a prefix, a stem and a suffix. The prefix and suffix
regions can be null. Prefix and suffix lexicon entries cover all possible
concatenations of Arabic prefixes and suffixes, respectively. Each word’s form is
inputted separately. The stem is taken as the base, and information about the root is
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also given. BAMA acts to verify the probable existence of each part in the three

dictionaries and is deemed acceptable if the prefix and suffix are null.

There are three compatibility tables in BAMA which are accessed after the word is
divided into its prefix, suffix and stem and a match for each is located in the
lexicons. Verification of a compatible combination is subsequently undertaken by
means of the compatibility tables. Successful verification indicates correct spelling of
the word. The vowel marks are reconstructed by BAMA. An English glossary is
provided and every possible combination of stems and affixes for a word is made
available. All stems that have a similar meaning are grouped together by BAMA and
then linked to a lemma ID. A Modern Written Arabic Dictionary (Wehr, 1979) was

taken by Buckwalter as his reference source.

Arabic words are classified by BAMA based on the modern POS classification.
There still remain, however, traces of generalizations in the large number of
adjectives categorised to be nouns and particles are deemed to be function words
(Attia, 2008).

2.3.2 Xerox Arabic Morphological Analysis and Generation

According to (Dichy and Fargaly, 2003), Xerox Morphology is held to be a system
based on “solid and innovative finite-state technology”. It is a mathematical model
which was used for the design of programs that can be signified via states and the
transition between them (Attia, 2008). The machine has been adapted to the Xerox
finite-state format. Beesley (2001) presented a description of this system which is
believed to be more appropriate for the carrying out of morphological analysis. The
approach of root-and-pattern is adopted by this morphology. 4,930 roots and 400
patterns are included, with 90,000 stems effectively generated. The advantage of
using it being the fact that it is rule based and has a large coverage. Vowel marks are

also reconstructed and an English glossary provided for each word.

It is subject to POS classification specifications, thus making it unsuitable to serve a

syntactic parser as words are classified only into Verbs, Nouns (including adjectives
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and adverbs) and Particles (Attia, 2008). A principle disadvantage of Xerox
morphology is the increased rate of ambiguity. Attia (2008) stated that, on account of
the fact that the system gives so many analyses for most words, including many
spurious ones due to the previous mentioned factor, it suffers from a very high level

of ambiguity.

It was decided to use the BAMA Arabic morphological analyser in this study to
obtain the lemma of each Arabic word in the short text as BAMA is freely
downloadable as a java package whereas the Xerox system is a web based analyser.
BAMA classifies words utilising modern POS classification and takes the stem as its
base form. By contrast, Xerox is based on traditional POS and utilises root—pattern
which increases the ambiguity, resulting in an increase in the number of solutions,

which Xerox morphology provides for most words.

2.4 Arabic Part of Speech Taggers

POS tagging is the process of assigning a word class (grammatical category label) to
each word in a text and is automatically performed using the POS tagger technique.
The set of all grammatical category labels used in the tagging process is known as a
POS tag set. The development of Arabic POS tagging has started recently and
various techniques have been employed to resolve the problem of Arabic POS

tagging.

2.4.1 Stanford Part-Of-Speech tagger

Stanford University originally developed this tagger (Stanford tagger) to apply to the
English language (Toutanova and Manning, 2000). A further, improved version was
presented which adds support for different languages together with improved speed

and usage for English which was described by (Toutanovaet al., 2003).
The tagger is built based on the model of maximum-entropy. The maximum entropy

intuition is to create a distribution through the continuous addition of features

(Jurafsky and Martin, 2000). The term ‘features' refers in this context to the
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constraints which come into being when the tagger is trained, e.g. syntactical and
morphological features. The total distribution contains the constraints that are added
by each feature. (Jurafsky and Martin, 2000) provide further information. The most
recent version includes trained models for the Chinese, German and Arabic
languages. According to the authors in the README file, the tagger has 96.50%
accuracy in Arabic. The tagger concentrates on the training part of the Penn Arabic
Treebank (PATB) with a smaller POS tag set which makes it harder to allocate a
"wrong" tag, thus contributing to the high level of accuracy. Examples from the set
of POS tags used include (NN- Noun single, NNS - Noun plural, DT- Determiner, JJ-
Adjective, VBD — Verb past tense, ect.)

2.4.2 Khoja Arabic Part-Of-Speech Tagger

In Khoja (2001) a combined statistical and rule-based method were proven to yield
the best results from the various combinations experimented with. A set of 177 POS
tags is used by the tagger which originates from Arabic traditional grammatical
theory. This set consists of 103 tags for nouns, 57 for verbs, 9 particles, 7 residual
and 1 for punctuation. The rule based method involves the development of a
knowledge base of rules which has been written by linguists as a means of defining
accurately how and where to allocate the various POS tags. The statistical based
method involves the building of a trainable model and the usage of a tagged corpus
for estimating its parameters. Once accomplished, the tagger can be employed to
automatically tag other texts.

The Khoja testing phase used four different corpora. The largest corpus, amounting
to approximately 59,000 words, was employed to train the tagger and create a
number of lexicons, which were used to tag the test set. One of these lexicons listed
each word jointly with all possible tags which were obtained in the corpus. In the
initial stages of the tagging, each word was looked up in the lexicon and all possible
tags for the word were identified in the lexicon. A stemming process was performed
for any word that was not found in the lexicon. In all, the accuracy achieved by

Khoja tagger was around 90%.
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2.4.3 Automatic Tagging of Arabic Text

Another Arabic POS tagger was introduced by (Diab et al., 2004) using a learning
algorithm known as the Support Vector Machine (SVM). This is a supervised
machine learning algorithm which is robust and can handle a big number of features.
It enjoys a good general performance. A number of features were drawn from a
predefined linguistic context with the tagger designed to predict the class of a token.
Arabic TreeBank was used to train the tagger and the data in the Arabic TreeBank
was transliterated into Latin based ASCII characters by means of the Buckwalter
transliteration scheme. A set of 24 POS tags was used by this tagger to achieve a
level of accuracy of 95%. This set of 24 tags known as collapsed tags set was
manually selected from the set of 135 tags created by Buckwalter (2002) to use with

Arabic morphological analyser.

2.4.4 Hybrid Method for Tagging Arabic Text

A hybrid method was presented by Tlili-Guiassa (2006) for tagging Arabic text by
combining a rule-based method and a memory-based machine learning method. In
the simple memory-based learning method, appropriate examples are given for
memory retention and the similarity between memory examples and new examples
resulting in the prediction of new examples. The tagger determines the word x POS
tag by searching for the k nearest neighbours and selecting the neighbour with the
highest frequency of occurrence. In the testing phase, the tagger used a corpus
containing texts which have been drawn from first stage educational books and
Qur’anic text that has been tagged through the use of a small tag set. The POS tag set
used by this tagger is the set of POS tags derived from Khoja's tagger resulting in a

performance of 85%.

(Sawalha, 2011) drew attention to the fact that most of the Arabic POS taggers were
developed by NLP research groups for their own internal use only. The reported
taggers used different sets of POS tags and evaluated using different test corpora. Of
all the Arabic taggers, Stanford enjoys the highest performance score. Moreover, it is

the only tagger that is freely available for download by researchers and therefore
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subject to independent validation. Consequently, it has been adopted in this study for

tagging each word in the Arabic short texts.

2.5 Arabic Parsers

Parsing is the process of assigning a syntactic structure to a group of words and is
automatically done using the text parser technique. This technique has been used in
variety of NLP applications such as automatic summarization and machine
translation (Habash, 2010). Several parsers have been used for parsing Arabic text
such as the Stanford parser (Klein and Manning, 2003), the Bikel parser (Bikel,
2002), Malt parser (Nivre et al., 2007), an Arabic Slot Grammar parser (McCord and
Cavalli-Sforza, 2007) and a Rule based parser (Attia, 2008). The parser presented by
(Attia, 2008) on the bases of the f-structure discussed later will be used in this
research in order to manage the syntactical flexibility feature for the MSA. Therefore

this parser is presented with more details in this section.

An Arabic parser was developed by Attia (2008), who created it within a framework
called a Lexical Functional Grammar (LFG) (Bresnan, 2001). This was undertaken
by means of the Parallel Grammar (ParGram) Project’s (Butt et al., 2002)

formalisms, tools and common inventory.

The aim of ParGram project is to provide full syntactic representation for many
languages within the LFG framework. The project utilises the Xerox Linguistic
Environment (XLE) as a platform that was built by Palo Alto Research Centre
(PARC) in order to write grammar rules and lexical entries using LFG formalisms.
The platform consists of three components suitable for creating a machine translation
system which include a parser, transfer and generator (Attia, 2008).

After being supplied with enough rules and lexical entries, the system analyses
(parses) sentences and gives both the functional-structure (f-structure) and
constituent-structure (c-structure) representation for each sentence. The c-structure is
defined as a phrase structure tree which encodes consistency (dominance) and

precedence (surface order) for each sentence (Attia, 2008). The f-structure represents
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a level of abstraction which is high enough for capturing parallelism amongst
different languages and reduces cross linguistic syntactic differences. It gives
information on grammatical functions of words such as (subject and object) and

morpho-syntactic features such as tense, gender, number and person (Attia, 2008).

The grammar rules and notations for MSA were written using the XLE platform.

The results of the pre-processing stages in the XLE system include grammatical
category, essential morphological information and the morpho-syntactic features for
each word. A set of Arabic rules, notations and constraints are employed to analyse
the Arabic sentences by the XLE parser. The main results obtained by the XLE
parser after parsing the Arabic sentences are the f-structure and the c-structure for the

input sentence. This parser is available online at http://iness.uib.no/iness/xle-web

which allows input of an Arabic sentence and gives the f-structure as output. Figure
2.2 shows the c-structure and f-structure for the Arabic sentence aslill JSI Al “the
boy ate the apple” which is selected from (Attia, 2008).

ROOT, PRED K [1:4), [256alE]>"

TNS-ASP | TENSE past, MOOD Indicative |

So
PRED ‘il

SPEC

S_Nonequational, z DET 9| DET-TYPE defl |
08BJ

NTYPE ,l NSYN common |

svVo, PERS 3, NUM sg, HUMAN -, GLOSS apple,
— T | GEND fem, DEF +, CASE acc

Nl-’ 1 V, N»Pz PRED ‘4

4 SPEC DET 5| DET-TYPE def | |
NP_DEF-INDEF, JS| NP_DEF-INDEF, SUB) :
\ /\ NTYPE | NSYN common

/ \ A N "I |
D N D N PERS 3, NUM sg, HUMAN +, GLOSS boy,

1 1 2 2 1 | GEND masc, DEF +, CASE nom

VTYPE main, STMT-TYPE decl, PASSIVE -, GLOSS eat,
i | Jjj Jl dalas p | COMP-TYPE nominal
() (b)

Figure 2.2 the Rule based parser output a: c-structure, b: f-structure.
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The output of this parser (f-structure) will be used in this thesis to manage the
syntactical flexibility feature for MSA,; the consequence of this is described in

chapter 4.

2.6 Word Sense Disambiguation

Each individual word can possess several possible meanings, a process called
Polysemy. The human being is able to ascertain the intentional meaning of a word
used by another person in conversation and in writing. These possible meanings are
known as senses and computers find it more difficult than human beings to
comprehend the intentional meaning of a word in a given context. As a result, several
algorithms for Word Sense Disambiguation (WSD) have been developed to perform
this task. This acts to identify the correct sense of a particular word based on the
context in which it appears (Navigli, 2009).WSD has been a problem in
Computational Linguistics for a long time and impacts significantly on many real-
world applications, such as machine translation, information extraction, and

information retrieval.

WSD was originally considered as a part of Machine Translation in the late 1940’s,
when the use of computer software to undertake translations of one language into
another was under consideration. However, it was rapidly evident that it presented a
serious challenge and, indeed, WSD was subject to various attempts in the 1970’s to
resolve the problem by means of the use of Artificial Intelligence techniques. A
turning point in WSD research was achieved in the 1980’s when the large scale
lexical resources released allowed for automatic extraction of knowledge (e.g. Wilks
et al., 1990). Statistical and machine learning techniques were heavily used to
perform WSD in the late 1990’s.

The generic WSD task can be distinguished by means of two distinct tasks, which are
the target word and all word. In target word (or lexical sample), a single ambiguous
word is subject to being disambiguated in a given context. All-words WSD is a more
general method which includes the disambiguation of all content words (nhouns,

adjectives, verbs and adverbs) in a text simultaneously.
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The methods proposed to tackle WSD generally employ the context in which the
ambiguous word occurs in order to disambiguate it, and use external knowledge
resources to extract the context information. The fundamental component of WSD is
the knowledge resource which can be partitioned into two types of resources
structured and unstructured. Structured resources comprise thesauri, machine
readable dictionary and ontologies such as Roget’s International Thesaurus (Roget,
1911), Collins Cobuild English Dictionary (Sinclair, 2001) and English wordnet
(Miller, 1995), respectively whilst unstructured resources comprise raw corpora and
sense-annotated corpora. An example of raw corpora is the Brown Corpus (Kucera
and Francis, 1967), which is published in 1961 in the United States and consists of
one million word collection of texts. A further example of unstructured texts is the
largest sense-tagged corpus known as SemCor (Miller et al., 1993), which contains
352 texts tagged with approximately 234,000 sense annotations. The reported

knowledge resources are described with more details in (Ide and Véronis, 1998).

Several approaches have been proposed to perform WSD which can be categorised
into 4 groups.

The supervised approach is popular due to its higher performance which trains a
supervised learning algorithm using a large amount of manually annotated training
data. Several machine learning algorithms have been used in supervised WSD such
as decision trees, neural networks, Naive Bayes classifier, decision lists, support
vector and instance base learning. A detailed description of each of these algorithms
was given in Navigli (2009). The supervised learning algorithm trains a classifier
using a set of labelled training data and generating a statistical model. This model is
applied to a set of unlabelled test data to decide the appropriate sense for each
ambiguous word. One of the significant disadvantages of this approach is that it
requires a large amount of manually annotated training data which is usually created
by humans. Unfortunately, human sense-tagging is labour intensive and time
consuming (Navigli, 2009). It requires a human expert to be very familiar with each
word’s definition. In the lexical sample task, a human manually tags each occurrence
of a single word (target word) in a text whilst in the case of all-words task, a human

manually annotates all content words (nouns, verbs, adjectives and adverbs) in a text.
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The limitation of the supervised approach leads to the use of semi-supervised and
unsupervised approaches. The semi-supervised approach requires very small set of
labelled training data (called as seed data) as in bootstrapping processes which trains
the classifier with a small tagged corpus (Yarowsky, 1995) and then applies the
classifier to annotate a set of untagged examples selected randomly from a large set
of unlabelled data. The results of this step (a new set of annotated examples) are
added to the small tagged corpus. This process is repeated with new sets of untagged
examples from the large set of unlabelled data until reaching a specific threshold.
Some semi-supervised approaches used the word-aligned bilingual corpus as seed
data (Ng et al., 2003).

The unsupervised approach does not rely on a labelled training data and includes
clustering which performs the WSD based on the notion that “the same sense of a
word will have similar neighbouring words” (Navigli, 2009). Therefore, clusters of
words are created based on the adjacent words (Lin, 1998a). All the described
approaches were reviewed in Navigli (2009) and Ide and Veéronis (1998) and
acknowledged that the supervised approaches with sufficient annotated training data
outperformed the unsupervised approaches. However the unavailability of such

sufficient data leads to the use of unsupervised approaches for wide coverage WSD.

The knowledge based approach typically utilizes external knowledge to perform
WSD and does not require any manually labelled training data. It is considered the
most promising approach for WSD due to the availability of the external knowledge
such as the dictionaries, thesauri, lexical databases and ontologies (such as wordnet,
which is increasingly enriched) (Pedersen et al., 2005). Several methods have been
proposed to perform WSD by exploiting the knowledge resources structure. A simple
knowledge based approach is the gloss overlap or known as Lesk algorithm (Lesk,
1986) which performs WSD by calculating the word overlap between the target word
senses’ definitions (dictionary definition) and the definitions of the senses of the
adjacent words in the sentence. The sense of the target word that has a highest
overlap is assigned as the appropriate sense. (Banerjee and Pedersen, 2003) extended
the gloss overlap using English WordNet instead of the dictionary which exploited

the different relationships that connect the concepts in WordNet. The structural
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approach is another knowledge based approach which performs WSD using a

semantic relatedness or similarity measure (Pedersen et al., 2005).

2.6.1 Arabic Word Sense Disambiguation

Arabic has a higher degree of ambiguity due to a complexity in the Arabic writing
system. The reason is that the absence of short vowel representation in MSA causes
an increase in homographs (words have same spelling but different pronunciations,
usually with different senses) (Habash, 2010). For example, the Arabic word _» could
mean three different nouns, 2z (land) or > (wheat) and 2» (reverence). Also like other
natural languages, most Arabic words are polysemous (word with one pronunciation
has multiple senses). For example, the Arabic word (x> which mean cheese or
cowardice. Both homograph and polysemy are cases of WSD. Maamouri and Bies
(2010) illustrate that the average number of ambiguities for a word in most languages
was 2.3, while in MSA it was 19.2. This section will review the current algorithms

developed to perform Arabic WSD.

2.6.1.1 An Unsupervised Approach for Bootstrapping Arabic Sense
Tagging

An unsupervised machine learning approach was presented by (Diab, 2004) for
Arabic word sense tagging, known as “bootstrap”. This approach used a parallel
Arabic-English corpus for the annotation of the Arabic text (focusing on nouns)
which utilized the cross-linguistic correspondence to characterize word meanings.
The words in the Arabic text were annotated based on the notion that words in the
first language were translated into the same word in the second language then the
first language words are semantically similar. The Arabic words were annotated with

their meaning definition using the English WordNet.

A word aligned parallel corpus was taken as input by the proposed algorithm (for
each Arabic word an English word was collected with). All English words that were
translated into the same Arabic word (same orthographic form) were collected from
the corpus and grouped into clusters. For each word in the cluster, all possible senses
were determined using English wordnet and the appropriate sense was assigned
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following the same algorithm used by (Resnik, 1999) to disambiguate the group of
English nouns. In the final step, the proposed algorithm projected the chosen sense
tags for English words to the corresponding translation words in Arabic. In the test
experiment, an all word test corpus (SENSEVAL2) was used for English whilst
machine translation systems were used to generate the Arabic due to lack of an
Arabic test corpus. The proposed algorithm achieved 64.5% in precision and 53% in
recall on the SENSEVAL2 English All Word task whilst 90% of the Arabic
evaluated data items were accurately tagged by the proposed algorithm based on

Arabic native judgment (annotations and ratings).

2.6.1.2 Naive Bayes Classifier for AWSD

A supervised approach was applied by (EImougy et al., 2008) for Arabic language to
disambiguate a single word in a text which used a Naive Bayes classifier with the
rooting algorithm to solve the ambiguity of Arabic words. A Naive Bayes classifier
relied on the computation of the conditional probability of occurrence of each sense
of the ambiguous word in the given context. The sense of the ambiguous word which
maximizes its conditional probability is chosen by Naive Bayes classifier as a correct
sense in context. The Naive Bayesian classifier can be represented by the following

formula;

P(sil fi, for s fr) = (51 ﬂp(fjl si) 2.1
j=0

Where s; represents the ambiguous word sense, fj represents the features that used for
describing the context in which the ambiguous word appear and m represents the
number of features. The probability of sense p (sj) and the conditional probabilities p
(f; | si) are estimated based on the relative occurrence frequencies of feature fj and

sense s; in the training set.

Elmougy’s algorithm started the disambiguation with two pre-processing steps which
were applied to eliminate the stop words and to extract the root of each Arabic word.
The AlShalabi stemmer (Al Shalabi et al., 2003) was used for the root extraction
which analyse the Arabic words based on the system of roots and patterns. In the
training phase, the training set was collected using the net and dictionary whereby

24



ten training samples were collected for each predefined ambiguous word. The output
of the training step was used by the disambiguation algorithm to calculate the score
of each ambiguous word sense and to assign the correct sense for a given word in the
set of testing samples. The testing set was also collected from the World Wide Web.
This algorithm achieved a rate of precision of 73% and the authors claimed that using
the root extraction algorithm with Naive Bayes classifier improved the accuracy and

also reduced the dimensionality of the training samples.

2.6.1.3 Corpora based Approach for Arabic/English Word

Translation Disambiguation

An Arabic/ English word translation disambiguation algorithm was proposed by
(Ahmed and Nurnberger, 2009) based on Naive Bayes classifier. The proposed
algorithm disambiguated the user translated query to assign a most appropriate word

translation based on statistical co-occurrence with utilizing a large bilingual corpus.

The proposed algorithm used an Arabic/ English parallel corpus for training and
testing phases. This corpus contains 8,439 Arabic stories with their English

translations totalling 2 Million Arabic words with 2.5 Million English words.

The lemma of each word in the user query was extracted using BAMA Arabic
morphological analyser and then each word in the user query was translated to
English. All possible English translations were determined for each word in the user
query and stored in the sense inventory array. The Naive Bayes classifier then started
the disambiguated process of the ambiguous query word (as described in section
2.5.1.2) and the sense matching the highest number of features was assigned as a
most appropriate word translation. The evaluation process used Arabic sentences
from the bilingual corpus as a user query. This algorithm using inflectional form
(lemma) achieved 93% in precision compared with the same manually selected

senses in both cases whilst 68% achieved using the basic word form.
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2.6.1.4 Lexical Disambiguation of Arabic Language: An
Experimental Study

An experimental study was presented by (Merhben et al. 2012) using three
supervised algorithms to perform Arabic word sense disambiguation. These are the
Naive Bayes algorithm, the K Nearest Neighbour and the decision list (Navigli,
2009) which are considered the most popular and the highest performing supervised
algorithms in WSD.

The experiment started the disambiguation with two pre-processing steps which were
applied to eliminate the stop words and to extract the root of each Arabic word.
Khoja stemmer (Khoja et al., 1999) was used for the root extraction which analyse
the Arabic words based on the system of roots and patterns. In the training phase, a
non-annotated corpus produced by (Al-Sulaiti and Atwell, 2006) was used and four

Arabic annotators tagged the 50 ambiguous words (from the corpus) by their senses.

For the 50 ambiguous words selected, the K Nearest Neighbour algorithm achieved
the highest performance of 52.02 % among others and the stemming increased the

precision for the three algorithms between 9% and 21%.

2.6.1.5 A Semi-Supervised Method for AWSD Using a Weighted
Directed Graph

A semi-supervised method was proposed by (Merhbene et al. 2013) which combined
a supervised method and an unsupervised method for disambiguating a single Arabic

word in a text. The proposed algorithm consisted of three steps.

Step 1 presented a method that was used to cluster the Arabic sentences containing
the ambiguous word. This step used the Arabic WordNet (AWN) (Elkateb et al.,
2006a) to extract the glosses (definition) and synonyms of the ambiguous words.
Also the corpus (collected by authors from newspaper articles, which counts
123,854,642 words) was used to collect sentences containing the ambiguous words.
For each sense of the ambiguous word, a sense cluster was produced by grouping the
sentences that represented the meaning of this sense. These clusters were then used

to construct the semantic trees. Accordingly, the sentences in each cluster were
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transformed to binary trees which consisted of nodes, edges, root (represents the
ambiguous word), right children and left children. All the obtained trees were

merged with the corresponding sentences listed in the same cluster.

Step 2 included the construction of a weighted directed graph and called a matching
step. The weighted directed graph was constructed by matching the original sentence
tree with the produced semantic trees of each sense. Edges weighted were added
between the nodes of the original sentence tree and the semantic tree nodes using
three collocation measures. These measures are the T-test, the Mutual Information
and the Chi-Square (Maning and Schitze, 1999). The weighted directed graph was
employed to determine the closest semantic tree to the sentence tree being
disambiguated, using a score measure which created based on the collocation

measures.

Step 3 presented a voting procedure which was used to assign the correct sense to the
ambiguous word. This procedure ranked the collocation measure in accordance with
the correct attribution of the given sense. The sense obtaining a highest rank from the

collocation measure was assigned to the ambiguous word.

The test process used a manually tagged (by Arabic annotators) test data of 4,582
samples containing 127 Arabic ambiguous words. The algorithm achieved (83%) in a

recall and precision.

2.7 Category Norms

A category norm is defined as a set of words within the same theme, listed by
frequency, which is created as responses by human participants to a specific category
(Battig and Montague, 1969). The words in each category are more similar to each
other than to the words of other categories. Battig and Montague (1969) created the
original category norms and their work is considered the best-established set which is
used in many projects, for example (Marsh et al., 2008, Caramazza and Shelton,
1998). The success of these categories may be attributed to the authors’ objective
that “these category norms may differ from numerous other similar normative
projects because of our primary concern with making them as useful as possible for
other researchers”. A follow up study was carried out by (Van Overschelde et al.,

2004) and reported that the category norms of Battig and Montague have been
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employed in over 1600 projects which were published in over 200 different journals.

Examples of these categories are:

1 A precious stone: Diamond, ruby, emerald, sapphire, pearl, gem

5 A metal: steel, iron, silver, copper, gold, aluminium, platinum

The membership data of 56 Battig and Montague categories were updated by (Van
Overschelde et al., 2004) and also 14 new categories were added resulting in 70
category norms. Battig (Battig, 1979) placed emphasis on the verbal material’s
importance for the research community, together with perceived difficulties in
obtaining the necessary funding to produce them. For example, (Van Overschelde et
al., 2004) created 70 category norms using a sample of 600 participants per category
and the participant’s responses for each category were typed into the computer rather

than handwritten.

There is a need for constructing materials in Chapter 5 and 6 of this thesis for the
creation of data sets to enable the evaluation of both the Arabic noun similarity
measure and the Arabic short text similarity measure. This process requires
employing categories like Battig and Montague. However, they cannot simply be
adopted because the content of the category norms differ from one language to other
on the basis of the culture (Yoon et al., 2004).

2.8 Conclusions

This chapter has described the characteristics of the Arabic language, including
Arabic script, morphology, sentence structure and POS classifications. It has been
shown that the characteristics of such a rich language pose significant challenges to
automatic processing which included missing diacritics, complex internal word
structure, relatively free word order, pro-drop language and different POS

classifications.

Two well-known Arabic morphological analysers have been reviewed. The BAMA

morphological analyser was deemed the most suitable for adoption in this study.
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Current Arabic POS taggers have been reviewed based on the algorithm utilized, the
training and testing resources used, tag set and the accuracy achieved. It was decided
that Stanford POS tagger for Arabic is the most appropriate for use in this research
due to its accuracy and availability.

Explanations of WSD in general have been presented together with the main
strategies used to perform the WSD. It has shown that the supervised approaches are
popular due to its higher performance but the knowledge base approaches are the
most promising due to the availability of the external knowledge. Details of current
Arabic WSD algorithms have been reviewed as regards the methodology used,
knowledge resource exploited and the accuracy achieved by each algorithm. This
review demonstrates that the majority of Arabic WSD algorithms were developed for
single word WSD task only and no implementation is available on the web for
adoption of them by researchers such as a freely available package of WSD for
English. An Arabic WSD algorithm to disambiguate all words in the Arabic short
texts will be presented in chapter 4 of this thesis which is based on the knowledge

base approach.
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Chapter 3

Semantic Similarity

3.1 Introduction

Semantic similarity is an essential component of numerous applications in fields such
as natural language processing, linguistics and psychology. Semantic Similarity is
believed to be a widely understood concept. In word semantic similarity study,
Miller and Charles (1991) wrote: . . . subjects accept instructions to judge similarity
of meaning as if they understood immediately what is being requested, then make
their judgments rapidly with no apparent difficulty.” This view has been supported
by other researchers such as Resnik (1999) who noted that similarity is generally

treated as a property which is characterised by human perception and intuition.

Different semantic types were discussed by Frawley (1992) with respect to two
mechanisms. These are the detection of similarities and differences. Jackendoff
(1983) claims that the synonym, redundancy and paraphrase semantic relations
derive from judgements of likeness while the semantic relations of antonymy,

inconsistency and contradiction arise from judgements of difference.

Fellbaum (1998) stated that words and texts are considered semantically related
when a relationship exists between their meaning. A pair of terms can be
semantically related by means of lexical relationships such as hyponymy (father,
parent), synonymy (gem, jewel), and antonymy (local, international), and also by
functional relationships such as (pen, paper), associative relations (winter, cold),
temporal relation (World War 11, 1945) for instance. Semantic relations which apply
at other, higher levels, such as in phrases, sentences and documents, are subject to
analysis based on their meaning within the texts.

Similarity-based research can play a crucial role in the development of the
performance of the bulk of applications relying on it (Feng et al., 2008). Examples
comprise word sense disambiguation (Sinha and Mihalcea, 2007), information
retrieval (Hliaoutakis et al., 2006), semantic search (to find pictures, documents, jobs
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and videos) (Aytar et al., 2008), information extraction (Poon and Domingos, 2007),
question answering (De Boni and Manandhar, 2003), machine and conversational
agents (O’Shea K. et al., 2010).

Semantic similarity studies have generally focused on one of three levels of detail:
individual words, short texts or complete documents. In relation to the work in this
thesis, this chapter focuses only on the word and short text semantic similarity. To
the best of our knowledge, there is no prior work that has been reported on Arabic
word semantic similarity measures or on Arabic short text semantic similarity
measures. However, related work on English word and short text similarity measures
provides a starting point. This chapter reviews the current state of the English word
and short text semantic similarity measures based on the information sources they
exploit. The current states of the English datasets that are used to identify the quality
of the computational semantic similarity (word and short text) with the challenges of
the creation of these datasets are also included. Finally the Arabic knowledge

resources that support semantic similarity are reviewed based on their availability.

3.2 Word Semantic Similarity Measures

Assessing semantic similarity between two words is frequently represented by
similarity between concepts associated with the compared words. Interest in
automatic word semantic similarity started in 1960s, particularly for the English
language. Since then, a number of algorithms have been proposed using a variety of
approaches which can generally be viewed in terms of the information source they
exploit: path based approaches and information theory based approaches (Meng et
al., 2014).

Path based approaches can also be called Edge counting-based or Dictionary /
Thesaurus based approaches (Li et al., 2003) which typically use the semantic
information derived from hierarchical knowledge bases to compute the word
semantic similarity. Rada et al. (1989) utilized the minimum path length connecting
the concepts containing the compared words as a measure for calculating the

similarity of words. This was undertaken by finding the meeting point known as the
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Lowest Common Subsumer (LCS) which is the most specific concept in the
hierarchy that subsumes the two concepts, followed by calculating the path distance
between them through it. This proposed measure calculated the similarity of medical
terms using a medical taxonomy known as MeSH. Their work is considered as the
basis of edge counting-based methods. A similar kind of method was proposed by
Leacock and Chodorow (1998) for measuring the word similarity using the English
WordNet (Miller, 1995) taxonomy. The similarity of compared words was calculated
based on the shortest path length between the compared words taking into

consideration the maximum depth of the taxonomy.

Wu and Palmer (1994) proposed an algorithm to calculate the word similarity using
the depth of the LCS and the path lengths (the number of nodes) between the
compared concepts and the LCS. The proposed algorithm was used in a machine
translation system (translating English verbs to Chinese).

Li et al. (2003) presented different strategies to calculate the semantic similarity
using multiple information sources, which are the shortest path length, depth and
local density. Li indicated that the reported similarity measures either used the
information source directly as a metric of word similarity or utilized a particular
information source without consideration being given to the contribution of others.
The authors claimed that the information sources should be properly processed and
combined in order to attain a good measure of word semantic similarity. The strategy
that obtained the best result combined the shortest path and depth nonlinearly. The
result of this measure significantly outperformed previously reported word similarity
measures. In this measure, the similarity increased with respect to depth of the LCS
(proportional to depth of the LCS) and decreased (inversely proportional) with the

path length between concepts.

The information theory or corpus based approaches principally use the frequency of
a word’s occurrence to calculate the word semantic similarity using statistical
information derived from a large corpus. Resnik’s measure (1995) is the first to
combine ontology and a corpus together. The proposed measure defined the
semantic similarity of the compared concepts as the information content of the LCS

that subsumed the compared concepts in the taxonomy hierarchy. The Information
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Content (IC) of a LCS relies on the probability (p) of encountering an instance of the

LCS in a corpus which is calculated using the following formula.

IC =-log p(c) (3.2)

Where, p(c) represents the probability of the concept (LCS). The probability p(c) was
determined by the frequency of occurrence of the LCS and its sub-concepts (the set
of concepts subsumed by the LCS) in a corpus. The drawback of this measure is that
many concepts share the same LCS in WordNet which leads to assigning the same

similarity rating to all the concepts.

Some modifications have been performed to improve the pure information content
measure of the original work of Resnik. Jiang and Conrath (1997) presented a hybrid
method on the basis of the edge-based notion through adding the information content
as a decision factor. If the compared concepts share a lot of information, then the IC
of LCS will be high and the semantic distance between the compared concepts and
the LCS will be smaller. The proposed measure defined the semantic similarity as the
opposite of the semantic distance whereby the concepts with smaller distance are
considered more similar to each other than the concepts with a larger semantic

distance.

The same elements of the Jiang and Conrath method are used by Lin (1998b) to
calculate semantic similarity but in a different fashion. Lin proposed a new formula
derived from information theory, which combined information content of the
compared words and assuming their independence. The semantic similarity was
based on the notion that if the compared concepts share information, then the score
of the semantic similarity will be greater otherwise the score of the semantic

similarity will be lower.

The majority of subsequent research in the field of the word similarity is either
derivative from or influenced by the reported word similarity measures. Liu et al.
(2007) proposed an algorithm to calculate the word semantic similarity on the basis

of the edge-based notion. This measure used the same elements in (Li et al. 2003),
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discussed earlier, but in different fashion which combined the shortest path between
the compared concepts and depth of LCS nonlinearly. The fundamental idea of this
algorithm was based on the notion that the process of the human judgement for
semantic similarity can be simulated via the ratio of common attributes to the total
attributes between the compared words. Meng et al. (2014) combined path and
information content of concepts to calculate the word semantic similarity. The
proposed algorithm used Lin’s measure to calculate the information content of
concepts. The similarity of the compared concepts is inversely proportional to the
path length therefore the proposed algorithm used a nonlinear function to meet this
requirement. The overall semantic similarity score was identified by the combination

of the Lin’s measure with the shortest path of the compared concepts nonlinearly.

3.3 Short Text Semantic Similarity Measures

The current state of short text semantic similarity measures can be categorized into
three groups: Corpus based measures, Knowledge based measures and Hybrid

measures.

3.3.1 Corpus-based Measures

Corpus-based measures principally use the frequency of a word’s occurrence to
compute the similarity between short texts. Generally these methods derive the
statistical information from the corpus to produce a score of similarity. A well-
known early method of this kind is the Latent Semantic Analysis (LSA) (Landauer et
al., 1998) which was presented as an information retrieval technique. A set of terms
and documents were used to generate a high dimensional matrix which was
decomposed by singular value decomposition into three other matrices. To compare
two short texts using LSA, two vectors containing the semantic meaning of their
words were formed in a reduced dimensionality space and then the overall similarity
was calculated by the cosine of the angle between their corresponding row vectors.
The drawback of this measure is that the similarity was calculated without using any

syntactic information from the compared texts. Consequently for example, the
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sentences “The dog hunted the man” and “The man hunted the dog” will be

considered as identical.

Islam and Inkpen (2008) proposed another corpus-based method that calculated the
text similarity as a combination of three similarity functions (semantic word
similarity, string similarity and common word order similarity). Pointwise mutual
information (using the British National Corpus (Brown Corpus, 2005)) was
employed for measuring the corpus based word similarity. Longest common
subsequence string matching was used as a string similarity method to identify any
misspelled word in the short texts. Finally, a common word order similarity was

employed to incorporate syntactic information in their proposed measure.

3.3.2 Knowledge-based Measures

Knowledge base methods typically use the semantic information derived from a
dictionary, thesaurus or ontology for measuring the similarity between short texts.
Kennedy & Szpakowitz (2008) used Roget’s thesaurus with a cosine measure for
calculating semantic text relatedness. They presented a method of text representation
that endeavours to take advantage of the structure found in Roget’s thesaurus and
similar lexical ontologies such as WordNet. The text representation method included
mapping the text into weighted concepts which were weighted by two criteria (word
frequency and specificity). With this weighting method, cosine similarity was used
to define the distance between the short texts.

Ho et al. (2010) presented a method (WSD-STS) for measuring text similarity by
transforming an existing corpus based method (STS model Islam & Inkpen (2008))
into knowledge based method. The similarity between short texts was computed by
the combination of word semantic similarity and string similarity. The word
similarity was calculated based on the comparison of actual meaning through the
integration of WSD into the adopted word similarity measure. The result of WSD-
STS showed that the knowledge based measure performed better than the corpus

based measure, which is a baseline measure.
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3.3.3 Hybrid Measures

In hybrid methods, both the corpus based and the knowledge based techniques of
word semantic similarity are used for measuring the text similarity. The fundamental
model of short text semantic similarity, known as STASIS, was proposed by Li et al
(2006). In their proposed measure, a joint word set was dynamically formed through
the use of all the distinct words in the compared texts. For each sentence, a semantic
vector was obtained by combining semantic information from a structured lexical
database (WordNet) with information content from a corpus. STASIS incorporated
syntactic information by forming the word order vector for each sentence based on a
word sequence and location in a sentence. Semantic similarity and word order
similarity were calculated based on two semantic vectors and two word order vectors
respectively. The overall similarity was defined as a combination of semantic and
word order similarity. Much subsequent research in the field of short text similarity
are either derivative from or influenced by STASIS such as (Noah et al., 2007), (Liu
et al., 2008), (Achananuparp et al., 2008), (Li et al., 2009), (Osathanunkul, 2014),
etc. Evidence has also been published which indicated that this measure was
successful used in real-world applications such as conversational agents (O’Shea, K.
etal., 2010), (O’Shea, K. et al., 2009) and (O’Shea, K. et al., 2008).

Mihalcea et al. (2006) propose another hybrid method that combines the result of six
knowledge based measures and two corpus based measures of the word similarity to
derive short text similarity measure. The weakness of this measure is that the
similarity of words is calculated by eight different methods, which is not
computationally efficient.

Feng et al. (2008) use wordnet (to get lexical taxonomy information) and a Brown
corpus-based measure for calculating the text similarity with incorporation of direct
relevance (obvious coherence between two words) and indirect relevance

information (potential relatedness between two words).

Li et al. (2009) combine semantic information derived from wordnet and a corpus
with syntactic information obtained through a shallow parsing process. For each
compared text, noun phrases, verb phrases and preposition phrases are extracted

using shallow parsing. In their proposed measure, they adopted an existing semantic
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vector method proposed by Li et al. (2006) to measure the similarities between
different kinds of phrases. The overall similarity is calculated based on the

combination of semantic similarities of the three kinds of phrases.

Lee et al. (2014) proposed a new sentence similarity algorithm based on grammatical
rule and English WordNet ontology. The proposed algorithm calculated the sentence
similarity using syntactic and semantic information derived from the compared
sentences. An English syntactic parser designed by (Sleator and Temperley, 1995)
was utilized to derive the syntactic information which produced a corresponding
syntactic structure containing a set of labelled links that connects pairs of words. The
proposed algorithm considered the sentences as a sequence of links and directly
extracted the semantic similarity from the same or similar links. The relationships
between the compared sentences were represented by means of building a limited
size set of grammar matrices. The size of this set was selected as a maximum number
of the grammar links produced by the parser. Wu and Palmer (1994) measure was
used to calculate the similarity between words that the link contains. The overall
sentence similarity was determined from grammar information and the word

semantic similarity that the links contain.

It can be observed that the majority of the current STSS measures only focus on the
similarity of nouns and ignore other parts of speech (Ho et al., 2010) such as verbs,
adverbs and adjectives in the computation of STSS. The primary reason is that, STSS
measures utilise word similarity measures to calculate the short text similarity and
the majority of the current word measures calculate the semantic similarity of nouns
due to the richness of the resources that used to support noun semantic similarity.
However, the STSS measures (Li et al., 2009, Ho et al., 2010, Lee et al., 2014) that
calculate the semantic similarity based on nouns and verbs used the same word
semantic similarity techniques to derive the similarity score for both nouns and
verbs. Resnik and Diab (2000) have been reported that the problem of identifying
verb similarity is different from noun similarity because the representations of verbs
are viewed as holding properties such as sub-categorization restriction and event
structure that nouns do not. This implies that using the same computational
techniques for verbs as for nouns may not be effective because of their different

properties. Also (Pedersen et al., 2005) acknowledged that information content and
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path based measures are much more effective for identifying the similarity score of

nouns while they struggled when including them in a verb experiment.

Also the majority of current short text measures rely largely on computing the
similarity between the words in both short texts but does not take the context in

which they occur into account and thus affects the final short text similarity score.
3.4 Evaluation of the Semantic Similarity Measures

The only way to identify the quality of a computational semantic similarity measure
with confidence is by means of an investigation of its performance compared with
human perception (Resnik, 1995, Gurevych and Niederlich, 2005, O’Shea et al.,
2013). This requires the use of a benchmark dataset with similarity ratings collected

from human participants.

The design process of a word or short text dataset faces three challenges. Firstly,
selection of a sample of the word or short text pairs that represents the properties of
the language for which the dataset is created. Secondly, collection of similarity
ratings that precisely represented the human perception of similarity using a
representative sample of participants. Thirdly, determination of the appropriate
statistical measures that can be applied to make judgments about the word or short
text similarity measures (O’Shea et al., 2013). This section will review the current
state of word and short text datasets based on the methods used to meet the three

issues of the dataset design process.
3.4.1 Word Semantic Similarity Benchmark Datasets
This section will review the details of the current state of word similarity datasets.

3.4.1.1 R&G-65

Rubinstein and Goodenough (R&G) (1965) produced the most influential word
(noun) benchmark dataset for English. A set of 48 English nouns represented in two
lists (each list contained 24 nouns) was employed to produce 65 noun pairs. However
this dataset was published without justification for the specific choices of 48 nouns

and the method used to make up of the combination of 65 noun pairs.
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The sample of participants used in the R&G experiment for the collection of human
ratings consisted of two groups of college undergraduates with a total of 51
participants. No information was provided as regards the composition of age or
gender for each group and whether the sample of participants used in this experiment

contained only native English speakers.

A card sorting technique was used for collecting human ratings. A paper
questionnaire was used in this dataset to record the results and each of the 65 noun
pairs was printed on a separate slip. The order of the 65 slips was randomized before
presentation. The participants were asked to sort the slips into order of similarity of
meaning to obtain ratings based on “how similar in meaning one word was to
another”. Each noun pair was rated by assigning a value from 4.0 “near
synonymous” to 0.0 “completely unrelated”: “the greater the similarity of meaning

the higher the number” (R&G 1965).

The semantic similarity score for each noun pair was computed as the mean of the
similarity ratings made by the participants. The R&G dataset has been widely used in
many experiments for the evaluation of different methodologies using the Pearson
correlation coefficient as a measure of agreement. This dataset has indicated stability
over the years, where re-rating experiments were carried out with new groups of
participants 25 and 30 years later by Miller & Charles (M&C) (1991) and Resnik
(1995) respectively. This stability shows that the use of human ratings could be a

reliable reference for the purpose of comparing with computational methods.

3.4.1.2 M&C-30

Miller & Charles (1991) replicated the R&G experiment, considering only 30 noun
pairs from the 65 noun pairs used in R&G dataset to avoid an inherent bias towards
low similarity. This dataset consisted of 10 high similarity, 10 medium similarity and

10 low similarity of meaning noun pairs.

A sample of 38 participants was used in the M&C experiment for the collection of
human ratings. All were undergraduate students and native English speakers. No
information was provided as regards the distribution of the participants’ age,
academic background, educational level and gender.
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Paper questionnaires were used in this dataset for collecting human ratings. All the
noun pairs used in this dataset were printed on two sheets. The order of the 30 noun
pairs on the two sheets was randomized before presentation. The participants were
asked to examine each of the 30 noun pairs closely and ranked each pair based on 5-

point scales which run from 0 “no similarity” to 4 “perfect synonymy”.

The semantic similarity score for each noun pair was computed as the mean of the
similarity ratings made by the participants. The results of this experiment were
reported using Pearson correlation coefficients. The correlation between human
ratings in the two datasets (M&C and R&G) obtained a high value of 0.97.

3.4.1.3 Resnik-30

The M&C experiment was replicated by Resnik (1995) in order to obtain a baseline
from human ratings for the purpose of comparison. This dataset collected human

ratings for the subset of 30 noun pairs used in M&C experiment.

A sample of 10 computer science graduate students and post-doctoral researchers
was used to collect human ratings. No information was provided as regards the
distribution of the participants’ age or gender and whether the sample of participants

used in this experiment contained only native English speakers.

The human ratings were collected in this dataset in accordance with the same
instruction used by (M&C 1991). However, an electronic version questionnaire of
the M&C-30 dataset was used in this experiment and the participants were asked to

complete the questionnaire (by mail) in a single uninterrupted sitting.

The semantic similarity score for each noun pair was computed as the mean of the
similarity ratings made by the participants. The results of this experiment were
reported using Pearson correlation coefficients. This experiment obtained a high
value correlation of 0.96 with M&C-30 dataset. The correlation value of 0.96 was
considered as a baseline from human ratings and represented an upper bound for the
expected performance from a machine computational attempt to carry out the same
task.
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3.4.1.4 WordSim-353

This dataset of 353 noun pairs was produced with human ratings in 2002 by
(Finkelstein et al., 2002). This dataset was published without justification for the
method used to generate the set of 353 noun pairs. The set of 353 noun pairs

contained the set of 30 noun pairs used in M&C-30 dataset.

A set of 16 non-native English speakers was used to collect human ratings and no
information was given about the participants’ age, gender, academic background and

level and whether the sample of participants used was student or non-student.

No information was provided about the method used in collecting ratings (whether it
used online ratings system or paper questionnaire). Also no information was given
about randomizing the presentation of the 353 noun pairs. The participants were
asked to “estimate the relatedness of the words in pairs”. They ranked each pair
based on 10-point scales which run from 0 “totally unrelated words” to 10 “very
much related or identical words”. The semantic similarity score for each noun pair

was computed as the mean of the similarity ratings made by the participants.

This review demonstrates that all the reported word datasets were published without
justification for the method used to generate the sets of word pairs that were used in

the experiments for collecting of human ratings.
3.4.2 Short text Semantic Similarity Benchmark Datasets

There are five short text datasets produced for English which will be reviewed in this
section. These are Lee50 (Lee et al., 2005), STSS-65 (Li et al., 2006), Mitchell400
(Mitchell and Lapata, 2008), S2012-T6 (Agirre et al., 2012) and STSS-131 (O’Shea
etal., 2013).

3.4.2.1 Lee50

This dataset of 1,225 text pairs was produced with human ratings in 2005 by (Lee et
al., 2005). 50 emails of headline stories were collected from Australian Broadcasting
news mail service to make a combination of 1,225 unique text pairs. Each text varied

in length which ranges from 51 to 126 words.
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A sample of 83 University students was used to obtain an average 10 ratings for each
text pair. The sample consisted of 29 males and 54 females with the average age of

19.7 years. Each participant was paid with a gift voucher of ten Australian dollars.

Each of the text pairs was presented side by side and between eight to twelve times.
The order of left —right position of the texts in a pair and the order of the text pairs’
presentation were randomized. The participants were asked to rate each pair based
on “how similar they felt the documents were”. They ranked each pair based on 5-
point scales which run from “highly unrelated” to “highly related”. The method used

in the selection of the point scale was unspecified.

The results of this experiment were reported as the correlation coefficients but
without specifying which type. The average of the correlation of all participants was
calculated (which equals to 0.605) and this can be used to assess the performance of

a computational method attempt to carry out the same task.

3.4.2.2 STSS-65

This dataset of 65 sentence pairs was produced with human ratings in 2006 by (Li et
al., 2006). The sentence pairs were generated by replacing the set of 65 word pairs
from (Rubenstein and Goodenough, 1965) with their dictionary definitions from the
Collin Cobuild Dictionary (Sinclair, 2001). Each sentence in this dataset varied in

length which ranging from 5 to 33 words.

A sample of 32 participants was used in the experiment of the collection of human
ratings. All were native English speakers at graduate level or above and they
volunteered without compensation. This dataset took a good care to control the
distribution of the participants’ age, academic background and gender. Regarding to
the degree of screening (remove specific participants from the experiment sample),

this dataset used the first 32 questionnaires that were returned by participants.

A paper questionnaire was used in this dataset whereby each sentence pair was
printed on a separate sheet. The order of the sentences within a pair and the order of
65 sheets within the questionnaire were randomized before presentation. The
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participants were asked to rate each pair of sentences based on “how similar they are
in meaning”. They ranked each pair based on a 5-point scale described as semantic
anchors (adopted from (Charles, 2000)) which run from “minimum similarity” to
“maximum similarity”. Semantic anchors were used as a guide to describe the major
similarity scale points used by participants to rank the sentence pairs. This dataset
encourage participants assigning a specific degree of similarity by means of use of

the first decimal place.

The semantic similarity score for each sentence pair was computed as the mean of
the similarity ratings made by the participants. The results of this experiment were
reported using Pearson correlation coefficients. The average of the correlation of all
participants was calculated (which equals to 0.825) and this can be used to assess the
performance of a computational method attempt to carry out the same task. Since its
release, this dataset has been widely used for evaluating and comparing new
developments (O’Shea et al., 2013).

3.4.2.3 Mitchell400

This dataset of 400 simple sentence pairs was produced with human ratings in 2008
by (Mitchell and Lapata, 2008). The sentence in each pair was three words in length
only, generated using intransitive verb (past tense) extracted from CELEX (Baayen
et al., 1993) and combined with its subject noun extracted from the British National
corpus. Additional information was combined with the verb and subject to construct

a sentence such as articles or pronouns. For example, “the horse ran”.

The sentence pairs were separated to three blocks which were rated using three
samples of 69, 88 and 91 unpaid volunteers’ participants. This dataset used only
native English speakers and gave a good care to control the distribution of the
participants’ age and gender. Regarding to the degree of screening, 14 participants
who were non-native speakers were removed and also the response of 30 participants

was excluded after discovering anomalies in their judgements.

The Webexp online rating system (Keller et al., 2009) was used to collect human

ratings. The order of the sentence pairs’ presentation was randomized and one
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sentence pair was presented to the participants at a time. The participants were asked
to rate each pair based on “how similar two sentences are in meaning”. They ranked
each pair based on 7-point scales which run from “not very similar” to “very
similar”. The method used in the selection of the point scale was by clicking a

button.

The results of this experiment were reported using Spearman’s p correlation
coefficients. The average of the correlation of all participants was calculated which

was p = 0.40.

3.4.2.4 52012-T6

This dataset of 5,250 text pairs was produced with human ratings in 2012 by (Agirre
et al., 2012). This dataset was created as a part of task 6 in SEMEVAL 2012 to train,
test and evaluate the algorithms of the semantic text similarity. Each sentence in this
dataset varied in length which ranging from 4 to 61 words. The text pairs were
constructed using automatic selection methods from several existing corpora which
included 1500 sentence pairs which were sampled from the Microsoft Research
(MSR) Paraphrase corpus based on 5 bands of string similarity, 1500 sentence pairs
were selected from MSR Video Paraphrase corpus based on 4 bands of string
similarity, 1500 pairs from Workshops on Statistical Machine Translation (Callison-
Burch et al., 2007; Callison-Burch et al., 2008), and 750 sentence pairs from a
mapping between the senses of the OntoNotes (Hovy et al., 2006) and WordNet
(Fellbaum, 1998).

The Amazon Mechanical Turk online rating system (Buhrmester et al., 2011) was
used to crowd source annotations for Human Intelligence Task (HIT). Each HIT
contains 5 sentence pairs and this means collecting five annotations per HIT. No
information was provided as regards the number of the participants used, the
composition of age or gender and whether the sample of participants used in this
experiment contained only native English speakers. Each participant was paid $0.20
per HIT. Regarding to the degree of screening, this dataset eliminated participants
when their ratings obtained a correlation below 50% with the initial ratings that made

by the experimenters on 200 sentence pairs selected randomly from the data.
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The Amazon Mechanical Turk online rating system was used to collect human
ratings. No information was provided about randomizing the presentation of the
sentence pairs. The participants were asked to rate each pair based on “how similar
two sentences are to each other”. They ranked each pair based on 6-point scales
which run from “no different topic” to “completely equivalent as they mean the same
thing”. Each value in the scale was provided with a definition. The method used in

the selection of the point scale was by clicking a button.

The results of this experiment were reported using Pearson correlation coefficients.
The Pearson score for each dataset was produced using a simple word overlap
algorithm as a baseline to evaluate and compare the performance of the different

methodologies.

3.4.2.5 STSS-131

This dataset of 64 sentence pairs was produced with human ratings in 2013 by
(O’Shea et al., 2013). The process of the generation of 64 sentence pairs consisted of
three steps. First step included selecting a set of 64 stimulus words using a sampling
frame technique (Oppenheim, 1992) which is a method of representing a large
population with a small carefully-chosen sample randomly selected within
constraints. The second step involved producing a database of English sentences
using a sample of native English speakers. The set of 64 stimulus words was divided
to 4 groups of 16 stimulus words and each participant wrote two sentences for each
stimulus word in a specific group. Step three included selecting 64 sentence pairs
from the database, which covered varying range of similarity, by three judges. Each
sentence in this dataset varied in length which ranging from 5 to 33 words.

A sample of 32 native English speakers was used in the sentence production
experiment. All were undergraduate students on Arts and Humanities with a capacity
for creative writing. Each participant was paid £5 per hour. Whilst a sample of 64
native English speakers was used in the experiment of the collection of human
ratings, consisting of a group of 32 undergraduate students and a group of 32 non-
students. Non-student participants volunteered without compensation whilst each
student participant was paid £5 per hour. This dataset took good care to control the
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distribution of the participants’ age, academic background, educational level and
gender. Regarding to the degree of screening, 5 participants were removed because
they gave ratings to two calibration sentence pairs which differed widely from the
ratings provided by 72 participants to the same pairs of sentences in the STSS-65
dataset (O’Shea, 2008).

Human ratings were collected for 64 sentence pairs in accordance with the same

procedure used to collect human ratings in STSS-65 dataset.

The results of this experiment were reported using Pearson correlation coefficients.
The average of the correlation of all participants was calculated (r equals to 0.891)
and this can be used to assess the performance of a computational method attempt to

carry out the same task.

It can be observed from the review of the current English datasets that the creation of
the dataset involved two important steps: generating the set of short text pairs and
collecting human ratings. There is a need for creating a short text dataset (chapter 6
of this thesis) to enable the evaluation of the Arabic short text similarity measure. For
the step of generation of the short text pairs, using the automatic selection from
corpora as in S2012-T6 (Agirre et al., 2012) can reduce the representativeness
(O’Shea et al., 2013). For example, the S2012-T6 dataset was skewed towards the
high similarity short text pairs. The use of the dictionary definition as in STSS-65 (Li
et al., 2006) narrows the language representation (covering only assertions) (O’Shea
et al., 2008). Creation of a short text of the three words in length as in Mitchell400
(Mitchell and Lapata, 2008) is too short particularly as some contain a function word.
The method used by STSS-131 dataset (O’Shea et al., 2013) to generate a set of short
text pairs will be adapted in this thesis which consisted of selection of a set of
stimulus words, asking participants to write short texts using the stimulus word and

generation the set of shot text pairs based on human judgements.

For collecting human ratings step, the decision was made to adopt a technique which
combined the card sorting with the semantic anchors used in STSS-65 whereby more
consistent human ratings (lower noise) was demonstrated by this combination based
on the ANOVA experiment on STSS-65 (O’Shea et al., 2010).

46



3.5 Arabic Resources that Support the Semantic Similarity

Arabic is considered a highly derivational and inflexional language which is spoken
and written by more than 300 million people. However, little work has been done on
developing linguistic resources for Arabic NLP, especially knowledge rich resources
such as ontologies that can support Arabic semantic similarity. Furthermore, only
theoretical models are presented and no implementation is available for any of these
projects e.g. the work in (Belkredim and El Sebai, 2009) which describes an
ontological representation for the Arabic Language. This ontology is relevant
because its design is based on Semitic template root-based lexical principles, which
represent the Arabic language features but no implementation is available. The
Arabic resources used in this thesis will be reviewed in this section based on the

availability.
3.5.1 Arabic WordNet (AWN)

AWN is the only freely available lexical resource for modern standard Arabic
(Elkateb et al., 2006a). It is based on the design and contents of Princeton WordNet
(PWN) for English and can be mapped onto PWN as well as a number of other
wordnets. The AWN structure consists of four principal structures. First, the items
represent conceptual entities including synonym set (synset), synsets-id (unique
identifier), ontology classes and instances. Second, a word entity represents a word
sense which contains word form and word-id (used to associate word’s citation form
with an item). Third, a form entity contains lexical information such as the word’s
root and broken plural form. Fourth, a link connects in a relation two items such as

hyponym, equivalent, etc.

Moreover, the AWN synsets have been mapped to general concepts of an ontology
known as Suggested Upper Merged Ontology (SUMO) (Pease and Nile, 2002).
SUMO is defined as a language independent ontology which consists of 2000
concepts, 4000 definitional statements and 750 rules (Nile and Pease, 2003). The
world is classified by SUMO into upper-level concepts without stating how these
general concepts are expressed using terms. An example of these concepts is that the
“TransportationDevice” concept. The AWN-SUMO mapping process was performed
using three relations which were used to associate the general concepts of SUMO to
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the more specific AWN synsets (Elkateb et al., 2006a): synonymy (equivalent links),

hypernymy (subsumption links), and instantiation (instance links).

The latest version of AWN consists of 11,270 synsets containing about 23,496

Arabic words which cover nouns, verbs and a very limited number of adjectives and

adverbs (AlKhalifa and Rodriguez, 2010). As discussed in Arabic language features

section 2.2.1 chapter 2, traditional POS classification incorporates adjectives and

adverbs with nouns and there is currently no method to access them in this form.

This version of AWN will be utilized in the creation of an Arabic STSS measure in

chapter 4 of this thesis which will only focus on nouns and verbs in the short text.

Figure 3.1 illustrates a portion of AWN noun hierarchy with SUMO mapping

whereby the SUMO general concept TimePosition associated to the AWN synset ek

“noon” by the hypernymy relation.

era

3.5.2 Arabic Word Count (AWC)

(AWN)

abstraction

measure

fundamental
_guantity

time period

WOr
—-time

evening
f-l_n.u.ﬂ

day

afterncon

i

(SUMO)

Entity
Ibh=stract
Quantity
Phy=sicalfuantity

Constant{uantity
TimeMeasure

TimePosition

TimeInterval

(AWN)
peychological
_feature

cognition

information

datum

reading
clock time

hour

‘HhHHEDH /4B

Figure 3.1 Fragment of the AWN with SUMO mapping

Attia et al. (2011) produced a large word corpus for Modern Standard Arabic

containing one billion Arabic words. This corpus was generated by combining 900

million Arabic words from the Arabic Gigaword corpus (Parker et al., 2009) with

163,649,497 Arabic words collected using news articles from Al-Jazeera website.
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This corpus was used to create a large Arabic lexical database of 30,000 lemmas
using a machine learning method and a data-driven filtering method. A list of high
frequency words for Arabic known as Arabic Word Count (AWC) was created by
(Attia et al., 2011) containing the 30,000 lemmata listed according to their frequency
with their English glossary and part of speech.

The methodology of the creation of an Arabic short text similarity measure in chapter
4 of this thesis requires weighting each word based on its significance by assigning
an information content extract from a corpus. The AWC list will be used to meet this
requirement. Moreover, there is a need for materials in Chapter 5 and 6 of this thesis
for the creation of data sets to enable the evaluation of both the Arabic verb
similarity measure and the Arabic short text similarity measure. This process requires
the employment of AWC list. The latest version of AWC list contains 37,700
lemmata which will be used with the work in this thesis.

3.6 Conclusions

This chapter has reviewed the current state of word similarity measures based on an
information sources they exploit. It has shown that some of the proposed measures
used the information source directly as a metric of word similarity or used a
particular information source without considering the contribution of others whilst
the best result obtained by the measurement that properly processed and combined
the information sources. Also the majority of the current word similarity measures
focus on noun semantic similarity. Details of current short text semantic similarity
measures have been reviewed which demonstrates that the major challenges faced by
existing measures are: understanding context within a short text structure and the use

of Part of Speech other than nouns.

Furthermore, the current datasets used in the evaluation process of word and short
text similarity measure were reviewed based on the method used to generate the set
of word or short text pairs, the sample of participants used, the procedure used in the
collection of human ratings and the statistical measures applied to make judgments

about the word or short text similarity measures.
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Finally, details about the Arabic resources that will be used in chapter 4, 5 and 6 of
this thesis were described. The implication of the lack of certain resources used in
English will be discussed in chapter 4.
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Chapter 4

A Framework for Developing an Arabic Short Text
Semantic Similarity Measure

4.1 Introduction

The review of related work in chapter 3 described a number of algorithms which
have been developed for measuring Short Text Semantic Similarity (STSS). Most of
these are for the English language. To date no STSS measurement has been reported
in the literature for Modern Standard Arabic (MSA). This research proposes a novel
framework, namely that of NasTa, for developing an Arabic Short Text Semantic
Similarity (ASTSS) measure. This in itself requires the following main contributions

which include:

e A new Arabic noun semantic similarity (KalTa-A) measure to identify the
similarity score between two Arabic nouns.

e A novel Arabic verb semantic similarity (KalTa-F) measure to calculate the
similarity between two Arabic verbs.

e A new Arabic word sense disambiguation (AWSAD) algorithm to
disambiguate all words (nouns and verbs) in the Arabic short text.

e A novel measurement of Arabic noun and verb Semantic Similarity (KalTa-
AF) which is presented to perform word sense disambiguation by calculating
the similarity between two words that have a different POS, either a pair

comprising a noun and verb or vice-versa.

The development process of the NasTa framework consists of two phases. The first
phase relates to the creation of an algorithm, namely that of NasTa-A which is
inspired by Li et al.’s algorithm (2006). However, the very rich derivational and
inflectional features of Modern Standard Arabic (MSA) mean that the process of
creating this measure is not straightforward. The NasTa-A algorithm focuses on noun
semantic similarity computation in both short texts which requires creating a new

Arabic noun similarity measure to meet this requirement. The second phase of the

51



development process of the NasTa framework involves developing a new ASTSS
algorithm, namely that of the NasTa-F. This algorithm is created to address the
weakness of the NasTa-A algorithm which resulted from the properties of the MSA
and the drawbacks of the Li et al. measure stated in chapter 3. This requires creating
a novel measure for calculating Arabic verb semantic similarity and a new Arabic
word sense disambiguation algorithm to disambiguate all words in the Arabic short
texts. The two phases of the NasTa framework development process with their

requirements are described in this chapter.

4.2 Overview of the NasTa Framework Phase 1

The proposed framework provides a methodology for developing an ASTSS
algorithm inspired by Li et al. (2006), namely NasTa-A, which is based on the
concepts of semantic nets, corpus statics and word order. The NasTa-A algorithm
consists of two fundamental components, the semantic similarity component and the
word order similarity component. The computation process of the two components
relies on the computation of the word (noun) semantic similarity in both short texts.
A search of the literature showed no noun semantic similarity measure has been
attempted for MSA. Consequently, a new Arabic Noun Semantic Similarity measure

is created to meet this requirement.

The semantic similarity of the two short texts is calculated using information
extracted from a structured lexical database known as the Arabic WordNet (AWN)
(Elkateb et al., 2006a) and corpus statistics known as the Arabic Word Count (AWC)
(Attia et al., 2011). Arabic words exhibit a complex internal structure, as highlighted
in chapter 2, whereby a single Arabic word can represent a complete sentence in
other languages. An example of this feature is the Arabic word 53! (akbarooni)
which means (they told me). This feature poses an interesting challenge to the STSS
computation as the structure prevents the extraction of the semantic information from
AWN and AWC directly where the Arabic words have been saved in AWN and
AWC as lemmata, as stated in chapter 3. To overcome this challenge, an Arabic
morphological analyser is used to obtain the lemma for each word in the input short

texts. However, in the lemmatisation process, this challenge impedes the matching of
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the word (in the Arabic text) to the correct lemma, resulting in more than one lemma
for a given word, each of which may participate in more than one Part Of Speech
(POS). Therefore, an Arabic POS tagger is used to address this challenge, the
consequence of this is described in section 4.2.1.

The complex internal structure of the Arabic word also requires a method in NasTa-
A to represent each word in a short text without losing the specific meanings that are
conveyed for a particular context. A joint word set used by Li et al. (2006) is
considered suitable for the Arabic short text representation. It is dynamically formed
to represent the two short texts based on all their distinct words, for example, the
word s (they told me) and the word 5 »3) (she told me) are considered two

different words, the consequence of this is described in section 4.2.3.

Primary syntactical information is incorporated into the NasTa-A algorithm in the
form of word order. However, MSA is considered syntactically flexible, i.e. it has a
relatively free word order. All the different orders: Subject-Verb -Object (SVO),
VSO, VOS are acceptable structures in MSA as described in chapter 2. Therefore it
IS not possible to extract the corresponding unconstrained Arabic sentence as an
English sentence using word order. This algorithm applies only to MSA and the
primary word order in MSA is (VSO). Whilst the majority of ordinary modern
Arabic speakers use VSO occasionally; occurrences of other order may be observed.
Consequently, to investigate the influence of word order in NasTa-A, an Arabic
parser presented by (Attia, 2008) is used to manage the syntactical flexibility of
MSA by transforming the input short texts to VSO order before submission to the
algorithm.

The overall short text semantic similarity is identified by combining the semantic

similarity and word order similarity. The framework of the developed measure

NasTa-A is shown in Figure 4.1:
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Figure 4.1 Arabic Short Texts Semantic Similarity Framework Phase 1.

A detailed description of each of the NasTa-A components is presented in the

following sections.

4.2.1 Arabic Short Text Pre-Processing

The input short texts are pre-processed before their submission to the NasTa-A
algorithm which include two steps:

1. Lemmatisation — is the task of finding the canonical form, or dictionary form,
(which is also named the lemma) for words (Al-Shammari and Lin 2008). For
example, the lemma of the Arabic noun <& (students) is <l (student) whilst
the lemma of Arabic word ¢staxs (they work) is J«= (worked). The purpose of
using lemmatisation is that the words in the AWN and AWC have been saved as
lemmata and they are employed by the NasTa-A algorithm to identify the
similarity score. The BAMA Arabic morphological analyser (Buckwalter, 2002)
is adopted in this research which was identified in chapter 2 as the most suitable

because it provides the lemmatised form.
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2. Part of Speech Tagging — POS tagging is the process of assigning the POS to
every word in the short text (Habash, 2010). On account of the complex internal
structural feature of Arabic words, BAMA may assign several different lemmata
for a given Arabic word each of which may participate in more than one POS.

For example, the lemma of the Arabic word LS is either S8 Kataba (write) as

a verb or S Kitab (book) as a single noun for the plural X Kotob (books).
The POS tagger is used to overcome this challenge whereby the lemma of each
word in the short text will be selected based on its POS assigned by the tagger.
Thus, if the POS assigned by the tagger to the word WeiS is a verb, then the

lemma <X Kataba write will be selected.

In this research, the Stanford POS tagger (Toutanova et al., 2003) for MSA is
used to assign the POS to each word in the input short texts which has been

stated in chapter 2 as the most suitable because of its accuracy and availability.

Since the noun semantic similarity measure is used to calculate the short text
semantic similarity and word order similarity in phase 1, the algorithm for
identifying the semantic similarity score between a pair of nouns will be described
first.

4.2.2 Arabic Noun Semantic Similarity Measure (KalTa-A)

In this research, a new algorithm namely that of KalTa-A is presented for measuring
the semantic similarity between two Arabic nouns. The development of a
measurement for calculating the semantic similarity between two Arabic nouns has

two requirements.

1. Knowledge resources that support semantic similarity such as ontologies,
dictionaries, corpora.
2. An algorithm that utilizes the knowledge resources to identify the word

similarity value.

As regards the first requirement, the latest version of AWN described in chapter 3 is

the only functional lexical database for MSA which can be used as a knowledge
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resource. However, the AWN is a recent development and poses its own interesting

challenges when used within applications.

1. As described in section 4.2.1, Arabic words have been saved in AWN as
lemmata. The BAMA morphological analyser was used to obtain the lemma for
each of the input nouns.

2. Arabic words have been stored with full diacritics in AWN for the purposes of
disambiguation. The problem arises because contemporary Arabic words are
written without diacritics. For example, the verb “write” has been saved in
AWN as &S kataba (with diacritics) whilst in contemporary Arabic writing
system it is written as <iS ktb (without diacritics). The full automatic
discretization of the Arabic texts is still in early stages and the most Arabic
researchers simply removed the diacritics from the text (Habash, 2010).
Consequently, to manage this problem, a de-diacritics process (removing the
diacritics from AWN words) is undertaken in order to retrieve words from
AWN.

3. Apart from diacritics there are other components of letters which are not
handled consistently by humans. Some Arabic letters have the same shape and
are only discriminated by adding particular marks which are not diacritics such
as a dot, a hamza (s) or a madda (~) located above or below these letters, as

shown in table 4.1. An example of these letters is the Arabic word 32, whereby
the first letter from right to left is alif with hamza above i and the last letter Taa

3 which is Haa with two dots above. In contemporary Arabic writing, the
Arabic words with these letters are written without marks (hamza, dot and
madda) whilst they were stored with marks in the AWN as shown in figure 4.2.

In this figure, the word 84 is written without hamza above alif and without two

dots above Haa in contemporary Arabic writing.

i In AWN

In contemporary Arabic writing

Figure 4.2 the Arabic word 34 in AWN and contemporary Arabic writing.
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So these letters are normalised as follows to retrieve from AWN.

1. Alif with madda ! or hamza (1,1) are normalized to bare alif !.

2. Taa (&) with Haa (») without dots.

3. Alif magsuura s is normalized to “Ya”

Table 4.1 Arabic letters shared the same shape with different marks.

Letters share same shape | Dot () | Hamza (+) | Madda (~)

Alif \ for | |
Haa o or 4 5 oor A
Alif magsuura S S

Based on the availability of Arabic resources that support semantic similarity, the
similarity between the two Arabic nouns is calculated based on a knowledge-based
approach. (Hliaoutakis et al., 2006, Pirro, 2009) carried out a comparison between
the performances of the reported word similarity measures described in chapter 3. A
knowledge based method proposed by (Li et al., 2003) offered the best performance
among the reported word similarity measures and has been adopted by many
researchers in English. This algorithm is adapted and extended for measuring the

similarity between two Arabic nouns.

AWN is constructed in a lexical hierarchy where words are connected with concepts
by well-defined types of relations. One simple method for calculating similarity by
means of the lexical semantic net is to find the minimum path length that connects
the two concepts containing the compared nouns. This is done by finding the meeting
point known as the Lowest Common Subsumer (LCS) which is the most specific
concept in the hierarchy that subsumes the two concepts, followed by calculating the
path distance between them through it. For example, figure 4.3 illustrates a portion of
the AWN noun hierarchy. The minimum path length between < “father” and Al
“mother” is 2 (father — parent — mother) and the concept ¢3! s “parent” is called LCS
for the nouns < “father” and » “mother”. The minimum path between 2
“grandparent” and < “father” is 6. In this instance, the s “mother” is more similar to

I “father” than 2 “grandparent” to <l “father”. If the noun is polysemous then
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multiple paths exist between the compared nouns. In this case, the shortest path

length between them is used to calculate the similarity.

act
object ~—=
action lving_ thing .~ o505
OHZarism ==l
change
person Hmi_:
motiom
money_ handler relagive v &
dlac =i rt .
ancestor —ale
locomotion travel
i : forebear 2= progenitor e =
journey | |
At grandparent genitor «—ais

Tam e o=

parent o=l

mother father, dad

&t ST Y |

Figure 4.3 A portion of Arabic WordNet noun hierarchy.

Likewise, in figure 4.3, the shortest path length between 2> “grandparent” and _aU
e money_handler” is 5, less than from 2 “grandparent” to <l “father” which is 6,
but it would be incorrect to say that 2 “grandparent” is more similar to ilee U
“money_handler” than to father. This weakness is addressed by taking the depth of
the concept (LCS) in the AWN hierarchy into account in order to adjust the
similarity ratings. The depth is calculated by counting the levels from LCS to the top

of the noun hierarchy.

Given two nouns n; and np, the semantic similarity between them as in (Li et al.,
2003) can be defined as a function of the attributes of path length and depth as

follows:
S (ny, n2) = F (f (1), f2(d)) (4.1)

Where, | is the length of the shortest path between n; and n,. d is the depth of the

LCS of n; and n; in a lexical hierarchy. f; and f, are transfer functions of path and

depth respectively.
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The similarity interval is [0, 1]. When | =0, the similarity of s (n1, ny) = 1 which
implies that the similarity is inversely proportional to the path length. Therefore, f; is
set to be a monotonically decreasing function of I and is selected in exponential form

to meet | constraints.

If there is no meeting point between the compared nouns (no LCS), the similarity of
s (N1, np) = 0. As shown in figure 4.3, 4, “journey” and | “father” are classified
under a separate substructure and no LCS subsumes the compared nouns. Hence the

similarity between them is 0.

The similarity grows higher if the depth of the LCS of compared nouns increases in a
lexical hierarchy which implies that the similarity is directly proportional to the

depth. To meet this constraint, f; is set to be an increasing function of d.

The overall score of word similarity is calculated by combining the shortest path

length and depth of compared nouns nonlinearly using the following formula:

Sim(ny,ny) = e~ % x tanh(f * d) (4.2)

Where, o and P are the length and depth factors respectively, which signify the
contribution of the length |, and depth of LCS d. | can be calculated using (4.3):

| = d; + d, - (2*d) (4.3)

Where d; and d, are the depth of n; and n; respectively. o and  will be calculated in

chapter 5.

As a consequence of the nature of the AWN organization scheme, the structure of its
hierarchy may produce a bias towards a particular distance computation. As can be
observed in figure 4.4, bus and journey are classified under separate substructures
which indicate there is no relationship between them in the AWN hierarchy. This
gives a very low machine rating value. However, the definition of journey in
(Sinclair, 2001) is the act of travelling from one place to another. Whereas the bus is
a device which serves as the instrument in transportation process which carries the

patient of the process from one point to another (Niles and Pease, 2003). In this case,
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the KalTa-A measure will be hampered by this weakness as its recall relies on the
ontological detail and coverage. However, this weakness can be addressed by means
of use of multiple ontologies which provide additional knowledge that may assist in

improving the similarity score.

As mentioned in chapter 3, AWN may be augmented with SUMO mappings, which
can be exploited to overcome the KalTa-A measure limitation. The SUMO ontology
is employed to identify the shortest path length and depth between the compared
nouns which are classified under a separate substructure in the AWN hierarchy.

1. Three relations were used to map the AWN synsets to the SUMO concepts,
which are synonymy, hypernymy, and instantiation as stated in chapter 3. For
example, the noun journey in figure 4.4 is associated with the SUMO concept
motion through the use of the relation hypernym. The KalTa-A measure can
benefit from this mapping to augment the relationship between the compared
nouns through going across the SUMO hierarchy from the AWN hierarchy to
extract the shortest path and depth of compared nouns.

2. The SUMO ontology has a predicate called the related Internal Concept. This
predicate has two arguments each of which represents a concept in SUMO. It
means the two concepts are related within SUMO and there is a significant
similarity of meaning between them (Niles and Pease, 2003). The KalTa-A
measure can take advantage of this to increase the number of SUMO concepts
(by adding the new concepts from the predicate) which are associated with
Arabic nouns. This may increase the chances of finding the shortest path length
and depth between the compared nouns.

The following example illustrates how the KalTa-A algorithm calculates the
similarity between two Arabic nouns. Figure 4.4 illustrates a portion of the AWN
noun hierarchy and the mapping to SUMO. To identify the similarity score between
the Arabic nouns 4s, journey and u<b bus, the lemma for each noun is obtained
using BAMA and the normalization process is performed for each lemma. The
shortest path length and depth between the compared nouns is extracted using the
AWN noun hierarchy. As shown in figure 4.4, the compared nouns are classified

under separate substructures in the AWN hierarchy. This means the similarity score
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between them is 0. In this case, the shortest path and depth is calculated using the
SUMO ontology. The noun <. journey is associated with the SUMO concept
motion whilst =L bus is associated with the concept the TransportationDevice by
the relation hypernym. The Transportation concept in figure 4.4 is a related internal
concept to the Transportation Device. Therefore, the noun o= bus is associated with
the Transportation concept by the relation hypernym which increased the number of
the associated concepts to 2. The shortest path and depth of the compared nouns is
calculated using SUMO. The shortest path is 4 and the depth of LCS (motion
concept) is 4. A medium similarity score is obtained by the KalTa-A measure of the

compared nouns <l_ journey and =L bus.

{ SUMO )
(AW (AWN}
entity
act .
‘ physical .
action \ enTt}
‘ / object object
change ‘
‘ process selfconnectedObject .
motion act
motion CorpuscularObject . y
trumentahty
locomotion travel / mshrumentanry
i |/ Artifact |
journey Translocation , Conveyance
_ ) | Device
. Transportation- | public-transport
Transportation .
e —— Device

——
Ty
T

bus / el

Mapping AWN to SUMO
_____ Mapping with related Internal Concept

Figure 4.4 Fragment of the AWN with SUMO mapping

The Kal-Ta-A measure should be validated before its integration into the NasTa-A
algorithm. The only way to evaluate such a measure meaningfully is by comparison
with human perception (Resnik, 1999). Unlike English, Arabic does not yet have a
benchmark noun similarity dataset therefore there is a need for a dataset which can
be used to identify the quality of the computational Arabic noun semantic similarity
algorithms. A substantial experimental methodology was required to create the first
noun benchmark dataset for MSA. The methodology used to create this dataset with

the procedure for evaluating the KalTa-A measure are presented in chapter 5.
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4.2.3 Construction of the Joint Word Set

An important step in calculating the semantic similarity between two short texts is
the manner in which they are represented. A short text is made up of a sequence of
words. Arabic words exhibit a complex internal structure, whereby a single Arabic
word can represent a complete sentence in other languages. For instance, the subject
and object of a verb may be embedded within itself. An example of this is the Arabic
word 53! akbarooni which means (they told me) whilst the word .3 akbarani
means (he told me). With this feature, the NasTa-A algorithm requires a method to
represent each word in a short text without missing the specific meanings that are
conveyed for a specific context. The solution is to represent the Arabic short texts
using all their distinct words (no stemming /lemmatisation). In this example, the
word s 23l (they told me) and the word .23 (he told me) are considered two
different words. Given two short texts T; and T,, a joint word set T is formed to
represent them using all the distinct words in the two short texts from right to left as

shown in formula 4.4.

T = Tl V) T2 = {Wl Wy oo Wm} (44)

For example:

Ty = Jibd il Jaad o5y JS Cadall LV Jue diale dilial
Adding a spoonful of honey to the milk every day gives the children energy.

T, = C\émdik._\:\u\g)ié\ﬁh'a\daﬁ\ggay;\d}\ﬂg

In addition to drinking the milk, my sons eat cake every morning

As shown in figure 4.5, the joint word set T created for T, and T, is:

{CL)“ a"'ﬁ sul‘b‘ aM‘ 3454\13‘ adju:e ad&m aﬁl'h séﬁkﬂ Sf 37 ,JS 9‘7‘5"&1‘ auj‘ ad"“ am ,Z\él..'a\}
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Figure 4.5 joint word set created for the short texts T, and To.
4.2.4 Semantic Similarity Component

The computation process of semantic similarity between the two short texts is

illustrated in this section as follows:
4.2.4.1 Formation of the Lexical Semantic VVectors

For each short text, a semantic vector § is derived from the joint word set. The
dimensionality of the lexical semantic vector is equivalent to the number of words in
the joint word set, §j (i=1, 2, ...., m) . Each entry value of the lexical semantic vector
represents the semantic similarity between the corresponding word in the joint word

set and a word in the short text. Equation 4.5 is used to derive the semantic vectors.

§= (max (x1,1» ...,xnjl),max (x1,2' ...,xnjz) ) e, MAx (xl,mr ...,xn,m)) (4.5)

Where n represents the number of words in the short text, m represents the number of
words in the joint word set. x represents the similarity value between a word in the
joint word set and a word in the short text. The semantic similarity between the two

words is calculated using the KalTa-A measure.
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The lexical semantic vector for each short text (T,) is formed by taking one of the

following actions for each word w; in the joint word set.

» Case 1: If wj appears in Ty, the entry value of §; is set 1.

» Case 2: If w; is not in T, but w; and any associated word in T, have the same
lemma, the entry value of §; is set 1.

» Case 3: Otherwise, the semantic similarity score is calculated between w; and
each word in T, using the KalTa-A measure described in section 4.2.2.
The highest similarity score ¢ between w; and the most similar word in T, is
used to set the entry value of $. If ¢ exceeds a pre-set threshold then §; = ¢,
otherwise §; = 0. If the highest similarity score is below the threshold value,
thus the w; has no meaningful similarity with the word in T,. In this case, the

algorithm uses the threshold to eliminate the noise.

Each word is weighted based on its significance and contribution to the meaning of
the short text by assigning an information content extracted from a corpus. The AWC
corpus is employed in this research to extract the information content using the

following formula:

— 1 — log(*+1)
I(W) =1 log(N+1) (4-6)

Where N is the number of the words in the AWC corpus and n is the frequency of

occurrence of the word w in the corpus.

Consequently, each entry value of the semantic vector S; is weighted according to the
information content of w; (a word in the joint word set) and ; (the associated word in
the short text that have the highest similarity score with w;). Finally, each entry

value of the semantic vector S; is calculated using the formula 4.7.
Si=5. 1wy . I(W) 4.7)

Where I(w;) and /(w;) are the information content of a word in the joint word set and

its associated word in the short text respectively.

64



4.2.4.2 Computation of the Semantic Similarity component

Finally, the semantic short text similarity is calculated using the cosine coefficient
measure between two semantic vectors s; and s,, as shown in formula 4.8 used by (Li
et al., 2006).

S1 .82

S=
ls¢ M. lsz |l

(4.8)

4.2.5 Word Order Similarity Component

The word order similarity computation process is described in this section.

4.2.5.1 Formation of the Word Order Vectors

The order of the words in two short texts is considered to play an important role in
the similarity of meaning of the two texts. The following example illustrates the

importance of the word order in the computation of short text semantic similarity.

Example 1:
T JW ¢l 5 =S, Ladll / The cat ran after the mouse
T, Ll e 5 Jlall =<, / The mouse ran after the cat

It can be seen from T; and T, that these sentences contain the same words and are
only similar to some extent but clearly very different from the viewpoints of the cat
and the mouse. The difference in the word order between T, and T, results in
dissimilarity. Any measure which calculates STSS based on the bag of words
approach without taking the position into account considers them to be identical in
meaning. Consequently, syntactical information is incorporated into the NasTa-A
algorithm in the form of word order. However, Arabic is considered syntactically
flexible and has a relatively free word order. All different orders: Subject-Verb-
Object (SVO), VSO, VOS are acceptable structures of MSA. In the above example,
T1 (The cat ran after the mouse) can be written as:
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1. eyl y=S 5/ (VSO) (Ran-the cat- after the mouse)
2. el =S, kil / (SVO) (The cat ran after the mouse)
3. Lall Jlal el 5 =S,/ (VOS) (Ran-after the mouse- the cat)

These are three valid sentences which have the same meaning in a different word
order. This challenge can make calculating the word order similarity (a word

sequence and location) much harder to resolve than it is in English.

An Arabic parser presented by (Attia, 2008) is employed to manage the syntactical
flexibility challenge. As described in chapter 2, this parser was built within the
framework of Lexical Functional Grammar (LFG) throughout the use of the
formalisms, tools and common inventory of the Parallel Grammar (ParGram) Group.

This parser is available online at http://iness.uib.no/iness/xle-web and allows

inputting Arabic sentences and giving the functional-structure (f-structure) as output.

The author (Attia, 2008) claimed that “the challenge of Arabic sentence word order
flexibility will melt away in the f-structure, where the Arabic sentence analysis is no
different from English or a French one”. This is illustrated by taking the following

sentence as an example:
JI3 W 4 Sall cuae L / the government helped the earthquake victims
This sentence in the VSO order (helped —the government- the earth quake victims)

was taken as input by the Arabic parser (using the XLE-web), as shown in figure 4.6
and given the f-structure as output as shown in figure 4.7a.

The same sentence was written in the SVO order JI ) Las Gaela 4aSal) / (the

government helped the earthquake victims). The Arabic parser gave the same f-

structure as shown in figure 4.7b.
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Figure 4.6 XLE-Webs
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STMT-TYPE decl, PASSIVE -, GLOSS help,
COMP-TYPE verbal

(@)

Figure 4.7 a. F-structure of VSO sentence.

F-structure

PRED [ Briagma], [2ias] "

THNS-ASP ;- | TEMNSE past, MOOD indicative |

AGR 1| PERS 3, NUM =g, GEND fem |
PRED '&ast
NTYPE - | NSYM common |
PRED ‘"J35
0B1 SPEC . DET 5| DET-TYPE defl
MOD
NTYPE , | NSYN common |
PERS 3, NUM sg, HUMAN -,
;| GEND masc, DEF +, CASE gen
PERS 3, NUM pl, HUMAN +, GEND masc,
- | DEF +, CASE acc
PRED *aagmat
SPEC | DET 11| DET-TYPE defl
SUBJ b
NTYPE - | NSYN common |
PERS 3, NUM =g, HUMAN -, GEND fem,
= | DEF +, CASE nom

STMT-TYPE decl, PASSIVE -, GLOSS halp,

o | COMP-TYPE nominal

I
©

b. F-structure of SVO sentence.

It can be observed (figure 4.7 a and b) that, the parser gave the same f-structure for

the sentence in the SVVO and VSO orders.

The preferred word order in MSA is VSO ((Suleiman, 1989) and (Fargaly and
Shaalan, 2009)). Consequently, to address the challenge of a relatively free word
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order and to investigate the influence of word order similarity in the NasTa-A
algorithm, the input short texts are transformed to the VSO order before submission
to the algorithm using the Arabic Rule Based parser. Where the f-structure of each
short text is produced using the Arabic parser web page and it is then used to rewrite
the short text in the VSO order through the use of the rule applied to build the f-
structure itself. This is currently performed manually for research purposes but the
output of the parser is suitably structured and tagged to allow this to be automated in

the future work.

In the XLE platform, the method of rewriting the sentence is called the generator and
is considered the inverse of the parser (Attia, 2008). The generator was used in the
translation process where the f-structure for the source language was taken as input
and produced the surface string for the target language as output (Attia, 2008). In the
NasTa-A algorithm, the surface string is generated for Arabic.

The f-structure in figure 4.7b (sentence in SVO order) is used to generate the same

sentence in VSO order as follows:

Rule: PREDICATE (0, <L), SUBJECT (0, PRED 8), OBJECT (0, PRED 2)
PRED (8, 4 sSall)

PRED (2, Ws), MOD (2, PRED 3)

PRED (3, J')1V)

Returning to the example in section 4.2.5.1 of two different sentences composed

from the same words, the word order similarity of NasTa-A is calculated as follows:

Ty Ll el 5 (=S, Ll / the cat ran after the mouse
T,: kil ¢1 5 ,lll =S,/ ran —the mouse- after the cat

In this example, T; has SVO order and should transform to VSO order. T, f-structure

is:
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REST | FIRST :EI TOKEN I |
REST 4
REST FIRST | TOKEN ,-'Li-l

FIRST __:| TOKEM .=-_,-3|

PRED [ 5iE] ="
THNS-ASP . I TENSE past, MOOD indicative I

AGR 4 I PERS 3, NUM =g, GEND rrlascl
PRED ‘&=
FIRST SPEC DETEIDETLTYPEdeﬂ

SUBl
NTYPE EI MSYMN common I
PERS 3, NUM =g, HUMAN -,
= | GEND masc, DDEF +, CASE nom

STMT-TYPE decl, PASSIVE -,
-7 | COMP-TYPE nominal

Figure 4.8 F-Structure of T,

T, is transformed to the VSO order using the f-structure and the rule used to build it.
The rule is VERB —-SUBJECT —~ADVERB PREPOSITION — OBJECT (Attia, 2008).

After transforming to VSO, Ty is: Jldl el kall (=S, / ran —the cat- after the mouse
and T, already has a VSO order kil ¢l ;5 ,ill ,=S , / ran —the mouse- after the cat

The joint word set T created for T, and T is:
T:{_)iél\ ’;\JJ ,.ksj\ ’L)'ASJ}

A unique index number is assigned for each word in the two short texts which is the
order that the word appears in the short text. Using the joint word set, word order
vectors are produced for T, and T,. These are r; and r, respectively. For example, ry
is formed by finding the same or most similar word for each word w; in the joint
word set with the words in T;. The word order vector r; is formed by taking one of

the following actions for each word w; in the joint word set T.

1. For each short text T,
2. For each word w; in joint word set T

3. If wj appears in Ty, the entry value of r is set to the index number of w; in T,.
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4. If w; has the same lemma with any associated word in T,, then the entry value
of r is set to the index number of w; in T.

5. Otherwise a semantic similarity is calculated between w; and each word in T,
to determine the most similar word ; with the highest similarity score g
using KalTa-A measure.
¢ if exceeds a pre-set threshold then the entry value of r is set to the index
number of w; in Ty, else it is set to 0.

6. End loop

For this example, the word order vector ry is produced for T1 and r, produced for T2
using the joint word set T = {Lll) o) 55 Jadll | S ),

rn=4{12,3,4 and r,={1,4,3, 2}
4.2.5.2 Calculation of the Word Order Similarity component

Finally, the word order similarity is calculated taking into consideration the number
of shared words, their order, the distance between them and the overall length of the

short text as shown in formula 4.9 used by (Li et al., 2006).

S, =1- Iry— rall (4.9)

[lr1+ rall

The overall ASTSS is calculated by combining the semantic similarity between two

Arabic short texts and Arabic word order similarity as shown in formula 4.10:

S(T1, T)=0Ss+(1-9) S, (4.10)
Where & < 1 and is used to adjust the relative contributions of semantic and word
order information to the final NasTa-A calculation. A complete worked example

illustrates how to calculate the two components and the overall short text semantic

similarity is given in chapter 6.
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The next step of the work must be the evaluation of the NasTa-A algorithm. The only
way to identify the quality of a computational STSS measure with confidence is by
means of an investigation of its performance compared with human perception
(Resnik, 1999, Gurevych and Niederlich, 2005, O’Shea et al., 2013). This will
require the use of a STSS benchmark dataset with similarity ratings collected from
human participants. No STSS benchmark dataset had been reported in the literature
for MSA. Consequently, the first STSS benchmark dataset for MSA and the
substantial experimental methodology used for its creation, the procedure for
evaluating the NasTa-A algorithm performance and the full experimental results are

presented in chapter 6.

4.3 Overview of the NasTa Framework Phase 2

Phase 2 of this research provides a methodology for developing a new ASTSS
measure, namely the NasTa-F which is based on the concepts of POS, Arabic Word
Sense Disambiguation (WSD) and semantic similarity. The NasTa-F consists of two
fundamental components, the Arabic WSD component and the semantic similarity
component. The developed measure is created to address the weakness of the NasTa-
A algorithm which resulted from the properties of the MSA and the drawbacks of the
Li measure (Li et al., 2006) described in chapter 3.

The NasTa-A algorithm focuses only on the similarity of nouns and ignores other
Parts of Speech (POS) such as verbs, adverbs and adjectives in the computation of
STSS. For example, the same piece of Arabic text <43 may be a verb “go” or a noun
“gold”. The NasTa-A algorithm considers these to be the same word throughout the
construction of the joint word set. This gives a high similarity between the
occurrences in the two short texts which has an impact on the short text similarity
score. This drawback is addressed in the development process of the NasTa-F
algorithm by calculating the semantic similarity of two short texts based on POS. In
the computation process of the semantic similarity component in phase 1, exact
lexical matches between words are treated as identical in similarity and the similarity
Is set to one. For pair of nouns the similarity is computed using AWN as described in

section 4.2.2. If a word is a verb, an adjective or adverb, it is treated as its
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corresponding noun. In phase 2, exact lexical matches must be from the same POS
for identical similarity. Similarities between pairs of nouns are calculated using
KalTa-A measure, similar to phase one. There is no verb similarity measure for
MSA reported in the literature therefore a novel algorithm is presented in this phase
to calculate the Semantic Similarity between pairs of Arabic Verbs (KalTa-F). This
measure calculates the similarity based on the assumption that words sharing a
common root usually have a related meaning (Rodriguez et al., 2008), which is a
central characteristic of MSA. Finally, adjective and adverb pairs either have exact

lexical matches where both from the same POS or are rated as unrelated in meaning

0).

As highlighted in chapter 2, Arabic has a higher degree of ambiguity due to a
complexity in the Arabic writing system. The reason is that the absence of short
vowel representation in MSA resulted in an increase in homographs (words have the
same spelling but different pronunciations, and usually with different meanings). As
with English, most Arabic words are polysemous (a word has one spelling and
pronunciation but also multiple meanings). Take the Arabic word &2 as an example.
This word without context and diacritics offers multiple meanings which can mean
&3a hadatha “happened”, &35 haddatha “talked” or ¢35 hadath (means juvenile or
event). The NasTa-A algorithm relies largely on computing the similarity between
the Arabic words in both short texts but does not take the context in which they occur
into account and this affects the final short text similarity score. Both homograph and
polysemy are instances of the need for WSD which is defined as the process of
identifying the correct sense of a particular word based on the context in which it
appears (Navigli, 2009). Consequently, the development process of the NasTa-F
algorithm addressed this challenge by disambiguating all the words (nouns and
verbs) in the input short texts. A new Arabic WSD algorithm is presented which
relies on AWN similarity to perform the WSD using three similarity measures. These
comprise the KalTa-A measure for calculating the similarity between pairs of nouns,
the KalTa-F measure for calculating the similarity between pairs of verbs and a novel
measurement of Arabic Noun and Verb Semantic Similarity (KalTa-AF) which is
presented to identify the similarity between two words that have a different POS,

either a pair comprising a noun and verb or vice-versa.
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This section has identified several novel components of an ASTSS framework

(NasTa) which may or may not contribute to performance at the current state of art of

Arabic NLP. An evaluation of which should actually be incorporated is conducted in
chapter 6. The framework of the developed measure NasTa-F is shown in Figure 4.9:
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Figure 4.9 Arabic Short Texts Semantic Similarity Framework Phase 2
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A detailed description of each of the NasTa-F components is given in the following

sections.

4.3.1 Arabic Short Text Pre-Processing

The Stanford POS tagger is used to assign the POS to every word in the input short

texts and the BAMA Arabic morphological analyser is utilized to obtain the lemma

for each word in the two short texts.

Since the semantic similarity measures (KalTa-A and KalTa-F) are used in

performing Arabic WSD and calculating the semantic similarity, it is appropriate for

these algorithms to be described first. The KalTa-A measure has already been

presented in the first phase (section 4.2.2) whilst the KalTa-F algorithm is described

in the following section.
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4.3.2 Arabic Verb Semantic Similarity Measure (KalTa-F)

No prior work has been reported as regards the creation of an Arabic verb semantic
similarity measure. In this study, a hybrid approach is presented to identify the
similarity rating between two Arabic verbs based on the MSA characteristic and the
concept of noun semantic similarity. AWN is used as a knowledge resource which
supports the semantic similarity of the Arabic verbs. The first step in the
methodology of the creation of the KalTa-F measure is to explore the suitability of
the Arabic noun semantic similarity algorithm (KalTa-A) for measuring the
similarity of words through expanding it to identify the verb similarity scores as

follows:

4.3.2.1 KalTa-F Measure:

Given two verbs v; and v, and using the verb hierarchy in AWN, the shortest path
length and the depth of LCS between the compared verbs should be calculated to
identify the verb similarity score. However, the verb hierarchy in the taxonomy of
AWN is considerably shallower than the noun hierarchy. The nouns in AWN were
classified into only 9 noun hierarchies, and they have a tendency to be very deep
whilst the verbs were classified into hundreds of hierarchies, and most of these
hierarchies are only a few concepts deep. The shallow verb hierarchy in the
taxonomy of AWN severely limits the KalTa-F measure effectiveness. Whereby, it is
difficult to determine relationships (path length and depth) between verbs that can be
used to identify the verb similarity rating using the KalTa-A algorithm directly.
Figure 4.10 illustrates a portion of the verb hierarchy in the taxonomy of the AWN.

To illustrate the limitations of the verb hierarchy consider the following examples:

The similarity score of the verb pairs s Hasaba “compute” and 21—~ Ead~a
“count” was calculated by applying the KalTa-A algorithm for verbs. Using the verb
hierarchy, 9 senses were determined for the verb —w.s Hasaba “compute” some of
which are shown in figure 4.10 whilst 2 senses were determined for the verb e

Ead~a “count”. The shortest path length between the two verbs was 0. Based on the
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path length constraint, the similarity is inversely proportional to path length. The
KalTa-F algorithm should give a high similarity score of the compared verbs s
compute and +<= count. However, a medium similarity rating value was obtained by
the KalTa-F algorithm. The reason for this result was that, the KalTa-F algorithm
defined the similarity score as a function of the attributes of path length and depth
relating to formula (4.2) and (4.3). Due to the shallow verb hierarchy, the depth of
the compared verbs (compute and count) from LCS to the top of verb hierarchy was
2. As stated in section (4.2.2), the similarity is directly proportional to the depth, thus

a medium machine similarity score between the compared verbs was obtained.

Think _=<s
Judge ~=~ Reason il
Expect Measure Compute Calculate «ru~
ﬁssmilﬂi
o s o5

Figure 4.10. A portion of AWN verb hierarchy containing Hasaba (compute)

For the same reason, a medium machine similarity rating was obtained for the verb
pair 18 read and alxi learn. The shortest path between them was 0 but the depth of
LCS was equal to 1.

The similarity ratings obtained by KalTa-F measure for the verb pair < jad’a
“come” and J—=5 waSala “arrive” presented another example of the verb hierarchy
limitation. There was a very low similarity value (equal to 0), which indicated that
the compared verbs were classified under separate substructures and there was no

relationship (shortest path and depth) between them in the AWN verb hierarchy.
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4.3.2.2 KalTa-F Final

In spite of the challenge of the verb hierarchy limitations and the sparseness, a novel
method is presented to enrich the verb hierarchy based on the assumption that words
sharing a common root usually have a related meaning (Rodriguez et al., 2008). This
supports the use of path measures between pair of nouns related to the verbs, which

have greater richness in the complexity and links for enriching the verb hierarchy.

As previously highlighted in chapter 2, Arabic words within a specific semantic field
are generated based on derivation from a root making them related in meaning and
form, and assigning their syntactic categories in accordance with particular patterns.
On account of this, an Arabic verb is formed by replacing the root in a template, thus
guaranteeing a semantic relationship with other verbs that have the same root
(McCarthy, 1981). This assumption is employed for enriching the relationships of the
compared verbs. Unfortunately, only theoretical models are presented in Arabic
ontologies which have been designed based on this assumption and no real-word

implementation was available (Belkridem and El Sebai, 2009).

However, the AWN provides lexical (dictionary) information such as the Arabic root
for each of the Arabic words in the AWN. In addition, the AWN offers a relation that
crosses parts of speech boundaries. This relation connects between the derived forms
of noun and verb concepts. Consequently, the decision was made to take advantage
of this relationship and the lexical information to enrich the verb hierarchy based on

the above assumption.

The Arabic root is used to obtain the verbs which are related in meaning to the
compared verbs in order to promote the semantic representation (more senses being
considered for each of the compared verbs). This may increase the likelihood of
finding a relationship (shortest path length and depth) between the compared verbs.
Moreover, the related noun forms for each verb sense are obtained using the
relationship that connects between the verbs and nouns as a derivationally related in
AWN, as shown in figure 4.11which illustrates the root, related verbs in meaning and
related nouns in meaning for the verb —ws Hasaba “compute” in the AWN. The

related nouns are intended to increase the accuracy of the semantic similarity of
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compared verbs. This is achieved by means of the employment of the noun
hierarchy to obtain the shortest path length and depth of the LCS of the nouns related

to the compared verbs.

verb s [ Hasaba
Con\l[f:ute
Hsb
Root
Related Verbs | Compute Assume Consider Count | Value
in Meaning Hasaba Eftaratha Eitabara Hasaba | Vammana

| l | R

Derived Noun | 1. Computation | Assumption | Consideration | Count | 1. Value
Forms iiﬁint Eftirath Eitibar Hisab %?:;TS‘: -
Hisab xabiyr
3. Accountant
Muhasib
4. Computer

Hasoob

b
&

Figure 4.11 The Root, Related Verbs in Meaning and Derived Noun Forms for the
Verb Hasaba < “Compute” in AWN.

Given two verbs (Vi, V), the score of the semantic similarity between them is
identified as follows:

For each of the given verbs V; do, where t=1, 2

Denote all possible senses of V; by {vi, v, .....vp}.

For each verb sense v do // 1<k <n, n is the number of verb senses.

Determine the Arabic root for the sense viand denote it as r.

Determine all related verbs in meaning for r, and denote as {m;, my, .....m;}.
For each related verb m; do // 1<i <}, j is the number of related verbs.
Determine the derived noun forms which are derivationally related to m;.

End loop

© o0 N o g b~ w0 DR

End loop // of sense vy

[EEN
o

End loop // of given verbs

[EEN
=

Calculate the shortest path length and the depth of LCS between all derived
noun forms of V; and V, using formula 4.3 of the KalTa-A measure.
| =d;+d;- (2*d)
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12. Calculate the overall semantic similarity score between V; and V, using the
formula 4.2 of KalTa-A measure.
Sim(Vy,V,) = e~ % tanh(f * d)
13. End algorithm

For example, consider the same verb pair Hasaba “compute” (has 9 senses) and
Ead~a “count” (has 2 senses) of the KalTa-F measure section (4.3.2.1) for the
purpose of comparison. Figures 4.11 and 4.12 illustrate the root, related verbs in
meaning and related nouns in meaning for the verb —.s Hasaba “compute” and the

verb ~= Ead~a “count”, respectively, in the AWN.

» The first step is to determine the roots for each sense of the compared verbs. All
9 senses of the verb compute have the same root which is «= Hsh. With regard
to the verb count, its senses also have the same root which is 22= Edd.

» The related meaning verbs are then determined for each root which were 12 for
the root Hsb and 10 for the root Edd. This implies that the number of senses for
the verb compute «= become 12 whilst for the verb count +< it was 10. Figure
4.11 shows some related meaning verbs retrieved for the root = Hsb such as
“compute” (=~ Hasaba), “assume” (u=_¥ Eftaratha), “consider” (el
Eitabara), “count” (—~ Hasaba), “value” (o< Vammana), etc. Whilst figure

4.12 shows some related meaning verbs retrieved for the root 22= Edd.

verb = /Ead~a

Count

Edd

Root
Related Verbs | Count Count Provide with Prepare
in Meaning Ead-—a Hasaba Jaha—aza aFad-—-a
Derived Noun | Number Count Provision Preparation
Forms Eadad Hisab Tajohiyvz taHoDivr

Figure 4.12 The Root, Related Verbs in Meaning and Derived Noun Forms for the
Verb Ead~a +~= “Count” in AWN.
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» The related nouns were determined for each of the 12 senses (related meaning

verbs) of the verb compute «—=. Figure 4.11 shows some related nouns retrieved.

1. For the sense compute (-~ Hasaba), the related nouns are “computation”
(s Hisab), “account” (s~ Hisab), “accountant” (s« Mubhasib),
“computer” («s=la Hasoob).

2. For the sense assume (u=_% Eftaratha), the related noun is “assumption”
(U= Eftirath).

3. For the sense consider (el Eitabara) the related noun is “consideration”
(Use) Eitibar), etc.

Likewise, the related nouns were determined for each sense of the verb count as
shown in figure 4.12.

1. For the sense count ( ~= Ead~a), the related noun is “number” (:x=Eadad).
2. For the sense count («-= Hasaba), the related noun is “count” (<l Hisab).
3. For the sense provide with (J¢> jah~aza), the related noun is “provision”

(Ueex3 tajohiyz), etc.

Finally, the shortest path and depth of the compared verbs (count and compute) was
identified using their related nouns. The shortest path value obtained between them
equals O whilst the depth of the LCS is 9. A high similarity machine rating score of
0.999 was obtained for the compared verbs.

The KalTa-F measure requires validation before its integration into the NasTa-F
algorithm. This was done by producing a new Arabic verb benchmark dataset which
is the first of its kind for Arabic. The methodology used to create this dataset with

procedure for evaluating the KalTa-F measure are presented in chapter 5.

4.3.3 Arabic Word Sense Disambiguation (AWSAD)

The literature survey in chapter 2 distinguished two distinct approaches of the
generic WSD, which are the target word and all words in the text. In the target word
(or lexical sample) approach, a single ambiguous word is disambiguated in a given

context. All words WSD approach includes disambiguating all content word classes
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(nouns, verbs, adjectives and adverbs) in a text. This research focuses on all words
WSD however a target word approach is highlighted due to its influence on the

method presented here.

The literature showed that knowledge-based WSD has become the most promising
approach, due to the availability of dictionaries, thesauri, lexical databases and

ontologies such as wordnet, which are increasingly enriched (Pedersen et al., 2005).

As stated in section 4.3, ambiguity is considered a big challenge for MSA. Different
algorithms of Arabic WSD have been described in chapter 3 but no implementation
is freely available in the manner of WordNet::SenseRelate::AllWords for English,
and also they are not available from the authors for the purpose of research. In
addition, a majority of existing Arabic WSD algorithms were developed to

disambiguate a single ambiguous word (target word) in a given context.

In this research, a new algorithm for Arabic WSD namely that of AWSAD is
presented to disambiguate all words (nouns and verbs) in the Arabic short texts based
on a knowledge-based approach. The AWSAD algorithm performs WSD without
requiring any manual training data but uses AWN as a knowledge base. This
algorithm utilizes measures of Arabic word semantic similarity to identify the

similarity ratings between pairs of nouns, pairs of verbs and noun-verb pairings.

Pedersen et al. (2005) presented a knowledge based algorithm of target words WSD
known as the maximum relatedness disambiguation algorithm. This algorithm was
described as a general framework algorithm which can be used to perform WSD
using any semantic relatedness or similarity measure. The authors investigated
several measures of English word similarity as a means of disambiguating a single

word in the context.

In this research,

1. Pedersen et al. algorithm is adapted to perform a target word Arabic WSD using
three AWN similarity measures developed in this study which are the KalTa-A
measure, the KalTa-F measure and the Arabic noun-verb semantic similarity
(KalTa-AF) measure (described in section 4.3.3.1).
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2. The target word Arabic WSD is extended to disambiguate all words (nouns and

verbs) in Arabic short texts.

The proposed algorithm (AWSAD) disambiguates each word in the input short text
separately and works from right to left. Each word being disambiguated (known as a
target word) is based on its surrounding words which make up its context window.
The context window of n size is formed as the target word in the middle and ((n-1)/2)
of context words on the left and ((n-1)/2) on the right of the target word. For
example, if the window size is 5 there are 2 words on the left of the target word and 2
on the right. However, the number of words on the target word’s sides is unequal if
the target word appears near to the beginning or end of a short text. For example, if
the target word is the end word, there are no words on the left of the target word in
the context window. Each target word is disambiguated as follows:

The words in the context window are denoted as {wi, Wo, ..... , W} , Where the
window size is n and w; is a target word, 1<t <n. Suppose each word w; has the m;
senses, indicated as {s;1, Si2, Siz,------ » Sim;}. The AWSAD algorithm intends to
disambiguate the target word w; by assigning one sense from the target word senses
{St1, St2, St3r ovr-n , Sim;} Which has the highest score as the most appropriate sense
(intended sense) for w;. The score of each target sense is identified by comparing it
with the senses of its adjacent words in the context using a measure of semantic
similarity. For each adjacent word, the algorithm selects the similarity score of the
sense that is most similar to the target sense and exceeds the pre-set threshold. The
algorithm then adds the score from each of the adjacent words, and this will be the
score for the target sense. The target sense with the highest score is assigned as the
intended sense for the w;. The following formula describes in brief the algorithm of
disambiguation of the target word, (Pedersen et al., 2005).

t+c;

m m; ,
Correctsense = max;_} Z ma)ck=’1 Slm(sti ,sjk) (4.11)
j=t—cy,j#t

Where s; represents the i"" sense of the target word t, and S represents the k™ sense

of the context window word j. ¢, represents the number of context word on the right
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side of the target word while ¢, is the number of words on the left side. Each word in

the context window must be known to the AWN otherwise this word is eliminated.
Sim(sti ,sjk) is the measure of the Arabic word semantic similarity which is used to
identify the similarity score between the compared senses sy; , sji. If the two senses
(sti» Sji) have the same POS (either nouns or verbs), then the KalTa-A and KalTa-F
measures developed in this research are used to identify the similarity score between
them. If the two senses are from different POS (either (noun-verb) or (verb- noun)),
the similarity score between them is calculated using a method (KalTa-AF) of

similarity which is described in section 4.3.3.1.

The original KalTa-A algorithm (presented in section 4.2.2) takes two nouns as input
and then determines all possible senses of each noun. The next step is to calculate the
shortest path length and depth of the LCS of the compared nouns which are used to
identify the similarity score between them. In the AWSAD algorithm, the KalTa-A
measure used to identify the similarity score between the target word sense and the
senses of its adjacent words in the context. This requires modification of the KalTa-
A measure to take two noun senses (instead of two nouns) as input and then calculate
the path length (instead of the shortest path) and depth of the LCS of the compared
senses in order to give the similarity score. Consequently, the modification in

formula 4.2 will be only in the definition of | (path length).

The KalTa-F algorithm (presented in section 4.3.2) must also be modified to take the
two senses of verbs and calculate the similarity between them without determining

the verbs’ roots as follows:

1. For each of the input sense, determine its derived noun forms only.
2. Calculate the shortest path length and depth of LCS between the derived noun
forms of the compared senses.

3. Return the similarity score between the compared senses.

As described earlier, the score of each sense of the target word is calculated by
selecting the highest similarity score of each of the surrounding words. The highest
similarity score of the surrounding word may be very low which indicates that this

word is highly dissimilar. In this case, the algorithm uses the threshold to eliminate
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the noise. This provides an element of robustness to polysemy as all possible senses

were taken account of.

The following steps illustrate the procedure of disambiguation of all words in an

Arabic short text.

1.

© © N o g &~ W

10.
11.
12.
13.
14.

15.
16.

For all words w; in the input short text, do // w; should be known by AWN, 1<z <
N and N represents the number of words in the short text.
Create n - word size window, which includes the target word in the middle, c,
((n-1)/2) and ¢, ((n-1)/2).
/lc, is the number of words on the right, ¢, is the number of words on the left. ¢, =
0, if the target word is the first word and c, =0, if the target is the end word.
Determine candidate senses s;,,, of each word in the window using the AWN.
// disambiguate_target_word
For each sense s;; of the target word w;, do

Set Sens_score[i] to 0

For each word w;in the context window, do (j #t).

For each sense s;; of w;j, do
Calculate the similarity score sim-score between s;; and sjy, .
End loop.

Assign the highest sim-score to w;.

If highest sim-score > threshold then add it to Sens_score[i]

End loop // target_word
Choose the sense; that has the highest score in Sens_score[i] as the intended
sense to the target word w;.
End loop

End procedure

4.3.3.1 The Measurement of Noun-Verb Semantic Similarity

If the Arabic short text has only one verb, the AWSAD algorithm will not be able to

disambiguate this verb because there is no other Arabic verb in the context window

to compare with and this will limit the AWSAD algorithm effectiveness. The method

presented in this section is to address this drawback by means of expanding the

AWSAD algorithm for comparison of a pair of senses with a different POS (either
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noun-verb pair or verb-noun pair). To illustrate this case, the following sentence
provides an example.

Ll e Liagd) o) gin A jaall paa aalu
sAhama mudiyr Almadrasap | bitawoziyE AlhadAyA Ely AlTulAb

contributed the headmaster to distribution of the presents | to students

The headmaster contributed to the distribution of presents to students

The AWSAD algorithm will start from right to left and the first target word will be
the verb sAhama ~als (contributed). The proposed algorithm disambiguates the
target word through comparing its senses with the senses of its adjacent words. For
this example, all the adjacent words for the verb #aL. are nouns only. To allow for the
AWSAD algorithm to compare between a pair of senses with different POS (either
verb-noun or noun-verb), a new algorithm namely that of KalTa-AF is presented
which takes advantage of the relationship that across the POS in AWN which
connects the verbs and nouns as derivationally related. The algorithm takes two
senses (verb and noun) as input and returns the similarity score between them as

output.

For the input pair verb- noun, the target word is disambiguated as follows:
1. Let us denote all possible senses of verb by {vi, v, .....v;} and all noun senses by

2. Foreach verb sense v do // 1<k <1, | is the number of the verb senses.

> Determine the set of all related noun forms that are derivationally related to
vk using the relationship that connects between the verbs and nouns in the
AWN and denote them Ry={ry, ro, ...... , i}

> For each noun sense n, do // 1<z <m, m is the number of the noun senses.

» Extract the shortest path and depth between Ry and the noun sense n, using
formula 4.3.

» Calculate the similarity Sim (v, n;) using formula 4.2.

> End loop

> ldentify the final similarity for the verb sense vy
Vg = maxjZ, Sim(Rg ,nj) (4.12)

Where j represents j™ sense of the input noun.
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3. End loop
4. End procedure

4.3.4 Construction of the Joint Word Set

As described in section 4.2.3, the joint word set was constructed to represent the
Arabic short texts using all their distinct words (no stemming /lemmatisation).
However, the joint word set was formed without taking the POS of each word in the
short texts into consideration. The NasTa-F is created based on the POS concept
therefore the joint word set is formed using all distinct words of the compared short
texts and the POS of each words. Consider the same example in section 4.2.3 for the

purpose of comparison.

Ty = Ul 38l e o e JS sl L) Juse iale 2Ll

T2:

Adding a spoonful of honey to the milk every day gives the children energy.
zlaa JS Culall G ) ddla) alas) oY ) J sl

In addition to drinking the milk, my sons eat cake every morning.

Figure 4.13 illustrates the joint word set created to represent T, and To.

Ji | 8b [ e [ap | K [ A b | B dla)
tothe |energy| gives | day | every | the | to |honey |aspoon| adding
children milk
noun | noun \*mtxmn 1dxi noun | Prep. | noun | noun | noun
roa [t | Aflal || e | QiR ] JEN | Ak | ey | K [l J] de | AL | Al
morning | drink| In | cake| my | eat | tothe |energy| gives|day|every| the | to | honey| aspoon | Adding
addition sons children N u/}ilk -
sha | OB [l [ qpd [ A | Al || gyl |
morning | every | the | drink | to In |cake| my | eat
milk addition sons
noun | adverb | noun | verb | Prep. | adverb | noun | noun | verb

Figure 4.13 joint word set created for the short texts T, and To.
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The two short texts contain the word 48l which has the same form but different
POS. In T; this word appeared as a noun (adding) whilst in T, it appeared as an
adverb (in addition). This word appeared once in the joint word set created for
NasTa-A which formed without consideration of the POS of each word whilst in the
joint word set created for NasTa-F; this word appeared twice based on its POS in
each short text as shown in figure 4.13. The two short texts contain the word <=l
“the milk” which has the same form and POS therefore it appeared once in the joint

word set.

The joint word set is formed as follows:
1. For each short text T, do
2. For each word wy;in T, do
3. If wyi not in the joint word set T then add wi to T.
4. If wy in T with different POS then add wyito T.
5. Otherwise, do not add wyto T
6. End loop
7. End loop

Each word in the two short texts and in the joint word set is paired with the correct

sense assigned to this word by the AWSAD algorithm.

4.3.5 Formation of the Lexical Semantic VVectors

For each short text, a semantic vector § is derived from the joint word set. The
dimensionality of the lexical semantic vector is equivalent to the number of words in
the joint word set, §; (i=1, 2, ...., m) . Each entry value of the lexical semantic vector
represents the semantic similarity between the corresponding word in the joint word

set and a word in the short text. The semantic vector is derived using formula 4.5.

§= (max (x1,1, ...,xn,l),max (xl,z, ---’Xn,z) ) e, MAX (xl'm, ...,xn,m)) (4.5)

Where n represents the number of words in the short text and m represents the

number of words in the joint word set. x represents the similarity value between the
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word in joint word set and a word in the short text. The semantic similarity between
two words is calculated based on the POS of the compared words using KalTa-A or
KalTa-F semantic similarity measures. The two measures take the correct sense
assigned by the AWSAD for each of the compared words as input and give the

similarity score between them as output.

The lexical semantic vector for each short text is formed by taking one of the

following actions for each word w; in the joint word set.

» Case 1: if w; appears in T, and they have the same POS, the entry value of §
is set 1. For example, if w; is the noun 4iL=l (addition) and the associated
word in the short text is also the word 4éL=l (the same form) but the POS is
the adverb (in addition to), then § #1. If the two words have the same form
and POS such as the verb ¢ (they go), then $=1.

» Case 2: if w; has the same lemma and the same POS with any associated
word in the short text, then § is set 1. For example, if w; is the verb s
“they go” which has the lemma <423 (Dahaba) “go” and the associated word

is the verb <3 “go” (the same lemma with w; Dahaba), then §=1.

» Case 3: for each word in the short text do

1. If w; and the associated word have a different form and different lemma
but the same POS (noun or verb), then the semantic similarity is
calculated between them using the KalTa-A or KalTa-F measure.
The highest similarity score g between w; and the most similar word in the
short text is set as entry value of §. Where, if ¢ exceeds a pre-set threshold
then § = ¢, otherwise § = 0. If the highest similarity score is below the
threshold value, thus the w; has no meaningful similarity with the
associated word.

2. Otherwise (w; and the associated word have different POS) the similarity

between them is set to 0.

Each word is weighted based on its significance and contribution to the meaning of

the short text by assigning an information content extracted from a corpus. An AWC
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corpus is employed in this study to extract the information content using the

following formula:

— 1 _ log(m+1)
Iw) =1 log(N+1) (4.6)

Where N is the number of the words in the AWC corpus and n is the frequency of the

word w in the corpus.

Consequently, each entry value of the semantic vector S; is weighted according to the

information content of w; (a word in the joint word set) and v (the associated word in

the short text which have the highest similarity score with w;). Finally, each entry

value of the semantic vector S; is calculated using the formula 4.7.
Si=§.l(wi) I(W,) 4.7

Where I(w;) and /(W) are the information content of a word in the joint word set and

its associated word in the short text respectively.
4.3.6 Computation of the Overall Short Text Semantic Similarity

Finally, the semantic short text similarity is calculated using the cosine coefficient

measure between the two semantic vectors s; and s,, as shown in formula 4.8.

S1 .82

ls¢ll. lsz II

(4.8)

4.4 Conclusions

This chapter has presented a novel framework for developing an ASTSS measure.
The development process of ASTSS framework (NasTa) consisted of two phases.
Phase 1 concerned the creation of the NasTa-A measure inspired by Li algorithm
which focused on the computation of the noun similarity in both short texts. Further
research was needed to extend the NasTa-A measure for understanding context
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within a short text structure and the use of POS other than nouns. Consequently, the
second phase of the development process of the NasTa framework involved
developing a new ASTSS measure (NasTa-F) which covered the POS, Arabic WSD

and semantic similarity.

This chapter has also presented four new measures which were used in the

computation process of NasTa framework components which included:

» KalTa-A Measure — a new algorithm was presented to identify the similarity
between pairs of Arabic nouns from a knowledge based approach using
information sources extracted from AWN and SUMO. This measure was created
to meet the NasTa-A algorithm requirement and used in the computation process

of NasTa-A components and NasTa-F components.

» KalTa-F Measure — this measure was created in the second phase of NasTa
framework development process to meet NasTa-F requirement which calculated
the short text similarity based on the POS. A novel algorithm was presented to
calculate the similarity between pairs of Arabic verbs based on the assumption
that words sharing a common root usually have related meaning which is a
central characteristic of MSA. The roots of compared verbs were identified using
AWN and employed to determine the related meanings of verbs and nouns of
compared verbs. Then, the related nouns were utilized to identify the similarity

score of the compared verbs using information sources extracted from AWN.

» AWSAD Algorithm — a new Arabic WSD algorithm was presented to
disambiguate all words (nouns and verbs) in the Arabic short texts relying on
AWN similarity measures developed in this chapter. This algorithm was
employed by NasTa-F to address the challenge of missing the short vowel

diacritics in the contemporary Arabic writing which causes great ambiguity.
» KalTa-AF Measure — A novel algorithm presented to identify the similarity

score between two words that have different POS, either pair of noun and verb or

pair of verb and noun. This algorithm developed to perform Arabic WSD based
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on the concept of noun semantic similarity which takes two senses (either verb

and noun or noun and verb) as input and return the similarity score as output.

Some problems were addressed through the development process of NasTa
framework which resulted from the properties of the MSA. BAMA morphological
analyser and Stanford POS tagger were used to address the challenge of the complex
internal structure of Arabic words. Attia’s Rule Based parser was used to address the
syntactical flexibility of MSA by transforming the short texts to VSO order.
AWSAD algorithm was created to address the challenge of ambiguity caused by

missing the short vowel diacritics in the contemporary Arabic writing system.

The next phase of the work must be the evaluation of the above new algorithms and
determination of which combination should be used profitably in ASTSS framework.
This will require the creation of appropriate benchmark datasets and procedures to
standardise their use and evaluate the performance of future algorithms developed in

this field against those presented here.
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Chapter 5

Evaluation of the Arabic Word Semantic Similarity
Measures

5.1 Introduction

This chapter describes the evaluation procedures of the Arabic word similarity
measures presented in chapter 4: the Arabic noun semantic similarity (KalTa-A)
measure and the Arabic verb semantic similarity (KalTa-F) measure. The only way
to identify the quality of a computational word similarity measure with confidence is
by means of an investigation of its performance compared with human perception
(Resnik, 1999, Gurevych and Niederlich, 2005). This requires the use of a word

benchmark dataset with similarity ratings collected from human participants.

The first contribution of the work in this chapter is the creation of two Arabic word
benchmark datasets: the Arabic noun benchmark dataset and the Arabic verb
benchmark dataset. These datasets are the first of their kind for Modern Standard
Arabic (MSA). The methodology used for creating these datasets comprises five
fundamental steps including the gathering of materials, generation of word (noun or
verb) pairs, collection of human ratings, computation of the overall ratings and

validation of the datasets.

The created datasets are then used to assess the accuracy of the KalTa-A and KalTa-
F measures. The evaluation process involves partitioning each dataset into training
and evaluation sets. The training datasets are used to identify the optimal values of
KalTa-A and KalTa-F measure parameters, whilst the evaluation datasets are used to
assess the accuracy of each measure. The second contribution of the work in this
chapter includes the methodology used in the process of partitioning each dataset, the
process of the optimization of parameters in the algorithms and the procedure used to

assess the accuracy of each measure.
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5.2 Creation of an Arabic Noun Benchmark Dataset (ANSS-70)

Creating this dataset, namely that of the ANSS-70, required a substantial and sound

experimental method which was divided into three major stages including:

1. Selecting the stimulus nouns

2. Constructing the set of Arabic noun pairs based on human participants.

3. Collecting the human similarity ratings for the set of Arabic noun pairs
generated in the second stage.

The literature review in chapter 3 highlighted that R&G (1965) created the first
English noun dataset using a set of 48 nouns to make up a combination of 65 noun
pairs which spanned the range of semantic similarity from minimum to maximum.
This dataset was published without justification for the specific choices of 48 nouns
and the method of the combination of noun pairs. Later researchers (Miller and
Charles, 1991) and (Risnek, 1995) who replicated the R&G experiment used a subset
of 30 noun pairs from the 65 pairs of the R&G dataset to remove bias towards low

similarity pairs.

This chapter describes a systematic process to select a set of Arabic stimulus nouns
which were then employed to make up a combination of Arabic noun pairs based on
human judgements to avoid bias towards low similarity in the R&G dataset. The
stages of creation of an ANSS-70 dataset are presented in the following sections.

5.2.1 Selecting the Stimulus Nouns

The major step in the production of the ANSS-70 dataset was that of selection of a
set of stimulus nouns which represent the nouns in the Arabic language. This was
achieved by carefully choosing 56 stimulus words by means of the employment of
categories known as category norms. These categories are important and well known

word classes (psychology), independent from WordNet and other ontologies.
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As stated in chapter 2, a category norm is a set of words, listed by frequency and
generated as responses to a specific theme by human participants. An example of
these categories is that of the English category norms as presented by Battig and
Montague (1969). Using these categories offers the opportunity of distributing a
small sample of noun pairs through semantic space providing better representation of

the overall population of noun pairs.

No prior work has been reported on Arabic category norms, hence 27 Arabic
categories were produced which cover different semantic themes and contain
ordinary Arabic words. The words in each category enjoyed greater similarity to each
other than to the words of other categories. The steps of the production of Arabic

categories are illustrated as follows:

Stepl. R&G used a set of 48 nouns to create the English noun dataset which appear
to be 24 pairs of synonyms. These pairs of synonyms appear to be similar, but not
identical to the category norms used in Battig & Montague (1969). Therefore, to take
advantage of four decades of experience with the R&G dataset, the decision was
made to assign these pairs to semantic categories consistent with Arabic nouns.
Consequently, twenty-two usable categories were generated from R&G using the

following process:

1. For each English pair of nouns (pair of synonyms), the nouns were translated
into Arabic using the first meaning from an established English—Arabic
dictionary (Baalbaki, 1987). To ensure translation precision, the translated
nouns were verified by a professional translator and a lecturer fluent in both
languages.

2. Based on the definition of the noun pair (Sinclair, 2001), an Arabic category
was given a specific name. A set of Arabic nouns within the same category

theme (described in one word) were appended to generate an entire category.

For example, the pair of synonyms Gem and Jewel were translated into
(325>) Iin Arabic. The Arabic category was created and named the

Gemstones category (A«:_S Jaal) based on the definitions of jewel (a precious
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stone used to decorate valuable things that you wear, such as rings or
necklaces) and gem (a jewel or stone that is used in jewellery). A set of
Arabic nouns within the same category theme (Diamond / o, Pearl /34,
Crystal / Lsb ...) were added (using Battig & Montague category members for
guidance) to create an entire category. However, some English nouns have
been omitted due to translation problems. For example, the noun madhouse
was translated into the two-word term, “Mustashfa Almajaneen” (&iiue
cwilasll which was therefore omitted. On the other hand, two English nouns
were translated into a single Arabic noun as in Gem and Jewel example. This
was added to the category and more examples sought to make up the
shortfall.

Step2. In order to promote the semantic representation and incorporate particular
Arabic themes, five new categories were created which consisted of ordinary Arabic
nouns. For example, the Arabic categories created in the first step have the type of
male life stages category, thus to expand this theme and include both males and
females, the type of female life stages category was created. Religious events and
type of lifestyle categories were produced to incorporate particular Arabic themes.

Table 5.1 presents the list of Arabic category names.

27 Arabic categories generated in step 1 and 2 were employed to select a set of
stimulus Arabic nouns. This set should be selected and presented by means of a
method that contributes to the control of the semantic similarity range (maximum to
minimum) covered by the set of Arabic noun pairs which are generated at a second
stage. This was achieved by selecting the first two nouns from each category to
produce a set of 56 stimulus nouns. This set was represented into two columns of 28
nouns (A and B) to create a List of Arabic Nouns (LAN). Each column contained a
noun from each theme such as Hospital in column A and Infirmary in column B, as
shown in table 5.2. The LAN is used in the second stage to generate a set of Arabic

noun pairs.
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Table 5.1 The List of Arabic Categories Names

Categories Names

Lyl Ul ¢ lac)

1 Medical Places dnk &) 5
2 Handwritten text Lyl @ siSa (ail
3 Type of male's life stages Sl Bla Ja) e
4 Member of the clergy G day
5 Transportation vehicles J& LS
6 Coastal area Adal ddhaic
7 Bird b
8 Type of furnishings Ly jiall e g 58
9 Source of a human body energy O s 48l jriae
10 Appliance for cooking 3 Sl
11 Gemstones ey S laal
12 Drinking utensil il Al o <l o
13 Geographic AoV Al jaa
14 Parts of day sl el 3a)
15 Type of equipment il g flara (e § 53
16 Type of departure 30 /ds ) (e g 58
17 Somebody practices witchcraft ol ey pad
18 Wise person Al (add
19 Facial expressions dea gl Hulas
20 Material for tying things cLui¥) Loy yl sale
21 Person in slavery Lo gl 8 el
22 Burial place e A Kl
23 Religious events A &lasl
24 Type of lifestyle shadl slud / daci (e g 58
25 Type of female life stages Y 3la Jal e
26 Vacation activities 3l A
27 Family members Alilal) sliac
Table 5.2 List of Arabic Nouns (LAN)
Column A Column B

1 | Hospital e |1 | Infirmary e

2 | Signature &85 2 | Endorsement sl

3 | Boy «==| 3 |Lad it

4 | Master Aw | 4 | Sheikh e

5 | Coach i~ | 5 |Bus o=l

6 | Coast Jals | 6 | Shore (hls

7 | Stove 284 | 7 | Oven O

8 | Cushion 1iwe | 8 | Pillow [N

9 | Slave 2se | 9 | Odalisque Lol

10 | Journey s, | 10 | Travel (noun) s

11 | Gem imss | 11 | Diamond bl

12 | Glass oS | 12 | Tumbler zas

13 | Forest il | 13 | Woodland il yal

14 | Hill J= | 14 | Mountain BN
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15 | Noon b | 15 | Midday EaS
16 | Tool sl | 16 | Means (noun) s
17 | Food slaka | 17 | Vegetable BICEN
18 | Wizard o=ls | 18 | Magician AP
19 | Sage aSs | 19 | Thinker S
20 | Smile daluil | 20 | Laugh elaia
21 | Cord Jd | 21 | String La
22 | Hen ialaa| 22 | Pigeon dalea
23 | Sepulcher = | 23 | Grave o8
24 | Feast 2:e | 24 | Fasting plua
25 | Countryside <, | 25 | village L8
26 | Run (noun) s> | 26 | Walk (noun) (e
27 | Brother & | 27 | Sister EY
28 | Girl sl | 28 | Young woman au

5.2.2 Experiment 1: Constructing the Set of Arabic Noun Pairs

One of the fundamental obstacles to the production of the ANSS-70 dataset is being
able to select a sample of noun pairs that precisely represents the considerable range
of noun pairs which can be generated using the set of stimulus Arabic nouns.
Furthermore, to assess the accuracy of computational methods effectively, the set of
Arabic noun pairs should be generated spanning the range of similarity of meaning
from maximum (identical in meaning) to minimum (unrelated in meaning). Semantic
similarity judgements are a matter of human perception. Consequently, an
experiment was conducted to construct a representative sample of 70 noun pairs

based on human judgements.

The R&G dataset used 48 nouns to make up a combination of 65 noun pairs. Later
researchers (Miller and Charles, 1991) and (Risnek, 1995) who replicated the R&G
experiment used a subset of 30 noun pairs (30 useable pairs) from the 65 pairs of the
R&G dataset to remove bias towards low similarity pairs. In the Arabic noun dataset,
a set of 56 stimulus nouns generated in section (5.2.1) was used to create a set of 70
noun pairs. The size of the Arabic dataset of 70 noun pairs was sufficiently accurate
to assess the accuracy of Arabic noun similarity algorithms because 70 pairs allowed
the use of 30 pairs for testing (equaling R&G), plus 30 pairs for setting parameters.

The additional 10 pairs provided a safety margin for issues such as one word in a pair
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being missing from a language resource (i.e. Arabic WordNet (AWN)). The

procedure of creating the set of Arabic noun pairs is described in this section.
5.2.2.1 Participants

Selecting a representative sample of participants who represent the general human
population is another challenge for the process design of the ANSS-70 dataset. The
value of a sample of participants selected to carry out a specific experiment could be
reduced as a representative sample if there is a great homogeneity of participants
(O’Shea, 2010). The sample of the human population used in this study should be
representative of native Arabic speakers demographically in terms of their gender,
age, education, countries, etc. The reason for controlling the demographics is to
prevent confounding factors. As this dataset was produced for the Arabic language,
the decision was made to use a sample of 22 native Arabic speakers from different
Arabic countries taking into consideration participant academic background,
educational level, gender, and age. Previous work (O’Shea, 2010) suggests a
minimum size of 16 participants will suffice however more questionnaires were
distributed to allow for non-returns. In fact, 22 questionnaires were returned by the

deadline and all were used in this experiment.

The participants were from 5 Arabic countries which included: Iraq (7 participants),
Jordan (3), Saudi Arabia (6), Libya (3), and Palestine (3). The participants consisted
of 10 academics (University lecturers) and 12 non-academics comprising 13 females
and 9 males. They were 10 non-students and 12 students. 13 participants were from
Science/Engineering backgrounds whilst 9 came from Art/Humanities backgrounds.
The participants’ educational level included 5 who held bachelor’s degrees, 7 who
held master’s degrees and 10 held PhDs. The average age was that of 34 years with
the standard deviation (SD) 6.3.

5.2.2.2 Materials

The list of Arabic nouns LAN (table 5.2) created in section (5.2.1) was presented to

the 22 participants for the purposes of generating a set of Arabic noun pairs. The
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order of Arabic nouns in column B was randomized to minimize the ordering effects.

Each of the 22 Native Arabic speakers was given an envelope containing:

Ethics statement
a sheet of instructions for producing the noun pairs
a LAN sheet

M w0np e

two recording sheets to create two lists of Arabic nouns pairs which included:

e High Similarity of Meaning (HSM) list containing noun pairs between
strongly related and identical in meaning.

e Medium Similarity of Meaning (MSM) list containing noun pairs between
vaguely similar and very much alike in meaning.

e In this experiment the Low Similarity of Meaning (LSM) list was selected

randomly resulting in noun pairs which are unrelated in meaning.

5. The final sheet contained minimal details about the participants including name,

age, degree and a confirmation that the participant was a native Arabic speaker.

Appendix 1 contains examples of experimental materials including the appendix 1.1
Ethics statement, appendix 1.2 instruction sheet, appendix 1.3 recording sheet and

appendix 1.4 personal information sheet.

5.2.2.3 Experimental Procedure

The LAN sheet contains two lists of 28 nouns known as column A and column B.
The two lists of 28 nouns were presented to the 22 participants and they were
instructed to create a list of 28 HSM noun pairs in order to obtain 23/24 HSM
candidate pairs of nouns. The participants were asked to perform the following

procedure.

1. Using the LAN sheet, please write a list of 28 HSM noun pairs.

2. Each noun pair must contain one noun from column A and one from column B.

3. The HSM list contains noun pairs between strongly related and identical in
meaning.

4. Please write 28 pairs of nouns since all uncompleted questionnaires must be

ignored.
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The instruction sheet also included notes to enable the participants to create pairs of
nouns by selecting any noun more than once from column A with different nouns
from B and to avoid rewriting the same pair of nouns on the same sheet or on another

sheet.

The same lists of 28 nouns were used to create a set of MSM noun pairs. However, it
is relatively difficult for humans to write pairs of nouns of medium similarity
between (vaguely similar and very much alike in meaning). Thus, in order to increase
the opportunity of obtaining 23/24 MSM candidate noun pairs, the participants were
requested to write 32 MSM noun pairs in accordance with the same procedure used

to create 28 HSM noun pairs.

5.2.2.4 Experimental Results

The final set of 70 Arabic noun pairs was selected using the HSM and MSM lists
generated by participants plus the randomly selected LSM list. Table 5.3 illustrates
the final set of Arabic noun pairs, where the first and last columns represent the set of
Arabic noun pairs in English and Arabic. The second column contains the number of
participants who chose the noun pair. The final set of Arabic noun pairs was selected

as follows:

1. 24 noun pairs written by all 22 participants were selected from the HSM list to
represent the high similarity of meaning range in the final set of Arabic noun

pairs.

2. 23 noun pairs written by more than half the participants were chosen from the
MSM list to represent the medium similarity range for the final set of Arabic

noun pairs.

3. In order to achieve a good balance in the number of noun pairs in each similarity
range, 23 noun pairs were chosen to represent the low similarity of meaning
range for the final set of Arabic noun pairs. These noun pairs were selected as a
combination of candidate noun pairs chosen as medium similarity by a low

number of raters plus low similarity noun pairs selected randomly.
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Low similarity noun pairs selected randomly as follows:

For each noun in the LAN, the frequency of appearance of this noun in the final set
of Arabic noun pairs was calculated. The nouns that have an occurrence of more than
twice were removed from the LAN to avoid a biased set of nouns from being used.
The remaining Arabic nouns were used to randomly generate a list of Arabic noun
pairs. High and medium similarity noun pairs already found by participants were
removed. The remaining pairs were selected at random as they were good candidates

for low similarity.

Table 5.3 The Final Set of Arabic Noun Pairs

| Word Pairs | Participants | clall) 195
High Similarity Noun Pairs
1 Boy Lad 22 o (a
2 Coast Shore 22 (bl BENI
3 Cushion Pillow 22 bada SR
4 Gem Diamond 22 ol S8 5>
5 Glass Tumbler 22 s ERES
6 Forest Woodland 22 S al il
7 Noon Midday 22 8 ek P
8 Tool Means 22 ) 3
9 Journey  Travel 22 e s
10 Smile Laugh 22 ain Al
11 Countryside Village 22 a8 )
12 Girl Young woman 22 s 3l
13 Signature Endorsement 22 @Rl &5
14 Coach Bus 22 o=l Alila
15 Hen Pigeon 22 ddlas EENEN
16 Sepulcher  Grave 22 8 =
17 Run Walk 22 (e s>
18 Hospital Infirmary 22 (e LN
19 Master Sheikh 22 G s
20 Wizard Magician 22 3 g bl
21 Feast Fasting 22 plra e
22 Food Vegetable 22 s plab
23 Stove Oven 22 O 2 5
24 Hill Mountain 22 [BEEN Js
Medium Similarity Noun Pairs

25 Sage Thinker 21 K pSs
26 Cord String 21 BENEN dos
27 Slave Odalisque 21 Lol L
28 | Brother Sister 21 Y &
29 Hen Oven 20 oA dalao
30 Coach Means 19 Al Alila
31 Sage Sheikh 18 Gl aSs
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32 Girl Sister 16 <l 3L
33 Journey Shore 15 hla s
34 Coast Mountain 14 BN Jalu
35 Master Thinker 14 S KW
36 Coach Travel 14 i als
37 Food Oven 14 OA eSS
38 Brother Lad 13 g &l
39 Girl Odalisque 13 Al 3L
40 Slave Lad 13 s ic
41 Feast Laugh 13 dain e
42 Hospital Grave 12 B PR
43 Hill Woodland 12 BN Js
44 Journey Bus 12 ual s
45 Tool Tumbler 12 g 31
46 Run Shore 11 (bl EBEN
47 Tool Pillow 11 3334 3lal
Low Similarity Noun Pairs
48 Sepulcher  Sheikh 10 Gl e
49 Cord Mountain 9 SRS dos
50 Gem Young woman 8 gl 38 s
51 Countryside Vegetable 7 BIISTEN )
52 Glass Fasting 6 dlaa JERES
53 Forest Shore 5 (hld e
54 Noon Fasting 4 plra e
55 | Glass Diamond 3 ol S
56 Signature  String 2 L &5
57 Boy Midday 1 b el (o
58 Wizard Infirmary 0 il bl
59 Cushion Diamond 0 ol Liua
60 Noon String 0 L e
61 Boy Endorsement 0 S e
62 Gem Pillow 0 (AT ON 38 sa
63 Cord Midday 0 b yela Jdoa
64 Countryside Laugh 0 dlaia Cayy
65 Hill Pigeon 0 dalea Js
66 Slave Vegetable 0 Jhad 1
67 Smile Village 0 a8 Aoyl
68 Stove Walk 0 (e 2ga
69 Coast Endorsement 0 (adaal Jalu
70 Smile Pigeon 0 XPADYN by

5.2.3 Experiment 2: Collecting the Human Similarity Ratings

This experiment was conducted to collect human ratings for 70 pairs of

generated in experiment 1.
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5.2.3.1 Participants

In prior work on word and text semantic similarity various sizes of participant
samples were used to collect human ratings. R&G used a sample of 51
undergraduates whilst (Miller and Charles, 1991) used a sample of 38 students.
O’Shea (2010) offered evidence that using a sample of 32 participants is sufficient
for the collection of good quality ratings, however, they demonstrated that the
statistical significance of a sample of participants increased by raising the sample
size to 64. In ANSS-70 dataset, the target was to use a sample of 64 participants for
the purposes of collecting human ratings but only 60 questionnaires were returned by
the deadline and were used in this experiment. The sample of 60 participants was
chosen on the basis of its being representative of the general population with equal

balance between students and non-students.

1. All were Arabic native speakers who had not taken part in experiment 1 and they
were from 7 Arabic countries including Saudi Arabia (16), Iraq (14), Egypt (8),
Jordan (7), Libya (7), Palestine (5), and Kuwait (3).

2. The participants’ academic backgrounds consisted of 39 Science/Engineering vs.
21 Art/Humanities. Balance was obtained with regard to educational levels and

the overall breakdown qualifications were illustrated in table 5.4.

Table 5.4 Participants’ educational background

Student Non-student (highest qualification)

11 undergraduate 13 Bachelors

3 Masters 4 Masters

16 PhD 4 PhD

None 9 Diplomas (roughly equivalent to an
old UK - BTEC HND).

3. In case of age, the average was 29 years and the standard deviation (SD) was 7.2.

Table 5.5 shows the age distributions of a selected sample.
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Table 5.5 Age distributions for the Arabic population sample.

Age range Participants
18-22 13 Student 11
Non-student 2
23-29 17 Student 4
Non-student 13
30-39 23 Student 13
Non-student 10
40-49 6 Student 2
Non-student 4
50-59 1 Student 0
Non-student 1

4. An equal balance was achieved between females and males. The gender balance
achieved for non-students was (12 males and 18 females) whilst for students it

was (18 males and 12 females).

5.2.3.2 Materials

Each of the 70 noun pairs was printed on a separate card and the cards were
presented to the participants for rating how similar the noun pair on each card was in
meaning. Each participant was given an envelope containing 70 cards and 3 sheets
which included: instructions for collecting the human ratings, a similarity rating
recording sheet and a personal information sheet which covered name, age, gender,
academic background and confirmation of being a Native Arabic speaker. The 70
cards were randomly ordered before presentation to reduce the ordering effects.

Appendix 2 contains examples of experimental materials which include:

e Appendix 2.1 instruction sheet.
e Appendix 2.2 recording sheet
e Appendix 2.3 a sample card.
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5.2.3.3 Experimental Procedure

A further challenge of the design process of the Arabic dataset was to collect ratings
that precisely represented the human perception of similarity. The decision was made
to adopt a technique which combined the card sorting with the semantic anchors
(O’Shea, 2010) whereby more consistent human ratings (lower noise) was
demonstrated by this combination notably as regards the unsupervised collection of
ratings from the general population sample. Semantic anchors describe the major
similarity scale points used by participants to rank the noun pairs. Table 5.6

illustrates the semantic anchors for the five scale points used in this experiment.

Table 5.6 Semantic Anchors

Rating Semantic Anchor

Scale

0 The word pairs are unrelated in meaning | feall (8 Lein ol )l o 0 ¥ S = 55

1 The word pairs are vaguely similar in el (A am 4L Ly GlalSl 5

meaning.

2 The word pairs are very much alike in | (e JiS) gl 5 40l gin Al Sl # 5

meaning. (o

3 The word pairs are strongly related in | (el 446848 Lean Al Gl = 55

meaning

4 The word pairs are identical in meaning | izl 8 daUatiall o) Al yiall LK = 5 5

The participants were asked to sort the cards into four groups’ accordance with the
similarity of the meaning. The HSM group contained noun pairs between strongly
related and identical in meaning. The High MSM groups contained noun pairs very
much alike in meaning, whilst the Low MSM groups contained noun pairs which
were vaguely similar in meaning and the LSM contained noun pairs unrelated in
meaning. After sorting the cards, the participants were asked to check them carefully
and then rank each noun pair using a point on a rating scales described by the
semantic anchors which ran from 0.0 (unrelated in meaning) to 4.0 (identical in
meaning). The instruction sheet also included some notes which enabled participants
assigning an accurate degree of similarity by means of use of the first decimal place

and to avoid using values lower than 0.0 or greater than 4.0 to rate the noun pairs.
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5.2.3.4 Experimental Results

The human similarity ratings collected in experiment 2 were calculated as the mean
of the judgements provided by the 60 Arabic native speakers for each pair of nouns.
Table 5.7 represents the results of experiment 2 which contains the set of 70 Arabic
noun pairs with human ratings of similarity. The second and last columns represent
the set of Arabic noun pairs in Arabic with approximate translation to English. The
third column contains the mean of similarity rating collected from 60 Arabic native
speakers whilst the fourth column represents the Standard Deviation (SD) of each

noun pair which demonstrates an inevitable degree of noise in human ratings.

Table 5.7 The Arabic Noun Benchmark Dataset

Noun Pairs Human SD S 55
Ratings
1 Coast Endorsement 0.03 0.14 Gl BEEN
2 | Noon String 0.03 0.18 b b
3 Cushion  Diamond 0.06 0.24 ol e
4 Gem Pillow 0.07 0.25 83 S A
5 Stove Walk 0.07 0.25 e 2se
6 | Cord Midday 0.08 0.27 3h SEEN
7 | Signature  String 0.08 0.33 La ]
8 Boy Endorsement 0.12 0.37 Gl =
9 | Boy Midday 0.16 0.39 b =
10 | Slave Vegetable 0.16 0.42 PSS e
11 | Smile Village 0.18 0.38 A Al
12 | Smile Pigeon 0.20 0.39 Alea Ay
13 | Wizard Infirmary 0.22 0.41 (e P\
14 | Noon Fasting 0.29 0.44 plaa b
15 | Hill Pigeon 0.33 0.54 ER\PEN Js
16 | Countryside Laugh 0.34 0.56 o )
17 | Glass Diamond 0.36 0.60 ol ERES
18 | Glass Fasting 0.38 0.57 ol S
19 | Cord Mountain 0.54 0.68 BRI dos
20 | Hospital Grave 0.83 0.81 8 (Aiae
21 | Forest Shore 0.86 0.77 (Bl e
22 | Gem Young woman 0.87 0.87 s 38 9>
23 | Sepulcher  Sheikh 0.89 0.77 Gl T2
24 | Tool Pillow 0.99 0.98 83 slal
25 | Coast Mountain 1.06 0.91 BN Jalu
26 | Run Shore 1.13 0.82 (bl BN
27 | Hill Woodland 1.19 0.89 BN Js
28 | Countryside Vegetable 1.24 0.83 Jbas )
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29 | Tool Tumbler 1.32 0.95 A8 8l
30 | Master Thinker 1.36 0.87 e L
31 | Feast Laugh 1.36 0.84 dain e
32 | Hen Oven 1.44 0.84 O ZENEN
33 | Journey Shore 1.47 0.69 (bl ids
34 | Coach Travel 1.60 0.70 s adils
35 | Food Oven 1.76 0.79 G ek
36 | Slave Lad 1.77 0.93 8 e
37 | Journey Bus 1.83 0.72 o=l il
38 | Girl Odalisque 1.96 0.82 Lol sl
39 | Feast Fasting 1.96 0.98 Al e
40 | Coach Means 2.07 0.90 Alus alis
41 | Brother Lad 2.15 0.78 o &l
42 | Sage Sheikh 2.26 0.92 N alSa
43 | Girl Sister 2.38 0.73 <Al sl
44 | Hill Mountain 2.60 0.84 BN Ja
45 | Hen Pigeon 2.61 0.83 LUIPEN N
46 | Master Sheikh 2.66 1.07 G s
47 | Food Vegetable 2.78 0.70 BICEN plak
48 | Slave Odalisque 2.84 0.90 ol L
49 | Run Walk 3.01 0.81 (e s
50 | Brother Sister 3.08 0.62 Y &l
51 | Cord String 3.09 0.78 bLa RN
52 | Forest Woodland 3.14 0.62 G sl e
53 | Sage Thinker 3.30 0.73 Al S
54 | Gem Diamond 3.38 0.66 ) 38 >
55 | Cushion Pillow 3.38 0.64 LA Lisa
56 |Journey  Travel 3.39 0.71 PE s
57 | Countryside Village 3.41 0.71 a8 i
58 | Smile Laugh 3.48 0.58 Ao Al
59 | Stove Oven 3.55 0.69 o 2 5a
60 | Coast Shore 3.56 0.69 (bl BEN
61 | Signature  Endorsement 3.58 0.71 Gl ]
62 | Tool Means 3.68 0.52 Al 8l
63 | Noon Midday 3.70 0.66 8 ek P
64 | Boy Lad 3.71 0.52 e e
65 | Girl Young woman 3.74 0.47 s 3L
66 | Sepulcher  Grave 3.75 0.62 B o=
67 | Wizard Magician 3.76 0.53 3 grdia PE
68 | Coach Bus 3.80 0.50 o=l EREEN
69 | Glass Tumbler 3.82 0.38 s PRES
70 | Hospital Infirmary 3.91 0.28 (e i
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5.2.4 Discussion

5.2.4.1 The Arabic Noun Benchmark Dataset (ANSS-70)

The ANSS-70 dataset is intended to evaluate and compare algorithms running on a
scale from minimum (zero) to maximum similarity. This is known as a ratio scale,
which was used for both word semantic similarity measures and datasets as a
measurement scale (R&G, 1965, Miller&Charles, 1991 and Resnik, 1999). The
correlation coefficient is considered a suitable statistic that can be applied for
measures made on a ratio scale (Blalock, 1979). In this study, the Pearson product
moment correlation coefficient was used to identify the consistency of similarity
judgments for each participant with the rest of group. This was undertaken using the
leave-one-out resampling technique (Resnik, 1995). The correlation coefficient for
each of the 60 participants was calculated between the participant’s ratings and the
average ratings of the rest of group. Figure 5.1 shows the correlation coefficients of
60 participants on the ANSS-70 dataset.
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Figure 5.1 The Correlation Coefficients of 60 Arabic Participants

The average of the correlations of all participants on the ANSS-70 dataset was
calculated; this can be used to assess the performance of a computational method
attempt to carry out the same task. Any noun semantic similarity measure which
equals or exceeds the average of the correlations of all participants is considered to
be performing well. As shown in table 5.8, the average of the correlations of all
participants for the ANSS-70 dataset is 0.902, a good target for a machine algorithm.

The worst performing participant of 0.767 is considered as the lower bound for the
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expected performance whereas any machine measure coming close to the best

performing participant at 0.974 would be considered as performing very well.

Table 5.8 Correlation Coefficient with Mean Human Judgments

Correlation r

Average of the correlation of all participants | 0.902
Best participant 0.974
Worst participant 0.767

Figure 5.2 shows the distribution of the similarity ratings in the full ANSS-70
dataset. The dataset is well balanced, if one considers that ~ 1/3 of the noun pairs are
high, ~ 1/3 low and ~ 1/3 across the broad, difficult medium similarity band from 1.0
-3.0.
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Figure 5.2 Distribution of the similarity ratings in ANSS-70 dataset.

Both high similarity and low similarity noun pairs are subject to very consistent
human judgments, as shown in figure 5.3 and figure 5.4. Unlike the low and high
similarity noun pairs, the human ratings of the medium similarity noun pairs spread
more evenly across the similarity range (0 to 4). Consequently, the medium
similarity noun pairs have higher values of SD than the other noun pairs. For
example, the noun pair 46 (& ) has SD 1.07 and the mean of human ratings
2.66. The distribution of the human ratings for this noun pair should be grouped
around a peak of 2.66. In fact the modal class is 3 and the distribution is relatively

flat as shown in figure 5.5.
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Figure 5.3 Histogram of similarity ratings for noun pair 01, SD=0.14.
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Figure 5.4 Histogram of similarity ratings for noun pair 70, SD= 0.28.
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Figure 5.5 Histogram of similarity ratings for noun pair 46, SD= 1.07.

5.2.4.2 Comparison with the R&G Dataset

The R&G dataset was used as a general framework for the production of the ANSS-
70 dataset. In this section, a comparison has been conducted between the two

datasets to illustrate the differences between them.
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1. Method of Selection of Materials
R&G used a set of 48 nouns to make up a combination of 65 noun pairs spanning
the range of semantic similarity values from maximum to minimum. This dataset
was published without justification for the specific choices of 48 nouns and the
method used to make up of the combination of 65 noun pairs. The R&G dataset

is skewed towards low similarity word pairs (Miller and Charles, 1991).

This study used a set of 56 stimulus Arabic nouns that were carefully selected
through the use of 27 Arabic categories created for 27 themes. Semantic
similarity judgments are an issue of human perception. An experiment was
conducted to make up a combination of 70 noun pairs spanning the similarity
range based on human judgments to counter the bias towards low similarity in the
R&G dataset.

2. Sampling the Population of Participants
The sample of participants used in the R&G experiment for the collection of
human ratings consisted of two groups of college undergraduates with a total of
51 participants. No information was provided as regards the composition of age
or gender for each group and whether the sample of participants used in this

experiment contained only native English speakers.

The sample of human population used in the ANSS-70 dataset experiments is
more representative than the R&G experiment. The value of a sample of
participants selected to carry out a specific experiment could be reduced as a
representative sample if there is a high homogeneity of participants and they are
distant from the general population. Consequently, the sample was selected as a
general population (students and non-students) from different Arabic countries
taking into account the gender, age, and academic background of the participants.
The sample was selected to balance gender (males and females), student and non-
student, academic background (science/engineering vs. arts/humanities) and age

to avoid any possible bias.
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3. The Procedure of Collection of Human Ratings

A card sorting technique was used for collecting human ratings in the R&G
experiment. Each of the noun pairs was printed on a separate slip and the order of
the 65 slips was randomized before presentation. The participants were asked to
sort the slips into order of similarity of meaning and each noun pair was rated by
assigning a value from 4.0- 0.0: “the greater the similarity of meaning the higher
the number”. These instructions concentrate on the relative similarities of noun
pairs in the dataset. This may encourage expansion of the range of similarity
ratings to fill the range 4.0 to 0.0, regardless of whether other noun pairs with

higher or lower similarity exist external to the dataset (O’Shea, 2010).

A combination of card sorting with semantic anchors was used to collect human
ratings in the ANSS-70 dataset experiment. Using the semantic anchors could
offer better interval measurement and also lower noise than R&G method
whereby more consistent human ratings (lower noise) was demonstrated by this
combination notably as regards the unsupervised collection of ratings from the
general population sample. Each noun pair in the Arabic noun dataset was printed
on a separate card and the order of 70 cards was randomized before presentation.
The participants were asked to sort the cards into four groups based on the
similarity of meaning. The noun pairs in each group were rated using a point
rating scale (the points described by the semantic anchors) which ran from 0 (low

similarity) to 4 (high similarity).

5.2.5 Evaluation Procedure

5.2.5.1 Creation of Evaluation and Training Sub-Datasets

The evaluation process of the Arabic noun similarity (KalTa-A) measure required
identifying its optimal parameter values. Therefore, the ANSS-70 dataset has been
divided into two sets. The first known as the training dataset was employed to tune
the KalTa-A measure parameters whilst the second denoted as evaluation dataset was
used to assess its accuracy. Each dataset consisted of 35 noun pairs spanning the
similarity of meaning range from maximum to minimum, which were selected as

follows.
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1. The original ANSS-70 dataset consisted of 24 low similarity, 24 medium
similarity and 22 high similarity noun pairs. Therefore, each sub-dataset
contained 12 low similarity, 12 medium similarity and 11 high similarity noun
pairs.

2. For each similarity class within the same sub-dataset, the noun pairs were
selected with similarity of meaning ranging from low to high. Figures 5.6 and 5.7

present the noun pairs in the evaluation dataset and training dataset respectively.
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Figure 5.6 Distribution of similarity ratings in the evaluation dataset
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Figure 5.7 Distribution of similarity ratings in the training dataset

Only 30 noun pairs of each sub-datasets have been used in the training and
evaluation experiments on account of the fact that some Arabic nouns have not been
added to the current version of AWN such as s stove, _als wizard, Adiue

hospital... etc. In addition, some Arabic nouns do not have complete senses such as

112



the Arabic word <~ laugh, which has just two senses in the current version of
AWN while the sense (laugh as a facial expression) has not been added to the current

version.

The noun pairs in the training and evaluation datasets are listed with human ratings
in table 5.9 and table 5.10, respectively. The faint grey noun pairs have not been used

in the training and evaluation experiments.

Table 5.9 Training Dataset Noun Pairs with Human Ratings

No. Word Pairs Human clal<) 1 930
Ratings
1 | Cushion Diamond 0.01 oslall KLY
2 | Gem Pillow 0.02 [AEW [BTEN
3 | Cord Midday 0.02 B s
4 | Signature  String 0.02 L &5
5 | Boy Endorsement 0.03 Gl 2
6 | Boy Midday 0.04 B yueda o
7 | Smile Pigeon 0.05 Aales denwy/Adludl
8 | Noon Fasting 0.07 plua kb
9 | Countryside Laugh 0.08 o )
10 | Glass Fasting 0.10 s S
11 | Hospital Grave 0.21 B PR
12 | Gem Young woman 0.22 L BTN
13 | Run Shore 0.28 (Bl BN
14 | Hill Woodland 0.30 il s J
15 | Countryside Vegetable 0.31 Jbad &)
16 | Master Thinker 0.34 Se -
17 | Feast Laugh 0.34 i 2e
18 | Hen Oven 0.36 O EENEW
19 | Slave Lad 0.44 8 e
20 | Journey Bus 0.46 oab s
21 | Girl Odalisque 0.49 Al sl
22 | Brother Lad 0.54 o ¢!
23 | Sage Sheikh 0.57 G A
24 | Hen Pigeon 0.65 s dala
25 | Brother Sister 0.77 <l &l
26 | Sage Thinker 0.83 Sda aSa
27 | Gem Diamond 0.85 k! 3 A s
28 | Journey Travel 0.85 g s
29 | Smile Laugh 0.87 dan dawy/Adlud
30 | Stove Oven 0.89 BB 8 5
31 | Signature Endorsement 0.90 (sl &b
32 | Noon Midday 0.93 3 el gh
33 | Girl Young Woman 0.94 s 3L
34 | Coach Bus 0.95 Ul s
35 | Hospital Infirmary 0.98 i PR
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5.2.5.2 Tuning Parameters

The KalTa-A measure parameters (o and ) have been tuned using the training
dataset in order to determine the optimal values within the interval [0, 1]. Given the
initial value of each parameter, the training dataset noun pairs were run using the
KalTa-A measure to produce machine similarity ratings in a range of 0 to 1. The
correlation coefficient between the human ratings of training dataset and those
obtained from the KalTa-A measure was computed. The values of the Arabic
measure parameters were changed to obtain a set of correlation coefficients. The
increasing step of o and B was 0.05. Then the parameters with the strongest
correlation coefficient were considered as the optimal parameters. In this experiment,

the strongest correlation coefficient was obtained at o = 0.12 and = 0.21.

Using the identified optimal parameters, the noun pairs on the evaluation dataset
were run to produce the machine similarity ratings. The correlation coefficient was
calculated again between the machine and human ratings for pairs of nouns on the

evaluation dataset to assess the accuracy of the KalTa-A measure.

The KalTa-A measure calculated the similarity between two Arabic nouns using the
AWN and SUMO ontologies as described in chapter 4. For the purpose of
comparison, the tuning parameters procedure was performed again to identify the
optimal parameter values for KalTa-A measure without SUMO (using the AWN
only). The optimal values were o = 0.162 and = 0.234.

The machine similarity ratings were produced by running the evaluation dataset noun
pairs on the KalTa-A measure without SUMO using the identified optimal
parameters. Table 5.10 shows the human similarity ratings with the corresponding
machine similarity ratings on the evaluation dataset. The first and last columns
represent the noun pairs on the evaluation dataset in Arabic and English. The second
column represents the human similarity ratings which were rescaled from 0 - 4 to 0 —
1 for the purpose of comparison. The third and fourth columns represent the
corresponding machine similarity ratings produced by the KalTa-A measure without
SUMO and the KalTa-A measure respectively. The faint grey noun pairs have not

been used in the evaluation experiments.
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Table 5.10 Evaluation Dataset Noun Pairs with Machine and Human Ratings

No. Word Pairs Human | KalTa-A | KalTa-A clalsl) ) g3
Ratings | without Ratings
SUMO
1 | Coast Endorsement 0.01 0.0 0.12 (3pal BEENIW
2 | Noon String 0.01 0.27 0.31 L b
3 | Stove Walk 0.02 - - e L8
4 | Slave Vegetable 0.04 0.06 0.08 Jhad 2
5 | Smile Village 0.05 0.0 0.10 A8 dawydalady
6 | Wizard Infirmary 0.06 - - (stia o=l
7 | Hill Pigeon 0.08 0.06 0.10 EP\PEN Js
8 | Glass Diamond 0.09 0.05 0.07 ol s
9 | Cord Mountain 0.13 0.17 0.20 BEEN das
10 | Forest Shore 0.21 0.17 0.20 (bl e
11 | sepulcher Sheikh 0.22 0.06 0.08 e Tr=
12 | Tool Pillow 0.25 0.32 0.35 8334 8l
13 | Coast Mountain 0.27 0.45 0.48 RN Jalu
14 | Tool Tumbler 0.33 0.54 0.60 zAd 3lal
15 | Journey Shore 0.37 0.0 0.25 (Bl s
16 | Coach Travel 0.40 0.0 0.54 g EACIEN
17 | Food Oven 0.44 - - o4 plab
18 | Feast Fasting 0.49 0.17 0.20 plaa e
19 | Coach Means 0.52 0.38 0.43 Al AN
20 | Girl Sister 0.60 0.37 0.44 Al Bl
21 | Hill Mountain 0.65 - - [EEN Ji
22 | Master Sheikh 0.67 0.67 0.71 s L
23 | Food Vegetable 0.69 0.53 0.54 Jhas plab
24 | Slave Odalisque 0.71 0.93 0.90 ks 2
25 | Run Walk 0.75 0.60 0.62 (e S5
26 | Cord String 0.77 0.70 0.70 BEIEN ds
27 | Forest Woodland 0.79 0.82 0.78 BN e
28 | Cushion Pillow 0.85 0.82 0.78 (AEOY NENOY
29 | Countryside Village 0.85 0.82 0.78 L8 )
30 | Coast Shore 0.89 0.89 0.85 (Bl dalu
31 | Tool Means 0.92 0.93 0.90 Uy shal
32 | Boy Lad 0.93 0.95 0.93 ] o
33 | Sepulcher  Grave 0.94 0.82 0.78 B =
34 | Wizard Magician 0.94 - - 2 geda b
35 | Glass Tumbler 0.95 0.89 0.85 gl RIS

5.2.6 Findings and Discussion

The possible indicative value and bounds of a performance expected from the KalTa-
A measure were calculated as the average, worst and best performances of human

participants on the evaluation dataset as shown in table 5.11. This was undertaken
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using the leave-one-out resampling technique in order to calculate the correlation
coefficient of each of 60 participants with the rest of the group. The correlation
coefficient was calculated for each of the 60 participants between the participant’s
ratings and the average ratings of the rest of the group. The consistency of the KalTa-
A measure with human perception was identified by computing the correlation
coefficient between the average rating of human participants and the machine ratings

as shown in table 5.11.

Table 5.11 The Performance of KalTa-A measure on the Evaluation dataset.

On Evaluation Data Set Correlation r
KalTa-A measure 0.91
KalTa-A measure without SUMO 0.894
Average of the correlation of all participants 0.893
Best participants 0.970
Worst participants 0.716

The KalTa-A measure without SUMO obtained a good value of the Pearson
correlation coefficient (r = 0.894) with the human judgments as shown in figure 5.8.
The KalTa-A measure without SUMO is performing well at (r = 0.894) with the
average value of the correlations of human participants (r = 0.893). Furthermore, the
performance of the Arabic measure is substantially better than the worst human

(lower bound) performance at (r =0.716).

As mentioned in chapter 4, the KalTa-A without SUMO measure ratings were
hampered by the structure of the AWN noun hierarchy which may produce a bias
towards a particular distance computation such as the noun pairs 15 and 16 in table
5.10. These pairs were rated medium by participants whilst very low similarity
values obtained by the KalTa-A measure without SUMO. An explanation is provided
by consideration of the noun hierarchy in AWN. The nouns of the pair 15 (Ali i
(Journey and Shore) are classified under separate substructures which show no
connection between them in the AWN noun hierarchy leading to the obtainment of a
very low similarity value by the KalTa-A measure. The noun pair 16 i« 4lis (Coach
and Travel) obtained a machine rating lower than the human similarity rating for

similar reasons
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The performance of the KalTa-A measure improved using SUMO which achieved a
correlation (r = 0.91) better than the correlation obtained by the KalTa-A measure
without SUMO at (r = 0.894) as shown in table 5.11. The machine similarity ratings
of the noun pairs 15 and 16 were improved using the SUMO. Whereby, medium
similarity values were obtained for the noun pairs 15 and 16 which were very close
to the human assessment as shown in table 5.10. Figure 5.9 shows the correlation

between the KalTa-A measure and human ratings.
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Figure 5.8 The Correlation between the Ratings of Human and the KalTa-A measure
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Figure 5.9 The Correlation between the Human Ratings and the KalTa-A measure

5.3 Creating an Arabic Verb Benchmark Dataset (AVSS-70)

This section describes the production of a new Arabic verb benchmark dataset,
namely that of the AVSS-70. It is the first of its kind for Arabic which was

particularly developed to assess the accuracy of Arabic verb semantic algorithms.
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The stages of the AVSS-70 dataset process design were adopted from the ANSS-70
dataset creation procedure which included selection of the stimulus verbs, production

of representative pairs of verbs and collection of the human similarity ratings.

The AVSS-70 dataset adapted elements from work on English text semantic
similarity to select stimulus verbs which represented the verbs in the Arabic
language. Once again there was novel work in generating a set of verb pairs which
provides the best representation (for its size) of the huge range of verb pairs that can

be generated from the verbs in the Arabic language.
5.3.1 Selecting the Stimulus Verbs

Representation of the verbs in the Arabic language was achieved by carefully
selecting 25 stimulus verbs by means of adaption of a sampling frame technique that
used by (O’Shea et al., 2013) to create a short text dataset for English. The sampling
frame is a method of representing a large population with a small carefully-chosen
sample randomly selected with constraints. Selecting the stimulus verbs consisted of

two steps including:

1. Decomposing the Arabic verbs into a hierarchy of classes
2. Populating the slots in the frame with verbs using random selection where

choice is possible.
5.3.1.1 Decomposing the Arabic verbs into a hierarchy of classes

In this research, the Arabic verbs were decomposed into a tree structure based on
special syntactical and semantic features. Each of the tree levels is described in this

section.

Most theoretical work on Arabic verb classes is based on the root and template based
method (Mousser, 2010). It was decided not to apply this method as it was used by
the KalTa-F measure to calculate the similarity between two Arabic verbs and this
would avoid biasing the AVSS-70 dataset in favour of the Arabic verb algorithm. An
alternative method was needed at this stage and a set of more sophisticated

grammatical techniques developed for NLP such as Case Grammar (CG) and Arabic
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VerbNet (AVN) were applied instead. AVN was inspired by Levin classes (Levin,

1993).

Case Grammar

(Al-Qahtani, 2005) presented an extensive classification of Arabic verbs based on

Case Grammar (CG) as described by (Fillmore, 1968). The classification was based
on Cook’s Matrix Model (Cook, 1979) and its extension.

CG classified the Arabic verbs into three classes comprising state, process and action

which are useful in a high-level decomposition. The top-level breakdown of the

Arabic verbs is shown in figure 5.10.

Arabic Verbs

Figure 5.10 Top level Arabic verbs decomposition

Each verb class was decomposed further into basic, experiential, benefactive, and

locative verbs which offered a good intermediate level, as shown in figure 5.11.

State Verbs

Experiential
Verbs

Benefactive
Verbs

Locative
Verbs

Figure 5.11 The decomposition of the state verbs at intermediate level.

(Al-Qahtani, 2005) described 5 cases used by Cook which represent all propositional

cases required by the semantic valence of the verb. These comprised the Object case

(O) which is always found with every verb, Agent (A) which is the case needed by
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an active verb, Experiencer (E) which is the case needed by an experiential verb, the
Benefactive (B) case which is required by a benefactive verb and the Locative (L)

case required by a locative verb.

Each of the 12 classes at intermediate level contains verbs occurring with one, two or
three cases of the 5 Cook’s cases based on CG. Table 5.12 illustrates this. For
example, there is only one case (object) with the verb class number 1(State: Basic)
such as the verb _x= “be issued” in the sentence Js¥! ¢ =l Haa “the first volume was
issued”. Two cases, however, (E, Os) occur with the verb class number 2 (State:
Experiential): for instance, the verb i “see” in the sentence &l x5 i, « Zayd
saw the accident” where Zayd is the experiencer (E) and accident is the object (Al-
Qahtani, 2005).

Table 5.12 The 12 Arabic verb classification based on case grammar

Class | Verb Types Case Frames
1 State Basic Os
2 State Experiential E, Os
3 State Benefactive B, Os
4 State Locative L, Os
5 Process Basic 0]
6 Process Experiential E,O
7 Process Benefactive B, O
8 Process Locative O, L
9 Action Basic A O
10 | Action Experiential AEO
11 | Action Benefactive AB,O
12 | Action Locative AO, L

(Al-Qahtani, 2005) classified Arabic verbs based on Cook’s Matrix Model (12
classes) and its extension. In this dataset, Cook’s model extension was considered for
further decomposition of Arabic verbs. Each of the 12 classes was extended into two

case frames to include:

e Frame with a time (T) case: for example, “they spent 3 days in Paris”, the verb
spend requires an essential time in its semantic valence.

e Double object (O, O) case frame: for example the verb appoint in the sentence he
appointed him in his company, takes one object while the verb name takes two

objects in addition to the agent in this example, He names his child Ali.
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e Frames different in subject choice: for example, Wrestling excites Zayd, the
object (O) of the verb excite in this sentence appears first and the subject
(Experiencer) follows (O, E) whilst in the sentence Zayd is excited by wrestling,
the subject is first and the object is second (E, O).

Table 5.13 shows the final results of Arabic verb decomposition based on CG which
consist of 24 case frames. These case frames were employed in the next stage

decomposition which offered the capacity for further fine-grained decomposition.

Table 5.13 Arabic Verb Classification based on Case Grammar

Class Verb Types Case Frames
01 | State Basic Os
02 | State Basic Os, Os
03 | State Experiential E, Os
04 | State Experiential Os, E
05 | State Benefactive B, Os
06 | State Benefactive Os, B
07 | State Locative L, Os
08 | State Locative Os, L
09 | Process Basic 0]
10 | Process Basic 0,0
11 | Process Experiential E,O
12 | Process Experiential O, E
13 | Process Benefactive B, O
14 | Process Benefactive 0,B
15 | Process Locative O, L
16 | Process Locative L, O
17 | Action Basic A, O
18 | Action Basic A,0,0
19 | Action Experiential AEO
20 | Action Experiential AO,E
21 | Action Benefactive AB,O
22 | Action Benefactive A0,B
23 | Action Locative AO,L
24 | Action Locative ALO

Arabic Verbnet (AVN)

(Mousser, 2010) presented a large coverage verb lexicon for the Arabic language
which exploited Levin’s verb-classes (Levin, 1993) with the development procedure
described by (Schuler, 2005). The largest English verb classification is that of
Levin’s classes which classified English verbs into groups based on syntactic

properties and the verb’s meanings which are related but not necessarily synonymous
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(Kipper et al., 2000). The hierarchal Arabic lexicon has been built based on the
notion that Verb Classes idea can be transferred into Arabic with some adaptations.
Members of each class have been translated into Arabic by means of applying
Levin’s class inventory in Arabic. This process showed that many Levin classes do
not exist in Arabic and also that the event structures of some Arabic verbs have not
been described by Levin’s class inventory. Consequently, some Levin classes have
been integrated into other classes, some Levin classes have been divided into two
classes and some new classes and sub-classes have been created. This work produced

good verb classes which were used in the final stage decomposition in this research.

Combining CG and AVN classes for decomposition offered a good intermediate
structure and fine-grained classes which were easy to understand and use. In the final
level of Arabic verb decomposition, each of the 24 CG verb classes (table 5.13) at
the intermediate level was combined with a different class from the AVN verb
classes at different levels. Figure 5.12 shows a portion of the Arabic verb tree
structure where the case frame (State: Benefactive: Os B) was combined with the top
level AVN verb class (liDotar~a-1) whilst the case frame (State: Benefactive: B Os)

was combined with the third level AVN verb class (li$otaray-1.1.1).

Consequently, the number of slots (stimulus verbs) selected to create the dataset verb
pairs were 25. It was decided to allocate 24 slots to the 24 CG verb classes presented
in table 5.13. There is no case frame that represents the frame with a time case (T) in
24 CG verb classes. Therefore, it was decided to allocate slot number 25 as the verb

with the time (T) case frame.

Each of 25 slots would be also allocated to a different AVN verb class to promote
semantic dispersion, where 20 slots would be allocated to the top level of the AVN
verb classes and 5 slots would be allocated to the lower level AVN verb classes
(second and third).
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Arabic Verbs

Basic Expenential T Locative
Verbs Verbs Verbs
oD ,
erbnet Clacs
IiSotaray-1

Verbnet Class
IiSotaray-1.1
Verbnet Class

IiSotaray-1.1.1

Figure 5.12 A Portion of Arabic Verbs Tree Structure.

5.3.1.2 Population of the Slots in the Frame with Arabic Verbs

Another important issue in language representation is that of word frequency i.e.
high frequency verbs should have a higher probability of appearing in the sample
frame. For valid verb representation, verbs which are selected to fill the slots in the

frame are in proportion to their frequency of appearance.

Consequently, the decision was made to use rule 80/20 used by (O’Shea et al., 2013)
whereby 80% of the slots in the frame will be filled by random selection process with
words from the high frequency word list whilst 20% from the list of low frequency
words. This approach concentrated on the core vocabulary used in teaching language.
(Valcourt and Wells, 1999) reported that 80% of undergraduate English textbook

words are a high frequency set.

The set of stimulus verbs will be presented to the general population which requires

selecting ordinary Arabic verbs (high frequency). However, for valid verb
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representation, 80% of 25 stimulus verbs (20 verbs) will be selected from the high

frequency Arabic word list and 20% (5 verbs) from the low frequency word list.

A number of studies have been carried out over the years by the Arab and non- Arab
researchers (Al-Azawi and Buradah, 1976, Lutfi, 1948) in order to compile lists of
Arabic high frequency words to be used in teaching language. Quitregard (1994)
listed the vocabulary of the most common 2000 Arabic words which could be
utilised to teach language. Unlike other studies, the texts of this study were compiled
from various Arabic sources and from different Arabic countries. The texts were
derived from various types of publications (such as drama, essays, fiction,
geographical, historical and scientific works), newspapers from 14 countries,
magazines from 9 countries, films and television programmes from 7 countries, radio

programmes from 12 countries, literary histories and children’s books.

The most up to date work is a list of 37,000 Arabic words ranked by frequency
known as Arabic Word Count (AWC) (Attia et al., 2011) and this was partitioned
into 2000 high frequency word list and the remainder as low frequency word list on
the basis of that the most frequent 2000 words is the core of the language. Thus, 80%
of the stimulus verbs are selected from the 2000 high frequency word list and 20%

from the low frequency word list.

The next step in the process of filling the slots included creating a list of high
frequency verbs by means of selecting all verbs from the list of (2000) high
frequency words, whereas the low frequency verb list contained all verbs from the
list of low frequency words (the remainder of the AWC list). The verbs in each list
were randomised to avoid the occurrence of bias. Each list was searched to select
verbs to fill the slots based on their criteria as specified through the process of verb

decomposition. The following steps illustrate the process of filling the slots:

1. For the high frequency verb list

2. Select the first verb

3. When the verb meets the criteria for any high frequency slot, allocate the verb
to the slot

4. Otherwise discard the verb

5. Select the next verb
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6. Repeat steps 2 to 6, until all the high frequency slots are filled

Once 80% of the slots have been filled, switch to the low frequency list and repeat
the procedure from 2 to 6 until all the low frequency slots are filled. Table 5.14
illustrates the results of the process of populating the frame, where LF means the

verb selected from the low frequency verb list.

Table 5.14 Populated verb sampling frame

No. Verb classes Selected verb J=il) | VerbNet class
01 | State verb basic Os Be capable oS« | Najaha-1.2
02 | State verb basic Os, Os | Include i | Oagal~a-1

03 | State verb experiential E, Os Believe aie} | Saw~ara-1
04 | State verb experiential Os, E Appear la | Zahara-1

05 | State verb benefactive Os, B Be forced skl | liDotar~a-1
06 | State verb benefactive B, Os Get J— | lisotaray-1.1.1
07 | State verb Locative Os, L Contact J=ail | LaAgy-1

08 | State verb locative L, Os Overcrowd LF L) | limotalaoa-1
09 | Process verb Basic @) Increase Al | TadaEafa-1
10 | Process verb Basic 0,0 Become b= | Saara-1

11 | Process verb experiential E, O Hope 3 | OaraAda-1
12 | Process verb experiential O, E Happen &ua | Hasala-1

13 | Process verb benefactive B, O Find LF <2 | Wujada-1

14 | Process verb benefactive O, B Enrich LF s | Other-cos-1
15 | Process verb Locative oL Go <) | Haraba-1

16 | Process verb Locative L,O Leak LF z=i | Nazafa-1.1.1
17 | Process verb Time oT Continue sl | Jisotamar~a-1
18 | Action verb basic A O Try Jds= | HaAwala-1
19 | Action verb basic A0,0 | Appoint o= | Eay~ana-1

20 | Action verb experiential  A,E,O | Announce olel | Eab~ara-1

21 | Action verb experiential  A,O,E | Allow == | Samaha-1

22 | Action verb benefactive  A,B,O | Accept J# | Tagab~ala-1
23 | Action verb benefactive A,0,B | Give =) | OaEotay-1.1
24 | Action verb locative AO,L | Arrive Jas | Haraba-1

25 | Action verb locative ALO |Fill LF S | Gamara-1.1

Some problems arose in the process of filling the slots. For example, the verb
“include” (=3 was selected from the list of high frequency verb because it met the
criteria of the slot number 02 in table 5.14 (State verb: Basic: Double object). The
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slot number 02 was also allocated to a high level AVN class however the verb
“include” (=l has not been added to AVN yet. To solve this problem, this verb was
allocated to the high level AVN class Oagal~a-1 which contains verbs sharing a

meaning component such as comprise J<, contain i), etc.

5.3.2 Constructing the Set of Arabic Verb Pairs

A new method was used for generating a representative sample of 70 verb pairs
based on human judgements. The sample size was chosen based on experience
gained from the previous experiment in constructing the ANSS-70 dataset which
indicated that the sample of 70 noun pairs was sufficient for evaluating the KalTa-A

algorithm.

The ANSS-70 dataset creation process has shown that high similarity pairs are harder
to specify than one might anticipate. It has also shown that is hard to predict where
proposed medium similarity pairs might lie on the scale. Where 24 candidate noun
pairs were selected for the high similarity range but only 22 noun pairs were rated
high by the 60 participants and the rest (2 pairs) were rated as medium. Therefore
there are slightly more high similarity pairs than medium and low similarity on the
expectation that some high and medium similarity pairs will be in the band below.
The steps of the creation of a representative sample of Arabic verb pairs are

described in the following sections.

5.3.2.1 High Similarity Verb Pairs

The set of high similarity verb pairs should contain pairs between strongly related in
meaning and identical in meaning. It was decided to make use of AVN classes
(Mousser, 2010) for producing this set as the verbs in the AVN were classified into
classes based on shared meaning and behaviour. Verbs such as leave _2\e, desert >,
quit &5, depart z_~ etc. share a meaning component and were grouped into a verb
class denoted as the GAADARA-1 class. For each verb in the list of stimulus verbs,
another verb was selected which was paired with it in the same AVN class. Again
selection was adjusted to achieve an overall 80% high frequency, 20% low

frequency. For example, the stimulus verb include (~<=i was grouped with some
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verbs in the verb class Oagal~a-1 which included verbs such as contain sl
comprise J«&, accommodate —= siul etc. The verb comprise J«& was selected to pair
with the verb include (~=i based on its frequency of appearance in the high
frequency list. The set of high similarity verb pairs is presented in table 5.15. English
translations are approximation and also Arabic word may have different sets of
polysemous senses to corresponding English words (e.g. as in R&G, glass and

tumbler each have sets of polysemous senses).

Table 5.15 The High Similarity Verb Pairs

No. | High similarity verb pairs el allal 7153 | AVN verb class
01 | Becapable Beable (Sl (S Najaha-1.2

02 | Include Comprise Jadi (panial Oagal~a-1

03 | Believe Consider i) Adic | Saw~ara-1

04 | Appear Appear b Iy Zahara-1

05 | Be forced Be obligatory Gay bl liDotar~a-1
06 | Get Obtain BISEN Ju liotaray-1.1.1
07 | Contact Meet & Jacail LaAgy-1

08 | Overcrowd  Crowed axd )l L) limotalaoa-1
09 | Increase Rise &) Ala) TadaEafa-1
10 | To be Become al D Saara-1

11 | Hope Wish s (s OaraAda-1

12 | Happen Take place S Sas Hasala-1

13 | Find Find ) A Wujida-1

14 | Enrich Richen sy s Other-cos-1
15 | Go Depart N ) Haraba-1

16 | Leak Seep i o Nazafa-1.1.1
17 | Continue Go on dealg il lisotamar~a-1
18 | Try Endeavour (s BEEN HaAwala-1
19 | Appoint Employ b e Eay~ana-1

20 | Announce Declare T el Eab~ara-1

21 | Allow Permit BN T Samaha-1

22 | Accept Approve Sl Jé Tagab~ala-1
23 | Give Grant e ke OaEotay-1.1
24 | Arrive Come BEN duasy Haraba-1

25 | Fill Load Le b Gamara-1.1
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5.3.2.2 Medium Similarity Verb Pairs

Unlike high and low similarity verb pairs, it was relatively difficult to generate a set
of medium similarity verb pairs which consisted of pairs between vaguely similar
and very much alike in meaning. A new approach was used to generate a set of
medium verb pairs based on human judgement which required the following steps to

be completed:

1. Selection of an original verb and the use of participants to create a list of 8

synonyms.

2. Selection of one verb from the list of 8 synonyms as a stimulus verb and the

use of participants to create a new list of 8 synonyms.

3. Convening a committee of 4 judges to select appropriate pairing with the
original verb as medium similarity from the two lists of synonyms created in

stepl and step2.

5.3.2.2.1 Creation of the List of Original Verbs (LOV)

The primary aim of the medium similarity verb pairs’ generation method was to
create lists of synonyms by participants and utilise them to select a set of medium
verb pairs. This required creating a List of Original Verbs (LOV) which was
presented to the participants who were requested to create a list of synonyms for each
original verb. LOV was created through the random selection of 23 verbs from 50
verbs that were used to make up the set of 25 high similarity verb pairs. Each of 50
verbs was printed on a slip of paper. The 50 slips were mixed and 23 slips were
selected randomly. Table 5.16 illustrates the list of 23 verbs which was employed in

the next step of medium similarity verb pairs’ generation.
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Table 5.16 The List of Original Verbs (LOV)

Selected verbs Jlady)
1 | Becapable oSl
2 | Include Cpamal
3 | Consider e
4 | Appear B
5 | Be obligatory Qs
6 Obtain Joan
7 Contact Joail
8 | Crowd ana )
9 |rise i)
10 | Hope PN
11 | Happen Gaa
12 | Find 1y
13 | Enrich el
14 | Depart ALe
15 | Leak i
16 | Continue il
17 | Try Jsls
18 | Appoint SIS
19 | Declare T
20 | Approve G-
21 | Give ke
22 | Arrive BRIy
23 | Fill S

5.3.2.2.2 Experiment 1: Creation of the Lists of Synonyms

This step consisted of conducting an experiment to create the lists of 8 synonyms to

each verb in LOV based on human judgment.
Participants

A sample of 4 native Arabic speakers from different academic backgrounds took part
in this experiment and consisted of: Arabic linguistic (Irag), Science/Engineering
(Saudi Arabia), Secondary school (Irag) and one selected randomly from Science /

Engineering (Egypt)for this experiment.
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Materials

The participants were supplied with 3 sheets including instructions, recording and
personal information sheets. Appendix 3 contains examples of experimental
materials including the appendix 3.1 instruction sheet and the appendix 3.2 recording
sheet.

The recording sheet contained a table with three columns. The first column contained
the list of original verbs created in step 1whilst the second and third columns were
used by the participants to write down two verbs for each of the original verbs. The
basic instructions informed the participants that they would be requested to produce
two verbs for each original verb on the recording sheet. The final sheet contained
minimal details about the participant including name, age, degree title and a

confirmation that the participant is an Arabic native speaker.

Procedure

Participants were asked to write down two verbs which could be used in the original
verb’s place in a sentence, i.e. means the same or very close in meaning. Participants
were requested to write down two verbs as it was expected that they would write the
first thing that came into their heads as their initial response. For example, for the
original verb include =i, the first verb written by all participants as a first response

was contain ¢ sisl, however they wrote different verbs as a second response.

Some notes were included in the instruction sheet asking the participants to write the
verbs in clear handwriting and to avoid writing the original verb or writing the same
verb twice as an answer. The participants were also asked to write two verbs for each

of the 23 original verbs as all uncompleted questionnaires must be ignored.

Experimental Results

The result of this experiment was 23 lists of 8 synonyms. These lists were employed

to produce a new list of 23 verbs as stimulus verbs for use in the next experiment to
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generate new lists of 8 synonyms. The new list of stimulus verbs was created

follows:

as

» Duplicated verbs written by more than one participant were removed from each

list of synonyms produced in this experiment.

It was decided to remove verbs that make up a high similarity with the original
verb in order to maximise the chances of getting the lower and of the medium
similarity bound. This was undertaken by extracting the senses of the original
verb and the senses of each verb in the list of synonyms from a well-known
Arabic dictionary (Baalbaki, 2005). Each verb in the list of synonyms shared one
sense or more with the original verb was removed. For example, table 5.17 shows
the list of synonyms for the original verb be capable ¢S<i. The verbs written by
participants 3 and 4 were removed as they were duplicated verbs. The senses of
the original and the rest of the verbs were extracted from the dictionary. The
verbs can and be able were removed because they shared senses with the original

verb.

Table 5.17 The list of synonyms produced by participants for the original verb be capable

Original Participant 1 Participant 2 Participant 3 Participant 4
verb
Be capable Can Overcome | Be able Overpower | Can Be Can Be able
& Uaiul alas PR ek glaiul | able & Uil B
A d

» One verb was randomly selected from the rest of verbs in each list of synonyms.

Consequently, a list of 23 verbs was selected from 23 lists of synonyms to

be

used as stimulus verbs for the next experiment. Table 5.18 shows the 23 verbs

selected in this experiment.
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Table 5.18 The New List of 23 Verbs Produced in Experiment 1.

Original verbs Selected verbs B tidal) Jladl)

1 | Becapable Overcome s
2 | Include Accommodate e gl
3 | Consider Think / cogitate o
4 | Appear Become evident T2
5 | Be obligatory Require e
6 | Obtain Seize i)
7 | Contact Convene / meet aaial
8 | Crowd Narrow e
9 | Rise Elevate / Progress <))
10 | Hope Want Al
11 | Happen Occur D
12 | Find Win b
13 | Enrich Be content with S
14 | Depart Desert B
15 | Leak Flow Jdew
16 | Continue Persevere s
17 | Try Exert Ju
18 | Appoint Record / Register Jaw
19 | Declare Reveal s
20 | Approve Admit Js
21 | Give Spend &l
22 | Arrive Catch 3l
23 | Fill Overflow ik

5.3.2.2.3 Experiment 2: Creation of New L.ists of Synonyms

The aim of this experiment was to create new lists of synonyms using the new list of
23 stimulus verbs produced in experiment 1. A new sample of 4 participants was
used in this experiment which included: Arabic linguistic (Irag), Science/Engineering

(Libya), Secondary school (Iraq) and one selected randomly from Art/Humanities

(Saudi Arabia) for this experiment.

The participants were also supplied with 3 sheets as in appendix 3 but the recording
sheet contained the new list of 23 stimulus verbs produced in experiment 1. The
same procedure used in experiment 1 was followed to create lists of synonyms and

the participants were asked to write two verbs which could be used in the original
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verb’s place in a sentence. The results of this experiment were 23 new lists of 8

synonyms.

5.3.2.2.4 Selection of a Set of Medium Similarity Verb Pairs

A committee of 4 judges was convened to select a set of medium verb pairs. The
judges background were that of Arabic linguistics (Syria), Islamic studies (lraqg),
religious teaching (Bahrain) and computer science / Arabic natural language

processing (Iraq).

Each member of the committee was provided with printed materials which were
created using the list of original verbs LOV (table 5.16). For each of the original verb
in LOV, the lists of synonyms collected in experiment 1 and 2 were combined
together and were allocated to the original verb which had been written for it. The
judges selected the final set of medium similarity by undertaking two steps as

follows:

1. For each of the original verbs in LOV, the judges removed the verbs from its
list of synonyms which had a high similarity when paired with the original

verb.

2. One verb was selected from the rest of verbs in the list of synonyms which
had a medium similarity when paired with the original verb (medium verb

pairs are between vaguely similar and very much alike in meaning).

The final set of 23 medium similarity verb pairs is presented in table 5.19.

5.3.2.3 Low Similarity Verb Pairs

The set of 22 low similarity verb pairs were selected randomly. For each verb that
was used to produce the sets of high and medium similarity verb pairs, the frequency
of appearance of this verb in these sets was calculated. The verbs which occurred

more than twice were removed to avoid a biased set of verbs from being used. The
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remaining Arabic verbs were employed to randomly generate a set of low similarity
verb pairs. High and medium similarity pairs already found were removed. The
remaining pairs were selected at random as they were good candidates for low

similarity. Table 5.20 illustrates the set of 22 low similarity verb pairs.

Table 5.19 The Set of Medium Similarity Verb Pairs

No Medium Similarity Verb Pairs b gial) gLl ) 930
1 | Becapable Be superior (3 983 S
2 | Include Exist Aas (aual
3 | Consider Ponder Jals e
4 | Appear Find da g b
5 | Beobligatory Require bk Ciag
6 | Obtain Realize & Joas
7 Contact Run across J& Jaail
8 | Crowd Restrict o Ao )l
9 |Rise Richen i) )
10 | Hope Request A ol
11 | Find Take aa) 1a
12 | Enrich Be strong &5 el
13 | Depart Be far 2| R
14 | Leak Waste % Oy
15 | Continue Work Jaid il
16 | Try Want a)) Jdsa
17 | Appoint Specify s (e
18 | Declare Explain o)
19 | Approve Understand e Sl
20 | Give Buy &l hacl
21 | Arrive Catch up with &l Joay
22 | Fill Abound < M
23 | Happen Find Aag Ghaa
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Table 5.20 The Set of Low Similarity Verb Pairs

No Low Similarity Verb Pairs aplaall ) aali ) g3
1 | Besuperior Depart N @8
2 | Tobe Come ela Ja
3 | Waste Explain =) aa
4 | Include Run across Jia (sl
5 | Become Contact sl zual
6 | Continue Buy sy il
7 | Leak Be obligatory oy =
8 | Become Be far - )
9 | Becapable  Comprise Jed oS
10 | Find Permit BN S
11 | Get Seep G Ju
12 | Appear Grant e la
13 | Overcrowd  Wish ol Y]
14 | Rise Understand pgdl &)
15 | Fill Declare Ca A
16 | Ponder Load Le Jels
17 | Be forced Enrich i) Jhual
18 | Go Believe dic | Cad
19 | Try Be far =) ds>

20 | Enrich Meet sl s

21 | Require Rise i) bl

22 | Restrict Appoint e BN

5.3.3 Collection of the Human Ratings Experiment

This experiment was conducted to collect human ratings for 70 pairs of verbs
produced in section (5.3.2) using the card sorting technique with semantic anchors

which was identified in the creation of the ANSS-70 dataset as a most suitable.

5.3.3.1 Participants

This experiment used a new sample of 60 participants. This sample was chosen
based on experience with previous experiment of ANSS-70 dataset which indicated
that the sample of 60 participants was sufficient for good quality ratings. The sample
was selected as a general population with an equal balance between students and

non-students.
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e All were Arabic Native speakers from 10 Arabic countries including Iraq (15
participants), Saudi Arabia (15), Libya (8), Syria (6), Egypt (4), Palestine (4),

Jordan (3), Morocco (2), Sudan (2), and Algeria (1).

e The participants’ academic backgrounds consisted of 35 Science/Engineering vs.
21 Art/Humanities with 4 were secondary school. In case of educational level,
the balance was obtained and the overall breakdown qualifications were
illustrated in table 5.21.

Table 5.21 The Participants’ Educational Qualification

Student

Non-student (highest qualification)

8 undergraduate

12 Bachelors

10 Masters 6 Masters
12 PhD 8 PhD
None 4 Secondary School

e In case of age, the average was 36 years with the standard deviation (SD) 8.3

years. Table 5.22 shows the age distributions of a selected sample.

Tale 5.22 Age distributions for Arabic population sample.

Age range Participants
20-29 14 Student 9
Non-student 5
30-39 28 Student 16
Non-student 12
40-49 14 Student 5
Non-student 9
50-59 3 Student 0
Non-student 3
60-69 1 Student 0
Non-student 1
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e The overall balance between female and male was achieved with 31 female and
29 male. Good gender balance was achieved for non-students with 16 female and
14 male while an equal gender balance was obtained from students (15 male and
15 female).

5.3.3.2 Materials

Each of 70 verb pairs was printed on a separate card to the same specification as the
experiment of the collection of human ratings in the ANSS-70 dataset that described
in section 5.2.3. Each of the 60 participants was supplied with an envelope having 70
cards with three sheets which included: an instruction sheet to collect human
judgments, a sheet to record the similarity judgments and a sheet for personal
information. The order of 70 cards was randomized before presentation to reduce the

ordering effects.

5.3.3.3 Procedure

The same procedure was followed as in the ANSS-70 dataset to collect human
ratings. The participants were asked to sort the cards into four groups in accordance
with the similarity of meaning. The HSM group contained verb pairs between
strongly related and identical in meaning. The High MSM group contained verb pairs
which were very much alike in meaning, whilst the Low MSM group contained verb
pairs which were vaguely similar in meaning and the LSM contained verb pairs
unrelated in meaning. After sorting the cards, the participants were asked to check
them carefully and then rank each verb pair using a point on a rating scale described
by the semantic anchors which ran from 0.0 (unrelated in meaning) to 4.0 (identical
in meaning). The instruction sheet also included some notes which enabled
participants assigning an accurate degree of similarity by means of use of the first
decimal place and to avoid using values lower than 0.0 or greater than 4.0 to rate the

verb pairs.
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5.3.3.4 Experimental Results and Discussion

The human similarity ratings collected in this experiment were calculated as the
mean of the judgements provided by the 60 Arabic native speakers for each pair of
verbs. Table 5.23 represents the results of this experiment which contains the set of
70 Arabic verb pairs with human ratings of similarity. The second and last pairs of
columns represent the set of Arabic verb pairs in English and Arabic. The third
column contains the mean of the similarity ratings collected from 60 Arabic native
speakers whilst the fourth column represents the Standard Deviation (SD) of each

verb pair.

The dataset is well balanced, if one considers that ~ 1/3 of the verb pairs are high, ~
1/3 low and ~ 1/3 across the broad, difficult medium similarity band from 1.0 - 3.0.
Figure 5.13 shows the distribution of the similarity ratings in the full AVSS-70

datasets.
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Figure 5.13 Distribution of the similarity ratings in AVSS-70 dataset.
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Table 5.23 Arabic Verb Benchmark Dataset

Verb Pairs Human SD Jead¥) 71 950
Ratings
1 Be superior  Depart 0.0 0 »ne EPeLE
2 Become Be far 0.0 0.03 S ol
3 | Beforced Enrich 0.0 0 ) bl
4 Waste Explain 0.02 0.09 o= o
5 Continue Buy 0.03 0.18 s i
6 Get Seep 0.03 0.18 o Ju
7 | Try Be far 0.03 0.19 Ay Jdss
8 Become Contact 0.05 0.22 Sl ual
9 Enrich Meet 0.05 0.22 sl s
10 | Include Run across 0.06 0.23 Jis (i
11 | Overcrowd  Wish 0.06 0.23 ) L)
12 | Rise Understand 0.06 0.23 e 3]
13 | Leak Be obligatory 0.07 0.23 G e
14 | Find Permit 0.08 0.36 =) |
15 | Require Rise 0.09 0.34 &) N
16 | Ponder Load 0.11 0.35 Le Jls
17 | Appear Grant 0.12 0.31 e la
18 | Fill Declare 0.14 0.50 To—a S
19 | Tobe Come 0.16 0.44 EEN =
20 | Go Believe 0.19 0.56 A giel ad
21 | Becapable  Comprise 0.21 0.60 Jadi O-Sa
22 | Happen Find 0.79 0.72 Aas Saa
23 | Find Take 1.03 0.93 il i
24 | Include Exist 1.05 0.97 RN (i
25 | Crowd Restrict 1.06 0.97 as PR
26 | Continue Work 1.07 0.77 Jasd) il
27 | Give Buy 1.11 0.89 EBEN e
28 | Enrich Be strong 1.17 0.90 S8 —!
29 | Rise Richen 1.20 1.01 —e! g
30 | Consider Ponder 1.33 1.05 Jls e
31 | Appear Find 1.60 1.12 1 b
32 | Contact Run across 1.71 0.87 Je Josai)
33 | Restrict Appoint 1.90 1.33 O s
34 | Obtain Realize 2.00 1.17 &0l Joas
35 | Becapable  Be superior 2.11 111 G- oS
36 | Fill Abound 2.12 1.06 JES S
37 | Try Want 2.22 1 2 Jdsla
38 | Leak Waste 2.25 1.09 B S
39 | Arrive Catch up with 2.28 1.12 &l duas
40 | Hope Request 2.36 1 ol (S
41 | Appoint Specify 2.46 1.06 G o=
42 | Be forced Be obligatory 2.52 1.28 Gay kbl
43 | Declare Explain 2.72 1.03 s T
44 | Depart Be far 2.75 1 22 e
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45 | Approve Understand 2.98 0.91 pd S P
46 | Be obligatory Require 2.98 0.99 s Cas
47 | Contact Meet 3.00 0.77 il Jail
48 | Leak Seep 3.06 1.17 P s
49 | Believe Consider 3.07 0.88 A sic) o—ic)
50 | Increase Rise 3.11 0.85 i) 2l )
51 | Happen Take place 3.22 0.83 s Saa
52 | Arrive Come 3.41 0.87 AEEN duas
53 | Try Endeavour 342 0.74 (A BFEEN
54 | Appear Appear 3.44 0.75 b lay
55 | Include Comprise 3.50 0.83 Jdi (asal
56 | Tobe Become 3.51 0.83 sl =
57 | Enrich Richen 3.53 1.01 = s
58 | Find Find 3.55 0.81 Ay |
59 | Appoint Employ 3.63 0.83 i e
60 | Go Depart 3.66 0.59 e Al
61 | Becapable Beable 3.68 0.72 =Sl OGS
62 | Hope Wish 3.69 0.55 ) s
63 | Allow Permit 3.75 0.51 BN T
64 | Fill Load 3.78 0.48 Le S
65 | Announce Declare 3.79 0.57 Co—a o—le)
66 | Continue Goon 3.85 0.39 daly il
67 | Accept Approve 3.86 0.39 S J8
68 | Give Grant 3.87 0.37 — ke
69 | Get Obtain 3.87 0.39 J—aa Jus
70 | Overcrowd  Crowed 3.88 0.32 =) L x|

The ratio scale had been identified in the noun dataset creation procedure as a

suitable measurement scale used for both word semantic similarity measures and

datasets. In addition, the correlation coefficient has been considered as a suitable

statistic that can be applied for measures made on a ratio scale. Consequently, the

Pearson product moment correlation coefficient was used in this dataset to identify

the consistency of similarity judgements for each participant with the rest of group

using the leave-one-out resampling technique as described in section 5.2.4. For each

of 60 participants, the correlation coefficient was calculated between the participant’s

ratings and the average ratings of the rest of group. Figure 5.14 shows the

consistency of the similarity judgements of the 60 participants.
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Figure 5.14 The Correlation Coefficients of 60 Arabic Participants

The possible indicative value and bounds of performance expected from a
computational Arabic verb similarity algorithm attempt to perform the same task
have been calculated as the average, worst and best performances of human

participants on the AVSS-70 dataset as shown in table 5.24.

Table 5.24 Correlation Coefficient with Mean Human Judgements

Correlation r

Average of the correlation of all participants | 0.888

Best participants 0.954

Worst participants 0.718

Any Arabic verb similarity measure that equals or exceeds the average of the
correlations of all participants (0.888) can be considered performing well. The worst
performing participant of 0.718 is considered as the lower bound for the expected
performance whilst any verb similarity measure coming close to the best performing
participant at 0.954 would be considered as performing very well.

5.3.4 The Evaluation Procedure

The development process of the Arabic verb similarity (KalTa-F) measure (described
in chapter 4) consisted of two steps. The first step involved creating a measure that

calculated the verb similarity using information sources extracted from the verb
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hierarchy in AWN. A hybrid approach was presented in the second step to identify
the similarity rating between two Arabic verbs based on their roots and using
information sources extracted from the verb hierarchy and noun hierarchy in AWN.
For the purpose of comparison, the verb measure created in the first step was called
as KalTa-F without Root whilst the second step’s measure was called as KalTa-F.
These measures were evaluated in accordance with the same procedure used to

evaluate the KalTa-A measure which required:

1. Partitioning the AVSS-70 dataset into two sub-datasets.
2. ldentifying the optimal parameters values (o and ) for each verb measure.
3. Validation of the KalTa-F without Root and KalTa-F measures using the

optimal parameter values.

The role of o and B parameters was explored by partitioning the AVSS-70 dataset
into two sets known as training and evaluation datasets. The training dataset was
used to search the suitable parameters o and B within the interval [0, 1] whilst the
evaluation dataset was employed to identify the KalTa-F without Root and KalTa-F
algorithms validated. Each dataset consisted of 35 verb pairs spanning the similarity

of meaning range from maximum to minimum, which were selected as follows.

1. The original AVSS-70 dataset consisted of 22 low similarity, 24 medium
similarity and 24 high similarity verb pairs. Therefore, each sub-dataset
contained 11 low similarity, 12 medium similarity and 12 high similarity verb

pairs.

2. For each similarity class within the same sub-dataset, the verb pairs were
selected with similarity of meaning ranging from low to high. Figures 5.15 and
5.16 present the verb pairs in the evaluation dataset and training dataset

respectively.
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Figure 5.15 Distribution of similarity ratings in the evaluation dataset

12

10 +

[=)]
|

Frequency

o o) o 9 ) o o o

¥ ¥ i W ‘

o° 090’ N a”g N4 Qn’q N <o°'b‘

N NG N N % N ” ”
Ratings

Figure 5.16 Distribution of similarity ratings in the training dataset

Some Arabic words have been not added to the current version of AWN
consequently only 30 verb pairs of each sub-datasets have been used in this study’s
experiments. The verb pairs in the training and the evaluation datasets are listed with
human ratings in table 5.25 and table 5.26, respectively. The faint grey verb pairs

have not been used in the training and evaluation experiments.
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Table 5.25 Training Dataset Verb Pairs with Human Ratings

No. Verb Pairs Human Jad¥) #1935
Ratings

1 Be forced Enrich 0.0 e bl
2 Try Be far 0.01 Ay SEIEN
3 Get Seep 0.01 Ay Ju
4 Become Contact 0.01 Jusa) ol
5 Rise Understand 0.01 sl &)
6 Include Run across 0.01 Ja (yanal
7 Leak Be obligatory 0.02 . s
8 | Find Permit 0.02 B -
9 | Ponder Load 0.03 L s
10 | Fill Declare 0.04 T S
11 | Be capable Comprise 0.05 Jed S
12 | Include Exist 0.26 ) sl
13 | Continue Work 0.27 Jaid) il
14 | Rise Richen 0.30 —e! &)
15 | Consider Ponder 0.33 Js el
16 | Appear Find 0.40 Aag Pac
17 | Obtain Realize 0.50 &l Joaas
18 | Fill Abound 0.53 S S
19 | Leak Waste 0.56 B Gl
20 | Hope Request 0.59 lb (il
21 | Appoint Specify 0.61 Lo e
22 | Depart Be far 0.69 22y pra
23 | Beobligatory Require 0.75 o Lhas )
24 | Contact Meet 0.75 ! Jail
25 | Believe Consider 0.77 i el
26 | Happen Take place 0.80 S Qs
27 | Appear Appear 0.86 b [
28 | Tobe Become 0.88 z—al D
29 | Enrich Richen 0.88 —i) R
30 | Go Depart 0.91 Ale ad
31 | Be capable Be able 0.92 St oS
32 | Allow Permit 0.94 =l s
33 | Announce Declare 0.95 Co—=a ol
34 | Accept Approve 0.96 3-8 J-8
35 | Give Grant 0.97 e ke
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5.3.4.1 Tuning Parameters

Given the initial value of each parameter (o and ), the verb pairs on the training
dataset were run using the KalTa-F (with Root) measure to produce the machine
similarity ratings in a range from 0 to 1. The correlation coefficient between the
human ratings and those obtained from the KalTa-F measure was calculated. The
values of the Arabic measure parameters were changed to obtain a set of correlation
coefficients. The increasing step of o and p was 0.05. The parameters with the
strongest correlation coefficient were considered as the optimal parameters. For the
KalTa-F measure, the strongest correlation coefficient was obtained at o = 0.2 and f3
=0.459.

The optimal parameters values of the KalTa-F without Root measure were identified
following the same procedure used to obtain the optimal values of the KalTa-F
algorithm parameters. The strongest correlation coefficient was obtained at o = 0.35
and = 0.96.

Using the identified optimal parameters of each measure, the verb pairs on the
evaluation dataset were run to generate the machine similarity ratings to assess the
accuracy of KalTa-F without Root and KalTa-F measures. Table 5.26 shows the
human similarity ratings with the corresponding machine similarity ratings on the
evaluation dataset. The first and last columns represent the verb pairs on the
evaluation dataset whilst the second column represents the human similarity ratings
which were rescaled from 0 - 4 to 0 — 1 for the purpose of comparison. The third and
fourth columns represent the corresponding machine similarity ratings produced by
the KalTa-F without Root and KalTa-F measures respectively. The validation of each
algorithm was identified by calculating the correlation coefficient between the

human ratings and the ratings obtained from each measure on the evaluation dataset.
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Table 5.26 The Evaluation Dataset Verb Pairs with Human and Machine Ratings

No. Verb Pairs Human | KalTa-F | KalTa-F Jai¥) ) 950
Ratings | without Ratings
Root

1 Be superior  Depart 0.0 0 0.13 R EPe
2 Become Be far 0.0 0 0 A=yl ual
3 Waste Explain 0.01 0 0 = o
4 Continue Buy 0.01 0.26 0.22 @l sl
5 | Enrich Meet 0.01 - - il s A
6 | Overcrowd Wish 0.01 0 0 . L
7 Require Rise 0.02 0 0.19 &) s
8 Appear Grant 0.03 0 0.16 e lay
9 To be Come 0.04 0 0 sla P
10 | Go Believe 0.05 0 0.14 A Sic )l
11 | Happen Find 0.20 0 0.49 i Gaa
12 | Find Take 0.26 0.37 0.72 il Ao
13 | Crowd Restrict 0.26 - - BES-EN a3
14 | Give Buy 0.28 0 0.52 & ke
15 | Enrich Be strong 0.29 0.35 0.23 Ss—b —e)
16 | Contact Run across 0.43 0 0.59 Je Joai
17 | Restrict Appoint 0.48 0 0.78 O B
18 | Becapable  Be superior 0.53 0 0.19 B8 oS
19 | Try Want 0.56 0 0.49 a) SEEEN
20 | Arrive Catch up with 0.57 0 0.59 & Jdaj
21 | Be forced Be obligatory | 0.63 - - G bl
22 | Declare Explain 0.68 0.35 0.52 o= T
23 | Approve Understand 0.75 0 0.87 el S IP
24 | Leak Seep 0.76 - = S =
25 | Increase Rise 0.78 0.96 0.99 5 alaj)
26 | Arrive Come 0.85 0 0.63 ela daj
27 | Try Endeavour 0.86 0.96 0.88 o SFEEN
28 | Include Comprise 0.88 0.96 0.81 Jded Gl
29 | Find Find 0.89 0.96 0.98 A -
30 | Appoint Employ 0.91 0.74 0.99 b e
31 | Hope Wish 0.92 0.96 0.95 oL (s
32 | Fill Load 0.95 0.99 0.99 L Y
33 | Continue Goon 0.96 1 0.98 Jal il
34 | Get Obtain 0.97 0.37 0.99 J—aa Js
35 | Overcrowd Crowed 0.97 - - ) LS

5.3.5 Findings and Discussion

The possible indicative value and bounds of performance expected from a

computation Arabic verb similarity algorithm attempting to perform the same task

have been calculated as the average, worst and best performances of human
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participants on the evaluation dataset as shown in table 5.27. This was carried out by
means of the leave-one-out resampling technique to calculate the correlation

coefficient of each of the 60 participants with the rest of the group.

The consistency of each verb measure (KalTa-F without Root and KalTa-F) with
human perception was identified by computing the correlation coefficient between
the average ratings of human participants on the evaluation dataset and the machine
ratings obtained from each verb measure as shown in Table 5.27.

The KalTa-F (with Root) measure achieved a good value of the Pearson correlation
coefficient (r = 0.906) with the human judgments as shown in figure 5.17. The
KalTa-F measure performed very well at (r= 0.906) with the average value of the
correlations of human participants (r = 0.887). Furthermore, the performance of the
KlaTa-F measure was substantially better than the worst human (lower bound)

performance at (r=0.745).

Table 5.27 Performance of KalTa-F without Root and KalTa-F Measures on the

Evaluation Dataset

On the Evaluation Dataset Correlation r
KalTa-F without Root measure 0.715
KalTa-F measure 0.906
Average of the correlation of all participants 0.887
Best participants 0.961
Worst participants 0.745

Table 5.27 shows that the KalTa-F without Root measure achieved a correlation
significantly below the average of the correlation of human performance. The result
from a one sample t-test which was used to compare a single correlation (KalTa-F
without Root) with the average of the correlation coefficients on the evaluation

dataset.

Null hypothesis (Hp) is a test of p = 0.715 vs. p # 0.715. The result of the one
sample t-test with confidence interval plot is summarized in appendix 4. The true

mean could lie anywhere in the interval (0.875, 0.899), the sample mean (n=60) is
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0.887 and t-test statistic is 28.75 with P-value < 0.0001. Since the P-value is less than

the significance level at (o= 0.05 and a = 0.01), the null hypothesis can reject.

The KalTa-F without Root measure also achieved a correlation coefficient (r =
0.715) lower than the worst participant correlation (r=0.745) due to the limitations of
the verb hierarchy as described in chapter 4. Figure 5.18 illustrates the correlation
coefficient between the ratings obtained from the KalTa-F without Root measure and
the ratings provided by humans. As shown in figure 5.18 and table 5.26, the majority
of verb pairs rated medium by participants achieved very low machine similarity
values which were equal to 0. Also some verb pairs rated high by participants
attained very low or medium similarity values using KalTa-F without Root measure,

for instance verb pair numbers 23, 26, 30 and 34.
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Figure 5.17 The Correlation Coefficient between Human Ratings and KalTa-F
Measure Ratings on the Evaluation Dataset
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Figure 5.18 The Correlation Coefficient between Human Ratings and KalTa-F without
Root Measure Ratings on the Evaluation Dataset
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Steiger’s z-test was used to compare the difference between KalTa-F measure and
KalTa-F without Root measure. Using Steiger’s z-test requires the construction of a

correlation triangle (3 correlations) between:

KalTa-F without Root ratings vs. Human ratings = 0.715
KalTa-F ratings vs. Human ratings = 0.906
KalTa-F without Root vs. KalTa-F = 0.725

n = 30 (the number of verb pairs in the evaluation dataset)

Applying the Steiger’s z-test (using the online calculator which was available at
(Grabin, 2013)) indicates that the difference between KalTa-F and KalTa-F without
Root measures is statistically significant (Z= -2.84, p = 0.004).

5.4 Conclusions

This chapter has described the production of the first two Arabic word benchmark
datasets, the Arabic noun similarity dataset (ANSS-70) and the Arabic verb
similarity dataset (AVSS-70). These datasets will make a substantial contribution to
future work in the field of Arabic word semantic similarity and should be considered
as a reference basis from which to evaluate and compare developing methodologies

from researchers in the field.

Though it is not possible to cover the language comprehensively with a delimited
number of word pairs (70 pairs) in each dataset, this research used a systematic
process to select the set of Arabic stimulus nouns and the set of Arabic stimulus
verbs. In the noun (ANSS-70) dataset, a new method was used to select the stimulus
nouns by means of the creation of 27 Arabic categories with 27 different themes to
promote the best possible semantic representation. As regards the Arabic verb
dataset, the sampling frame technique was used to choose the stimulus verbs by
decomposing the Arabic verbs into a hierarchy of classes based on established

grammatical techniques developed for Arabic NLP.
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Unlike the prior work, participants were chosen to produce a set of 70 noun pairs for
the ANSS-70 dataset and a set of 70 verb pairs for the AVSS-70 dataset which
covered a range of semantic similarity values from maximum to minimum. Human

ratings were collected for each dataset using the best possible available techniques.

The samples of participants used in the ANSS-70 and AVSS-70 datasets experiments
were selected to achieve a balance and also representation of the human population
well beyond that of prior work. Furthermore, the procedures used for production of
these datasets can be used by other Arabic researchers to extend the ANSS-70 and
AVSS-70 datasets.

The motivation for the creation of these datasets was to identify the validation of the
KalTa-A and KalTa-F measures before integrating them into the ASTSS measure.
This chapter described the evaluation procedure of each measure which involved the
optimization of parameters in the algorithm by means of partitioning the dataset into
training and evaluation sets. Experimental evaluation of the KalTa-A measure
indicated that the use of SUMO improved the performance of KalTa-A measure
which achieved a good correlation compared with the average value of human
participants. This measure with its optimal parameter values (oo = 0.12 and = 0.21)
will be used with the ASTSS measure.

Furthermore, experimental evaluation of the Arabic verb measure showed that the
performance of KalTa-F measure is significantly better than the KalTa-F without
Root measure performance. Consequently, KalTa-F (with Root) with its optimal

parameters values (o = 0.2 and = 0.459) will be used with the ASTSS measure.
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Chapter 6

Arabic Short Text Semantic Similarity Measure Evaluation

6.1 Introduction

The evaluation of the new Arabic short text semantic similarity framework, namely
that of NasTa, presented in chapter 4 will be described in this chapter which

comprises the following steps:

1. The production of an Arabic Short Text benchmark (ASTSS-68) dataset.

2. The creation of an optimization short text pairs set (ASTSS-21).

3. The procedure used in the evaluation of the NasTa-A algorithm created in the
first phase of the NasTa framework development process which is based on the
noun semantic similarity and word order similarity.

4. The evaluation procedure for the NasTa-F algorithm created in the second phase
of the NasTa development process which is based on the part of speech and word

sense disambiguation.

The ASTSS-68 dataset is designed to meet the three issues of the dataset design
process highlighted in chapter 3. Firstly, selection of a sample of the short text pairs
that represents the properties of the Arabic language. The produced dataset consists
of 68 Arabic short text pairs which are generated using a range of resources from
traditional Arabic grammar to grammatical techniques developed for Arabic NLP.
Secondly, collection of similarity ratings that precisely represent the human
perception of similarity using a representative sample of participants. Human ratings
are collected using the best possible available techniques as identified in chapter 5.
Thirdly, determination of the appropriate statistical measures that can be applied to
make judgements about the short text similarity measures. The correlation coefficient
(considered in the noun and verb datasets creation procedures as a most suitable) is
used for reporting the ASTSS-68 dataset experimental results.

The optimization set (ASTSS-21) is used to determine the optimal parameter values
of the NasTa which is the most important step in the evaluation process of the

NasTa-A and the NasTa-F algorithms. The process of the optimization of parameters
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in the algorithms and the procedures used to assess the accuracy of the NasTas-A and

NasTa-F will be described in this chapter.

6.2 The Arabic Short Text Benchmark Dataset (ASTSS-68)

The methodology used to create the first short text benchmark dataset for MSA,
namely that of ASTSS-68 is presented in this section. The ASTSS-68 dataset design

process consists of four stages which include:

1. Selection of the stimulus words.

2. Production of a database of Arabic short texts.

3. Selection of 68 pairs of Arabic short texts from the database.

4. Collection of the human similarity ratings for 68 short text pairs.

The ASTSS-68 dataset adapted elements from the work of the English text semantic
similarity (O’Shea et al., 2013) to select Arabic stimulus words and create the short
text database taking into account the Arabic language features described in chapter 2.
The procedure of collection of the human similarity ratings is adopted from the work
of Arabic Noun (ANSS-70) dataset (chapter 5, section 5.2.3).

6.2.1 Selection of the Stimulus Words

Representation of the Arabic language was achieved by carefully selecting a set of
stimulus words by means of adoption of a sampling frame technique used by
(O’Shea et al., 2013). This technique was used in the Arabic Verb (AVSS-70)
benchmark dataset (chapter 5) to select the set of stimulus verbs and is expanded in
this section to select the set of the stimulus words which is comprised of nouns,
verbs, adjectives and adverbs. A sampling frame is a method of representing a large
population with a small carefully-chosen sample randomly selected with constraints.
The size of the Arabic stimulus words set chosen to create ASTSS-68 was 64 which
was selected based on the principals of sampling frame (O’Shea et al., 2013) plus 4
words to represent specific Arabic features described later in section (6.2.1.1). The

selection process consisted of two steps:
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1. Decomposing the Arabic words into a hierarchy of classes.

2. Population of the slots in the frame with Arabic words.
6.2.1.1 Decomposing the Arabic Words into a Hierarchy of Classes

In this study, the Arabic words were decomposed into a tree structure based on
special syntactic and semantic features. Each of the tree levels is described in this

section.

Traditional and modern Arabic linguistics classified Arabic words into 2 classes
useful in a top-level decomposition which are content words and function words.
However, they differed in the classification of content words and function words as
described in chapter 2. Traditional linguistics and current Arabic grammar books
classified the content words into nouns and verbs only. Whereas, modern linguistics
considered this classification insufficient for a highly inflectional language such as
Arabic and they classified the content words into nouns, verbs, adjectives and
adverbs. This research followed the modern classification of Arabic words. The
content words were decomposed into nouns, verbs, adjectives and adverbs which
were useful in second-level decomposition as shown in figure 6.1. The function
words based on the modern classification method included (preposition, pronouns,

articles, etc.) which naturally appear in the short text. Consequently, only the content

Arabic Words

Function

Words
Com D (o D

Figure 6.1 The top and second levels Arabic word decomposition

words were included in the sampling frame.
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Each of the content word classes was further decomposed in the next stage of the
Arabic word decomposition process. However, performing this required first the
determination of the proportion of occurrence of each class (nouns, verbs, adjectives
and adverbs) in the final set of Arabic stimulus words. This was achieved by using
the Arabic Word Count (AWC) corpus (Attia et al., 2011) based on the assumption
that the high frequency words should have a higher probability of appearing in the
sample frame. The total number of occurrences of all of words in each content class
in the AWC frequency list was calculated. This is then used to determine the
proportions of occurrence of each content class in the final set of Arabic stimulus
words. The size of the Arabic stimulus words set is 64 which was established as a
balance of size and effort and selected based on the principals of sampling frame
(O’Shea et al., 2013). The distribution of 64 Arabic stimulus words between the
content words classes using the AWC list is presented in table 6.1.a. The results in
table 6.1.a indicate that more than half of the stimulus words were allocated to
Arabic nouns whilst a very limited number were allocated to adverbs. This follows
the traditional classification of Arabic words. However, Rydin (2005) reported that
“In Arabic, few words are adverbs in and of themselves; but there are some (such as
fagaT k& ‘only’) and most words that function as Arabic adverbs are nouns in the
accusative case”. Consequently, it was decided to take 8 slots from the nouns and
allocate them to adverbs. Also, some of the Arabic adjectives are nouns in the
accusative case therefore the number of the stimulus words was increased to 68 and
the additional four words were allocated to adjectives. The final distribution of 68

stimulus words between the content words classes is presented in table 6.1.b.

Table 6.1 Distribution of the Arabic stimulus words between the content words classes.

(a) (b)
64 Stimulus Words Content Words Classes 68 Stimulus Words Content Words Classes
33 Nouns 30 Nouns
15 Verbs 15 Verbs
10 Adjectives 14 Adjectives
1 Adverbs 9 Adverbs

Each of the content words classes is decomposed further in the following sections.
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Decomposition of the Arabic Nouns

Abdul-Raof (2000) decomposed Arabic nouns into concrete nouns such as mother
and abstract nouns such as government. This offered a top level of noun
decomposition as shown in figure 6.2 which shows the Arabic noun sub-tree
structure. The abstract nouns were decomposed further into two classes by (Abdul-
Raof, 2000) which included human and inanimate. Examples of human class include
43wl “humanitarian”, 42 “religion”, <le “habits”, z!s) “marriage”, etc. An
inanimate class was decomposed into 6 sub-classes at the low level which are: fact,
place, action, time, mental and emotion as shown in figure 6.2. Consequently, the
final decomposition of the abstract nouns consisted of 7 classes including the human

and 6 inanimate sub-classes.

As shown in table 6.1.b, 30 slots were reserved for Arabic nouns. Based on
observation of examples listed in (Abdul-Raof, 2000), it was decided to allocate 7
slots for abstract nouns. 21 slots of the remainder were allocated for concrete nouns

and 2 allocated for special language properties which are discussed later.

Figure 6.2 Arabic nouns sub-tree structure
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The final allocation of 7 abstract nouns slots involved allocation of one slot to each
of 7 abstract noun classes which include human, inanimate fact, inanimate place,

inanimate action, inanimate time, inanimate mental and emotion.

Abdul-Raof (2000) also decomposed the Arabic concrete nouns into human and non-
human. The non-human concrete nouns were decomposed further into animate such
as animals and inanimate such as book or tree. Some studies considered for example
the fruit, vegetables, trees and flowers as living (O’Shea, 2010) because they are
alive but they do not move. The inanimate class was used in some English work with
both living and non-living categories as reported by (Caramazza and Shelton, 1998).
Therefore, the inanimate class was decomposed further into living such as tree and

non-living such as book as shown in figure 6.2.

The Arabic category norms created in the ANSS-70 dataset such as (family
members, birds) were used in the fine-grained decomposition of concrete nouns,
which were held to be a good source of semantic categories. Chapter 2 highlighted
that the content of the category norms differ from one language to another on the
basis of the culture (Yoon et al., 2004). Consequently, The 27 Arabic categories
(described in chapter 5 section 5.2.1) were extended to include 20 additional
categories created form 20 themes taken from English category norms. These were
needed to support the decomposition of the animate and inanimate/living categories
and also to promote the semantic representation for other concrete nouns’ classes.
Appendix 5 contains a list of new categories created in this dataset. The distribution
of 47 Arabic categories between the concrete nouns classes is presented in table 6.2.
Consequently, the final stage of the concrete nouns decomposition used categories

from the 47 Arabic category norms created in this research as shown in figure 6.2.

Table 6.2 the distribution of Arabic categories between the concrete nouns classes

Concrete nouns classes 47 Arabic categories
Human 10
Non-Human/animate 6
Non-Human/Inanimate/Living 4
Non-Human/Inanimate/Non-Living | 27

As mentioned earlier, 21slots were allocated for concrete nouns. 6 slots would be
allocated for concrete human, 6 slots allocated for non-human/animate, 7 slots
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allocated for non-human/inanimate/non-living and 2 allocated for non-human
/inanimate/living (has relatively minor role). Table 6.3 shows the Arabic categories
selected for each concrete noun class. For each concrete noun class, the categories

were selected randomly from the categories allocated to this class as in table 6.2.

Table 6.3 the final allocation of concrete noun slots

No | Concrete Nouns classes Arabic Category Selected
1 Human Family members

2 Human Military title

3 Human An occupation

4 Human wise person

5 Human part of human body

6 Human type of male’s life stages
7 Non-Human /Animate Four footed animals

8 Non-Human /Animate Birds

9 Non-Human /Animate Insect

10 Non-Human /Animate Fish

11 Non-Human /Animate Snake

12 Non-Human /Animate Diseases

13 Non-Human/Inanimate /Living Tree

14 Non-Human/Inanimate /Living Flower

15 Non-Human/Inanimate /Non-Living | Type of reading material
16 Non-Human/Inanimate /Non-Living | Building for religious services
17 Non-Human/Inanimate /Non-Living | Weapon

18 Non-Human/Inanimate /Non-Living | Weather phenomenon

19 Non-Human/Inanimate /Non-Living | Transportation vehicle
20 Non-Human/Inanimate /Non-Living | Non-alcoholic beverage
21 Non-Human/Inanimate /Non-Living | Part of day

Additional Features

Certain features (linguistic features) of Arabic words such as polysemy and
homophony may affect perceived similarity. The words are polysemous which means
they have one spelling and pronunciation with multiple meanings. For example, the
Arabic word ¢=» which mean cheese or cowardice. Like other natural languages,

most Arabic words are polysemous, therefore some of them will be included
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automatically in the sampling frame. Consequently, it was decided to eliminate this

feature (polysemy) from needing representation.

Words are homographs which share the same spelling but different pronunciations,
usually with different meaning. For example, the Arabic word _» could mean three
different nouns, >: barr “land” or J» burr “wheat” and J» birr “reverence”. The
homograph in the Arabic language results from missing diacritics in the
contemporary Arabic writing system. It was decided to apply this feature to some
content classes as a homograph pair. For example, the homograph noun-verb pair

(e.g., =3 as a noun “gold” or verb “go”).

Moreover, it was decided to apply the oppositeness of meaning (antonymy feature) to
some content word classes. Finally, the property of degree for the adjectives and
adverbs is represented in the sampling frame. For example, the adjective s

“clear” has the comparative = “clearer”.

Decomposition of the Arabic Verbs

The method of the creation of the Arabic verb (AVSS-70) dataset presented in
chapter 5 decomposed the Arabic verbs into a tree structure using grammatical
techniques developed for NLP which include Case Grammar (CG) (Al-Qahtani,
2005) and Arabic VerbNet (AVN) (Mousser, 2010). This method was used to
decompose the Arabic verbs in the ASTSS-68 dataset.

Figure 6.3 shows a portion of the Arabic verb sub-tree structure. At the top level of
the tree structure, the Arabic verbs were decomposed into 3 classes based on CG
classification which are state, process and action. Each verb class was decomposed
into basic, experiential, benefactive, and locative verbs at the intermediate level of
Arabic verb hierarchy. These sub-classes were employed in the next stage
decomposition of verbs.

Mousser (2010) presented a large coverage verb lexicon for the Arabic language
which exploited Levin’s verb-classes (Levin, 1993), as described in chapter5. This
work offered good verb classes for Arabic which were used in the final stage
decomposition in this study. Combining CG and AVN verb classes for
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decomposition offered a good intermediate structure and fine-grained classes which
were easy to understand and use. In the final level of Arabic verb decomposition,
each CG verb class at the intermediate level was combined with a different class of

the AVN verb classes from different level as shown in figure 6.3.

State Process A ction
Werbs Werbs wverbs

Experiential Benefactive L ocative
Werbs Werbs Werbs
Werbnet Class
“Werbnet Class IiSotaray-1
Sab-~aba-1
Werbnet Class
TiSotaray-1.1
“erbnet Class
IiSotaray-1.1.1

Figure 6.3 A portion of the Arabic verbs sub-tree

As presented in table 6.1.b, 15 slots were reserved for Arabic verbs and it was
decided to allocate 12 slots to high-level verb classes whereby 4 slots were allocated
to state verbs class, 4 slots were allocated to process verb class and 4 slots were
allocated to action verb class. Within each of the high level verb classes, 1 slot was
allocated to basic verb class, 1 slot to experiential verb class, 1 slot to benefactive
verb class and 1 slot to locative verb class. Table 6.4 shows the full allocation.

Each of 12 verb classes was also allocated to a different AVN verb class, whereby 9
slots were allocated to the top level of the AVN verb classes, as shown in table 6.4.
3 slots (one from each high level CG classes including state, process and action)

were allocated to the lower level of the AVN verb classes (second and third).
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Table 6.4 Arabic verb sub-frame

Class | Verb Types AVN Verb classes
1 State Basic Class a
2 State Experiential Class b
3 State Benefactive Class ¢
4 State Locative Class d
5 Process Basic Class g
6 Process Experiential Class h
7 Process Benefactive Classi
8 Process Locative Class p
9 Action Basic Class q
10 | Action Experiential Class r
11 | Action Benefactive Classy
12 | Action Locative Class z
13 | Any State verb Paired with any AVN verb class
14 | Any Process verb Paired with any AVN verb class
15 | Any Action verb Paired with any AVN verb class

In order to promote the high semantic similarity, it was decided to allocate the
remainder of 15 slots (3 slots) to verbs paired with one of the AVN classes already

used, as shown in table 6.4.

To promote polysemy, the decision was made to ensure that at least one of the verbs
chosen appeared in several AVN verb classes and also at least one verb appeared in

only one AVN verb class.

As discussed under Arabic nouns decomposition, two constraints were appended that
one of the verbs chosen must be part of a homograph noun-verb pair and also one

verb must be part of a homograph verb-adjective pair.

Decomposition of the Arabic Adjectives

As mentioned previously, traditional linguistics and current Arabic grammar books
classify content words into nouns and verbs only (Suleiman, 1990) where the nouns
include adjectives and adverbs. Moreover, in the absence of current research on the
resolution of categorical intersection between nouns and adjectives (Attia, 2008), it
was decided to go back approximately eleven hundred years when the Arabic
grammarian Ibn as-Sarraj (2009) in his book al-Usool fi an-Nahw distinguished five
types of Arabic adjectives from the nouns. Consequently, the Arabic adjectives were

decomposed into five classes as described by Ibn as-Siraaj. The five adjective classes
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included a visible quality (the Hilya), an internal trait, an action, an adjective of
relation (Nasab), and a descriptive phrase by means of an annexation of the word

dhu () (owner of).

14 slots were reserved for Arabic adjectives as presented in table 6.1.b and it was
decided to allocate 3 slots to visible quality, 3 slots to internal trait, 3 slots to an
action, 3 slots to Nasab, 1 slot to the word dhu (owner of) and 1 slot to be allocated

for an adjective in the comparative form to represent the propriety of degree.

As described in the Arabic verb decomposition, a constraint was appended that one
of the adjectives chosen must be part of a homograph adjective-verb pair. In order to
promote the antonymy property (oppositeness of meaning), a constraint was
appended that one of the adjectives selected should be opposite in meaning of one of

the other adjectives in the frame.

Decomposition of the Arabic Adverbs

Rydin (2005) reported that “In Arabic, few words are adverbs in and of themselves
and most words that function as Arabic adverbs are nouns or adjectives in the
accusative case”. (Rydin, 2005) decomposed the Arabic adverbs based on their
semantic function into 7 classes which included adverbs of degree, manner, place,
time, adverbial accusative of cause or reason, adverbial accusative of specification

and compound time adverbials such as Xxie “at that moment”.

9 slots were reserved for Arabic adverbs as presented in table 6.1.b and it was
decided to allocate 1 slot to each of the 7 classes, 1 slot for an adverb in the
comparative form and 1 slot selected randomly. As discussed under the Arabic noun
decomposition, a constraint was appended that one of the adverbs chosen must be

part of a homograph adverb-noun pair.

6.2.1.2 Population of the Slots in the Frame with Arabic Words

The result of the decomposition process described in step 1 (section 6.2.1.1) is a tree

structure which ranges from general Arabic words at the top level to specific
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categories such as (relative, birds, and insects) at the lower level (leaves). These
categories were used to derive the slots in the sampling frame. In accordance with the
same process of filling the slots in the frame used in the AVSS-70 benchmark dataset
(chapter 5 section 5.3.1.2); the list of Arabic word frequency (AWC) was partitioned
into a high frequency list and a low frequency list. The high frequency list was
created by selecting the most frequent 2000 words in the AWC list and the low
frequency list contained the residue of the AWC list. The words in each list were
randomised to avoid any bias. Each list was then separated into four sections (nouns,
verbs, adjectives and adverbs) and each section subsequently searched for
appropriate words to fill the slots based on their criteria specified through the process

of the Arabic words decomposition.

As highlighted in chapter 5, an important issue in language representation is that of
word frequency i.e. high frequency words should have a higher probability of
appearing in the sample frame. For valid words representation, the decision was
made to use the 80/20 rule used by (O’Shea et al., 2013) whereby 80% of the slots in
the frame will be filled by random selection process with words from the high
frequency list whilst 20% will come from the low frequency list. Table 6.5 illustrates
the number of words that will be selected from high frequency list and from the low

frequency list for each content words class.

Table 6.5 Frequency breakdown for Arabic content words classes

Content words Words in class | Frequency
classes breakdown
Nouns 30 24 High
6 Low
Verbs 15 12 High
3 Low
Adjectives 14 11 High
3 Low
Adverbs 9 7 High
2 Low

The result of this process is a set of 68 Arabic stimulus words which is presented in

table 6.6 (LF means the word selected from low frequency list).
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Table 6.6 The set of 68 Arabic stimulus words.

No | Class Word Al Additional Criteria/Comments
1 Noun Abstract Human Civilization B laas

2 Noun Abstract inanimate fact Issue Al

3 Noun Abstract inanimate place Capital-city daale

4 Noun Abstract inanimate action Education s

5 Noun Abstract inanimate time Childhood 4t sih

6 Noun Abstract inanimate mental Ability 528

7 Noun Abstract inanimate emotion Pride b LF

8 Noun Abstract inanimate action addition 4Ll | Selected randomly \ Homograph Noun — Adverb pair with 60
9 Noun Concrete Human Relative Father 2l

10 | Noun Concrete Human Military title Officer Lo

11 | Noun Concrete Human An occupation Doctor cuh

12 | Noun Concrete Human wise person Messenger o))

13 | Noun Concrete Human part of human body Head oy

14 | Noun Concrete Human type of male’s life stages Lad i

15 | Noun Concrete Non-Human Animate Four footed animals Lion il

16 | Noun Concrete Non-Human Animate Birds Hawk i LF

17 | Noun Concrete Non-Human Animate Insect Spider G Sic LF

18 | Noun Concrete Non-Human Animate Fish Whale Gsa LF

19 | Noun Concrete Non-Human Animate Snake Viper P LF

20 | Noun Concrete Non-Human Animate Diseases Cancer Olda

21 | Noun Concrete Non-Human Inanimate Living Tree Date-Palm Jas LF

22 | Noun Concrete Non-Human Inanimate Living Flower Rose B3 ) LF

23 | Noun Concrete Non-Human Inanimate Non-Living Metal Gold <23 | Homograph noun-verb pair With 33
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24 | Noun Concrete Non-Human Inanimate Non-Living Reading Book Qs
material
25 | Noun Concrete Non-Human Inanimate Non-Living building Masjid REE S
for religious services
26 | Noun Concrete Non-Human Inanimate Non-Living Weapon Rifle , Gun RRCAE
27 | Noun Concrete Non-Human Inanimate Non-Living Weather Earth quake J
phenomenon
28 | Noun Concrete Non-Human Inanimate Non-Living Aircraft 3 -k
Transportation vehicle
29 | Noun Concrete Non-Human Inanimate Non-Living Non- Milk o
alcoholic beverage
30 | Noun Concrete Non-Human Inanimate Non-Living Part of day | Dawn b
31 | Verb Action Basic Take on 113 | AVN verb class lisoTaEomala-1
32 | Verb Action Experiential Reveal i3S | AVN class Oazohaea-1(also Bay~ana-1)
33 | Verb Action Locative Go ——> | AVN class Haraba-1 (also linotahay-1, Other-cos-1, lixotafay-1) \
Homograph noun-verb pair with 23
34 | Verb Action Benefactive Reward Lils | Jah~aza-1.2 \ Paired with Honour 35
35 | Verb Action Honour a—<I'| LF \ AVN class Jah~aza-1.2 \ Paired with Reward 34 \
Homograph verb-adjective pair with 59
36 | Verb State Basic Be-issued 22—a | AVN class Nataja-1 (also Hasala-1, Zahara-1, Oarosala-1)
37 | Verb State Locative Be-connected ki)l | AVN class lilotasaga-1
38 | Verb State Benefactive Have\ Own ¢l | AVN class Malak-1and OaEotay-1
39 | Verb State Experiential Be-glad z# | AVN class Tasal~ay-1.3\ Paired with Rejoice
40 | Verb State rejoice =& | LF \ AVN class Tasal~ay-1.3 \ Paired with Be-glad 39
41 | Verb Process Experiential Excite < | AVN class Sab~aba-1
42 | Verb Process Basic Melt <> | AVN class limotazaja-1.2
43 | Verb Process Locative remain = | AVN class Wujida-1 and Oagaama-1
44 | Verb Process Benefactive Gain = | AVN class li$otray-1.1.1 \ source of 3th level class \ Paired with

acquire 45
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45 | Verb Process Acquire S5 | LF \ AVN class lisotray-1.1.1 \ Paired with gain 44
46 | Adjective Visible Quality Blue Gl
47 | Adjective Visible Quality Voluminous S
48 | Adjective Visible Quality New o
49 | Adjective An action Specialized paadia
50 | Adjective An action Emigrating nlee
51 | Adjective An action Standing a1 LF
52 | Adjective Internal Trait Generous =S | Source for comparative (with 59)
53 | Adjective Internal Trait Intelligent S
54 | Adjective Internal Trait Envious 3 g LF
55 | Adjective Nasba International 52 | Source for antonym, Local (with 57)
56 | Adjective Nasbha Spatial, Space (b
57 | Adjective Nasba Local 1> | Antonym of International (with 55)
58 | Adjective descriptive phrase through an annexation of the word | Rich, wealthy Jl b

s (owner of) ;
59 | Adjective Comparative More generous ) | LF \ comparative of generous (with 52) \ Homograph verb-

adjective pair with 35

60 | Adverb of manner \ Noun in accusative In addition 44lxl | Homograph noun-adverb pair with 8
61 | Adverb of degree \ Basic adverb Only s
62 | Adverb of time \ Noun in accusative Morning 352¢ | LF\same class with noun (Dawn) 30
63 | Adverb of place near < -8 | Source of comparative (with 68)
64 | Adverbial accusative of cause or reason In preparation | gl

Noun in accusative for
65 | Adverbial accusative of specification\ Adjective in accusative | Economically Tala)
66 | Compound time adverbial At that time Baie
67 | Adverb of degree \ adjective in accusative completely Ll | Randomly selected
68 | Adverb Comparative nearer <8 | LF \ comparative of near (with 63)
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6.2.2 Production of the Arabic Short Text Pairs

The second stage of the creation of the ASTSS-68 dataset methodology was the
production of the set of 68 Arabic short text pairs. The methodology of the
production of this set consisted of:
1. Creation of a database of 1088 Arabic short texts.
2. Selecting candidate pairs of short texts of high and medium similarity from
the created database by three judges.
3. Conduct an experiment to select the final set of 68 short text pairs from the
set of the candidate pairs selected by judges, plus a randomly selected a set of

low similarity short text pairs from the database.

6.2.2.1 Creation of the Arabic Short Text Database Experiment

Participants

The original aim of this experiment was to create a database of 1088 Arabic short
texts to be used later for selecting the set of 68 Arabic short text pairs. In order to
balance the efforts of the Arabic participants against the number of generated short
texts, this experiment used a sample of 32 Native Arabic speakers. Each participant
was asked to write two short texts derived from 17 Arabic stimulus words. This
sample size would produce ((17x2) x32 = 1088) Arabic short texts offering scope to
find appropriate similarity combinations. The experiment required participants with a
capacity for creative writing therefore the decision was made to use a sample of
participants within the following disciplines: Arabic linguistics, journalism, writing,

Arabic teaching, religious sciences and religious teaching.

The participants were from 8 Arabic countries which included: Irag, Saudi Arabia,
Egypt, Jordan, Lebanon, Syria, Morocco, and Palestine. Each of the 32 participants
received a questionnaire (described later) with instructions to be followed to generate
the short texts. The participants who lived outside the UK received the questionnaire

by email whilst those inside the UK received it by post.
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Materials

In order to assemble the database of 1088 Arabic short texts, the set of 68 Arabic
stimulus words was partitioned into 4 blocks of 17 stimulus words which were A,
A,, B; and B,. The process of collecting this database included writing two short
texts for each of the 17 stimulus words in a specific block. The purpose of
partitioning the set of stimulus words into 4 blocks was to distribute the workload
and to avoid spurious semantic overlap. For example, the comparative adjective »_S!
“more generous” appeared in block A; whilst the adjective ~_S “generous” appeared
in block B;. However, the verb S “honour” (homograph with the comparative
adjective S “more generous”) appeared in B, so that no pair of short texts selected
from two different blocks could have been written by the same person (or different
people experiencing the same semantic context). The full block structure for this
experiment is presented in table 6.7. Where, LF means low frequency, V- verb, N-
noun, Adj- adjective, Adv- adverb, A- abstract, R- randomly selected, Comp-

comparative and Ant- antonymy.

Some stimulus words were selected from the same or related classes to promote high
and medium similarity such as the verbs z! “rejoice” and z_% “be glad”. However,
the issue of obtaining a large number of low similarity short texts was still possible.
An additional constraint was added with some stimulus words to solve this problem
using the thematic similarity (Klein and Murphy, 2002) which is alternative approach
to semantic similarity. (Mirman & Graziano, 2012) reported that “concepts whose
similarity is based on frequent co-occurrence in situations or events are thematically
related, such as dogs and leashes do not share features and are not members of the
same category, but both are frequently involved in the taking-the-dog-for-a-walk

event or situation”.

It was decided to use the thematic similarity with some Arabic stimulus words of
each content word class whereby participants were requested to write two short texts
using the stimulus word within a specific theme. The thematic similarity was used
based on the assumption that two short texts produced using the same word and the

same theme were probable to have a high level of similarity whilst the short texts
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using either the same stimulus word or the same theme were probable to have a

medium similarity.

Table 6.7 Blocked design to distribute materials to participants.

Spatial’ space

& Py
P

News and media 28468 Jlay a0

International (Ant) —~#
News and medin
AnEY Ly g i

Intelligent =2
News and mediz

AN L i)

Al AT El E2
Noun 7 Noun 8§ Noun & Noun 7
Ability A 3l Issue A i =i | Education A ~—d= | Addition A (N-Adv)R il
Father 2 dlg Pride ALF =3 | Childhood A 2 1silk | Messenger APy
Lad s Officer L i | Head ol Spider LF Lyl
Hawk LF e Lion 2wl | Wiper LF =t Whale LF L=
Gold (N-V) —2 DatePalm I1F J=* | Rose LF 5330 Book s
Milk aet Rifle i fa | Masjid toa Earth quake A

Ajrcraft 3l | Dawn gamenmoun =2t

class with adverb morming)
Civilization A == Cancer e Doctor L Capital—city A i el
Travel and towrism “abels dw | Health and happiness _ T Travel and tourism Sabuadly !
Gitan ] § L Health Mdhfa;fp:.r:esg .
ﬁ-h.Jm.
Werb 4 Verb 4 Werb 3 Verb 4
Take on aad Feveal = I8 Go (N-V) -2 | Honour LF JL.2 (V-Adj) a_si
Be izsued s Be connected L 2] | Remain &= | Have\Owm Al
Acquire LFI 1.1.1 == Mielt . Excite 0
Beglad T_1.3 = Reward J1.2 iis | Rejoice LFT1.3 ¢! | Gain I 1.1.1 ) =
The Muslim festivals Jeetesl ! | Sport and lasure The Muslim festivals Sport and leisurs Al i )
A N il T il i |

Adjective 4 Adjective 3 Adjective 4 Adjective 3
More generous (V-Adj) LF sl Elue TR Volhominous p—ia | New EEELEN
Emigrating =l Specialized aeasts | Standing LF ~E | Envious LF e
Fich ' wealthy Ja 53 Generous (comp) a5

Local (Ant) ’
News and media AEY Lley &y

Adverb 2

Economically

In addition (N-Adv) —Lal

-

e s |

Adwverb 2
Only L=
Morning e

(same noun class) LEF

Adverb 2
MNear =
At that time' ' moment

Adverb 3

In preparation for Sl
Completely R Ll
Nearer (comp) -

Themes were used with some stimulus words of each content word class (nouns,

verbs and adjectives) apart from the adverbs. The majority of stimulus adverbs

comprised nouns or adjectives in the accusative case which appear in a short text

within a specific context. It was likewise decided not to add themes to adverbs

because additional constraints could make production of short texts infeasible or

artificial.

The use of thematic similarity needed a suitable source of themes, which were

chosen from language instruction texts for non-native Arabic speakers (Smart, 1992,
Wightwick and Gaafar, 2007 and 2009) which concentrate on talk about useful

everyday activities. An example of these themes is (mluall el “the Muslim
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festivals” which was used with the verbs ! “rejoice” and % “be glad” as shown

in table 6.7. A full list of themes is presented in appendix 6.

In this research, themes were chosen based on general occurrence and possibility of
being useful with the Arabic stimulus words. Themes chosen for use in this
experiment were the Muslim festivals, travel and tourism, health and happiness, sport
and leisure, and news and media. These themes were used to encourage the
production of high similarity short text pairs through use of the same stimulus word.
Also to encourage the production of medium similarity short text pairs by applying
the theme to two stimulus words selected from the same or related class. As shown in
table 6.7, the health and happiness theme was applied to the stimulus words —wuh

“doctor” and oUa_ns “cancer”.

Instructions and Procedure

32 participants divided into four groups of eight Native Arabic speakers took part
and generated 1088 short texts. The participants in each group received
questionnaires with instructions as to how to generate short texts using 17 stimulus
words allocated to a specific block (A1, Az, B; or B;). The words in each
questionnaire were categorized based on their class (nouns, verbs, adjectives and
adverbs). Each class commenced with an instruction page containing a definition of
the word class with examples. Each stimulus word was accompanied by instruction

to write two short texts and printed on a separate sheet with boxes for responses.

Each questionnaire had three themes which were applied to the final noun, final verb
and final adjective presented to the Arabic participants. Extra sheets were added to
explain the task before the final noun, final verb and final adjective. The participants
were asked to write two short texts of between 10 to 20 words in length in clear
handwriting using the stimulus word (and on the general topic, if a specific theme
applied)). Appendices 7.1 and 7.2 contain a sample extracted from the questionnaire
which include instruction sheet and sheets to explain the task and to write the two

short texts with and without theme, respectively.
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Some information (appendix 7.1) was added to assist the participants in how to treat
the homograph pairs and the polysemous words together with notes to encourage the
participants to use all types of the dialogue acts such as question, instruction,
statement, etc. An additional sheet was added to clarify the difference between
instructions, expressions, statements, commitments or declaration. Appendix 7.3

contains an example of this sheet.

The result of this experiment was a database of 1088 Arabic short texts written by 32

Arabic participants.

6.2.2.2 Selection of the Set of 68 Short Text Pairs

The created database of 1088 Arabic short texts was used to select a set of 68 Arabic
short text pairs. In order to accomplish this, 130 queries were presented to extract
groups of short texts from the created database. These queries were generated based
on criteria used for allocating the stimulus words in order to provide different
degrees of similarity and also to ensure that each stimulus word was likely to appear
in the final dataset at least once. These included generating queries which would
return all short texts produced for a particular Arabic stimulus word, all short texts
for each pair of Arabic stimulus words (e.g. father and lad which have the common
features Noun:Concrete:Human) and all short texts produced by a particular theme
such as Travel and tourism. Queries were also produced to select short texts for
pairing set between the stimulus words in blocks A;, A,, B; and B,. If a pair contains
two short texts from the same stimulus word, extra checking is required to make sure

they come from different authors.

The process of selecting the final set of Arabic short text pairs consisted of two steps.

6.2.2.2.1 Selection of the candidate short text pairs by judges

This step included selecting candidate pairs of short texts of high and medium
similarity from the created database by a committee of three judges. Two of the

judges were Arabic linguistics and the third was an Arabic speaking expert in
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semantic similarity. Each judge was provided with the printed queries. The queries
were examined by each judge who was required to nominate two sets of short text
pairs in isolation which included high and medium similarity. On account of the
difficulty in convening a meeting of all judges to agree on the sets of the short text
pairs selected, it was decided to select the pairs of short texts that had been
nominated by all 3 judges as high similarity and medium similarity pairs. The pairs
which were nominated by two judges were printed on a separate sheet and sent again
to the third for the purpose of reaching a consensus. Based on the judgements, a set
of 65 pairs of high and medium similarity short texts was identified. The set
consisted of 29 candidate pairs of high similarity short texts and 36 candidate pairs of

medium similarity short texts.

6.2.2.2.2 Selection of the final short text pairs experiment

Because the judges had difficulty in reducing the medium similarity candidate pairs
to a coherent set and also selection of candidate high and medium similarity pairs by
human judges in the past has not always been effective (O’Shea et al., 2013), it was
decided to use a new sample of 10 participants in an experiment to select a sample of
high and medium similarity pairs with greater confidence, before running the rating
experiment. Another very low similarity short text pair was added to the set of 65
short text pairs selected by judges (making 66 short text pairs), to ensure that the

selectors saw the full similarity range and did not bias their selection the final set.

The card sorting technique with semantic anchors which was identified in the
creation of the ANSS-70 dataset as most suitable was used in this experiment to

collect human ratings for 66 pairs of short texts.

The sample of 10 native Arabic speakers used in this experiment was from 3 Arabic
countries (Irag, Saudi Arabia and Libya). Each of the 66 short text pairs was printed
on a separate card and these cards were presented to participants for rating how
similar in meaning were the short texts on each card. Each of 10 participants was
supplied with an envelope containing 66 cards and three sheets which included: an

instruction sheet to collect human ratings, a sheet to record the similarity ratings and
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a sheet for the personal information. The order of 66 cards was randomized before

presentation to reduce the ordering effects.

The same procedure was followed as in the ANSS-70 dataset to collect human
ratings. The participants were asked to sort the cards into four groups in accordance
with the similarity of meaning. The High Similarity of Meaning (HSM) group
contained short text pairs between strongly related and identical in meaning. The
high Medium Similarity of Meaning (MSM) group contained short text pairs very
much alike in meaning, whilst the low MSM group contained pairs which were
vaguely similar in meaning and the Low Similarity of Meaning (LSM) contained
pairs unrelated in meaning. After sorting the cards, the participants were asked to
check them carefully and then rank each short text pair using a point on a rating
scale described by the semantic anchors which ran from 0.0 (unrelated in meaning)
to 4.0 (identical in meaning). The instruction sheet also included some notes which
enabled participants assigning an accurate degree of similarity by means of use of the
first decimal place and to avoid using values lower than 0.0 or greater than 4.0 to rate

the short text pairs.
Table 6.8 illustrates the outcome of this experiment. The final set of 68 short text
pairs was selected based on the experimental results plus randomly selected low

similarity short text pairs from the database as follows:

Table 6.8 the distribution of similarity ratings in the set of 66 short text pairs.

Similarity Range Number of Short Text Pairs
0.00-0.99 4
1.00-1.99 14
2.00-2.99 19
3.00 —4.00 29

1. It was decided to randomly select the 22 of 29 short texts that were rated high by

all 10 participants to represent the high similarity short text pairs in the final set.
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2. To obtain a good similarity range representation in the final set, 23 short texts
rated medium by participants within the range (1.00 — 2.50) were selected to
represent the medium similarity pairs in the final set. The reason for this choice
was that some of the pairs in the broad medium band (1.00 - 2.99) with ratings of
over 2.50 were rated high by more than half the participants. These pairs may
still get a high similarity rating when the participants are increased to 60 in the
final stage of the creation of this dataset.

3. Finally, 23 pairs were chosen as a combination of 4 short text pairs rated low by
participants plus 19 pairs selected randomly from the database to represent the
low similarity pairs in the final set. These were scrutinised to check that no

obvious medium or high similarity combinations had occurred by chance.

6.2.3 Collecting the Similarity Ratings for 68 Short Text Pairs

The card sorting technique with semantic anchors used in the experiment of the
selection of the final set of Arabic short text pairs was employed in this section to
collect human similarity ratings for the produced set of 68 Arabic short text pairs.

The process of collecting human similarity ratings involved two steps:

6.2.3.1 Pilot Study

The aim of the pilot study was to investigate whether the 68 short text pairs arrived at
by the process in 6.2.2.2.2 had a good representation of the similarity range before
committing to a large-scale ratings experiment. A new sample of 8 native Arabic
speakers from four Arabic countries (Irag, Saudi Arabia, Libya and Jordan) was used

in this experiment.

Each of the 68 short texts was printed on a separate card. Each of 8 participants was
supplied with an envelope containing 68 cards and three sheets (as in the experiment
for the selection of the final set of Arabic short text pairs) which included: an
instruction sheet to collect human ratings, a sheet to record the similarity ratings and
a sheet for the personal information. The order of the 68 cards was randomized

before presentation to reduce the ordering effects. The participants were asked to rate
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the 68 short text pairs on how similar they were in meaning using card sorting and

semantic anchors.

Table 6.9 illustrates the result of this experiment which indicates that the set of 68
short text pairs achieved a good balance in the number of short text pairs of each
similarity range apart from one pair of high similarity short texts which was rated as
medium by participants. Consequently, this pair was replaced with another one that
rated high by both judges and the participants in the experiment of the selection of
the final set of short text pairs.

Table 6.9 the distribution of similarity ratings in ASTSS-68 dataset pilot study.

Before Pilot Study After Pilot Study
Similarity Range Number of Short text Pairs | Number of Short text Pairs
Low similarity 23 23
Medium similarity 23 24
High similarity 22 21

6.2.3.2 Conduct of the Final Ratings Collection Trial

The decision was made to include the ratings collected from the pilot trial in the final
study experiment. The 8 participants were asked again to rate each of the new pairs
of short texts which were added after the outcome of the pilot study was reviewed.
This experiment used a new sample of 62 participants including 8 participants from
the pilot study. This sample was chosen based on experience with the previous
experiment of ANSS-70 benchmark dataset which indicated that the sample of 60
participants was adequate for the obtainment of good quality ratings. The sample was
chosen on the basis of its being a general population with equal balance between

students and non-students.

1. All were Arabic native speakers from 7 Arabic countries which included: Saudi
Arabia (15), Iraq (14), Syria (10), Libya (9), Palestine (6) Egypt (4), and Jordan
(4).
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2. The participants’ academic backgrounds consisted of 38 Science/Engineering vs.
24 Art/Humanities. In case of educational level, the balance was obtained and the

overall breakdown qualifications were illustrated in table 6.10.

Table 6.10 participants’ educational background

Student Non-student (highest qualification)
14 undergraduate 15 Bachelors

7 Masters 6 Masters

10 PhD 5 PhD

None 5 secondary school

3. Equally balance was achieved between female and male. The gender balance
achieved for non-student was (16 male and 15 female) whilst for student (15

male and 16 female).

4. In case of age, Table 6.11 shows the age distributions of a selected sample.

Table 6.11 Age distributions for the Arabic population sample.

Age range Participants
18-22 14 Student 14
Non-student 0
23-29 9 Student 2
Non-student 7
30-39 27 Student 10
Non-student 17
40-49 10 Student 5
Non-student 5
50-59 2 Student 0
Non-student 2

The participants followed the same procedure as had been undertaken to collect
human ratings in the pilot study. They were asked to rate 68 short text pairs using the

card sorting and semantic anchors.
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6.2.3.2.1 Experimental Results and Discussion

Table 6.12 represents the results of this experiment which contains the set of 68
Arabic short text pairs with human ratings of similarity. The human similarity ratings
collected in this experiment were calculated as the mean of the judgements provided
by the 62 Arabic native speakers for each pair of short texts. The second and last
columns represent the set of Arabic short text pairs in Arabic with approximate
translation to English. The third column contains the mean of similarity rating
collected from 62 Arabic native speakers whilst the fourth column represents the
Standard Deviation (SD) of each short text pair which demonstrates an inevitable

degree of noise in human ratings.

The approximate translations of the Arabic short texts have not been made to good
colloquial English — rather they are literal translations which help the English reader

to map the processes taking place onto the original Arabic texts.
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Table 6.12 Arabic Short Text Benchmark Dataset (ASTSS-68)

demonstrators last Thursday.

The recent report of the fact-finding committee revealed
the involvement of some of the remnants of the former
regime in the killing of the demonstrators.

A professional football player earns a lot of money from
the club he plays for and from a competition and thus he
enjoys living luxurious life.

After he won a large sum of money, the tennis player
travelled with his family on a trip for the purpose of
entertainment and recreation.

I work in the university teaching in addition to my work in
the linguistic assessment of books and publication in
literary works.

I got cold which resulted in coughing and my mother
advised me to add a spoon of honey to the lemon juice,
which will help me a lot in getting better.
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10

11

Take the friend a faithful brother, honest with you and
will help you in the time of adversity.

Do not give any judgement when you are in a state of
anger because anger is a silent demon.

The Iragi team was about to win the Arab Gulf Football
Championship cup except for sudden loss to the United
Arab Emirates team

The Emirati team won the final match of the last Gulf
Cup, which took place in Bahrain and deservedly won the
championship cup.

Milk is wholesome food and it is necessary for children
and adults to have it as it builds bones because it is rich
with calcium.

A lot of people eat yogurt for the purpose of obtaining
calcium to strengthen and protect their bones.

The black widow spider is famous for its poison which
affects the nerves and it is available all over the world.

The black widow is a kind of large-sized spider with a
deadly poison.

Sky today is blue and clear unlike yesterday as it was
cloudy.

How beautiful is it that the sky is blue, the sun is shining,
and the sea still with little white clouds here and there.

I will meet you early in the morning between dawn and
sunrise.

How wonderful for you to wake up early before dawn and
the spread of light as that increases your energy
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12

13

14

15

16

17

throughout the day.

Irag has been named the land of blackening for the
intensity of the greenery and fertility in addition to the
large number of palm trees in its land.

| offer you this rose in recognition of my gratitude to the
great what you have done.

Irag witnessed economical and commercial growth after
the discovery of oil in large quantities in its land.

The state has set up huge dams to store rain to be utilized
in various fields.

Beware of the using the hunting rifle in front of children
because they will perceive it as a toy and that may put an
end to their life.

Do not leave a rifle in a place that children can reach, it is
very dangerous.

Cancer is one of serious diseases of the age that still
represents a challenge for doctors and patients.

Cancer is considered as one of the most serious diseases
that affect the health and happiness of the individual.

Muslim strives hard to pray the dawn prayer at the time
and in the Masjid because it grants him a great reward.

The dawn prayer is one of the important prayers for
Muslims and it should be done on time.

I feel proud of my son’s success in his study and
distinctiveness over his colleagues.

Would you feel happy and proud if you knew that one of
your students became the ruler of the country?
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18

19

Originally praying is to be done by a Muslim while
standing and can be done while he is sitting for those
people who have legitimate excuses

Neighbor of the Masjid must pray in the Masjid unless
there is a legitimate excuse for it

Please, the games in this stadium are intended only for
children under the age six.

Do not use a mobile phone while driving a car because
you may be exposed to a serious accident.

organized the process of vehicle traffic in the streets of the
capital which is witnessing a major traffic jam.

144
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25

26

27

28

29

A friend told me about a great traffic accident in the
capital at the moment and when he felt my surprise, he
said that | subscribe in the breaking news service via
smart phones.

There must be donated to support and assist victims of the
earthquake that hit Turkey.

Islamic relief organizations decided to donate a significant
amount to help countries suffering from the famine.

India pledged to send a Cobra snake to the zoo in Al-
Zewra park in a glass basin.

Large numbers of the dangerous venomous Cobra spread
over in India, which its poison is considered as the most
deadly one and can kill a person within few seconds.

Raising dust provokes allergies in many people who suffer
respiratory problems.

Do not reveal your secrets to everyone and you become
vulnerable to blame.

Our company has the ability to manufacture quality home
furniture and deliver it to customers in a short period of
time.

Make your lecture take two hours and then | will pay you
an amount that you have never received.

The minister rewarded the players who got the gold medal
in London Olympics.

The Ministry of Youth and Sport decided to offer a reward
for each player to win a medal in the next Olympics.

Most oriental women have large quantities of gold which
they use for decoration and as a saving.
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31

32

33

34

35

Gold is the best ornament for oriental women so they
purchase it heavily.

If | take my children with me to the zoo, | will not let
them put their hands in the lion’s cage.

Baby, do not approach a lion’s cage it will nibble your
soft hand.

Do not pick a rose from public parks in your city so as not
to deprive others of the enjoyment of its beauty.

The concerned parties in the capital cultivated a thousand
roses in the public parks.

I’ve done all my required work in addition to contributing
to some charity works.

The employee should perform his duties faithfully in
addition to respecting the work schedule.

You must be a messenger of good if you want to reconcile
between the opposing parties.

Will the issue of Sheikh Ahmed be discussed this
afternoon in the conference hall?

You should consult a doctor specializing in the disease
and he will give you the right cure by God’s will.

I decided to sell my rifle after the issuance of the new law
to prevent the posession of weapons.

Hatim Al-Tai is the most generous person known by the
Arabs and was mentioned in history books.

In the history of man, the Arab nation did not know a
generous man more than Hatim Al-Tai
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39

40

41

The blue whale lives in the seas and oceans and feeds on
small fish and plankton that enter his mouth with water.

The blue whale is the largest animal on earth and has no
teeth but strongly rushes into the water to feed on the sea
floating livings.

An Algerian athlete won the gold medal in the world
marathon in the midst of cheers from the audience.

A player should strive to win the tournament to reward the
audience who heartened him.

Make sure that you live near the university so you will not
face any difficulty to go forth.

I live in a house nearer to the city centre from the place of
my work and my children’s school.

A person who has money has to pay zakat and give it to
the poor, needy, debtors and for God’s seek.

You may be a merchant with a great asset in the bank but
you can be stingy to spend it on your family or give to
charity from your money.

Education is the main driver in the development of
civilizations and the axis of measuring the evolution and
development of communities.

The head contains most of the senses enjoyed by humans
such as hearing, sight, smell and taste.

Sugar is dissolved in water when adding the right amount
with continuous stirring.

Literacy programs for adults are an important in addition
to the march of education in the developing countries.
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The Cobra is the most dangerous snake known to man for
its killing venom and it lives in the woods of Africa and
India.

Large numbers of the dangerous venomous Cobra spread
over in India, which its poison is considered as the most
deadly one and can kill a person within few seconds.

Did the man with money spend his money on the poor and
the needy to gain the approval of God?

This man is generous and has money and pays the Zakat
and spends it on the poor and needy.

I went with my children on a trip to France in the summer
and Paris was very crowded.

A lot of people prefer to travel to London to attend the
Summer Olympics.

Aldar Al-alamiya publisher in Bahrain published a book
entitled A Message to Man across Time.

Scientific library in Lebanon has many various and useful
books in different fields such as literature, history and
scientific facts.

Antidote used to handle poisonous snake bite is to be used
only under the supervision of a specialist doctor.

Do you want to wear the blue dress in the concert today or
you prefer wearing the red one?

Let’s have a delicacy in that restaurant which is located
near our house next to the beach and forget about
downtown restaurants.

My mother would like to go shopping from the recently
opened stores in our region only because it is closer to our
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house than the city centre.

It is pride for every Egyptian to know that Allah has
mentioned Egypt in the Quran four times.

Whoever possesses wisdom has owned the lead in
managing his own affairs and the affairs of others.

Immigrants to Canada need to take their winter clothes
with them because of the rough weather there.

I read in the book of immigration to Canada that all
immigrants have to provide themselves with woollen
clothes and shoes lined with fur because it is so cold there.

The Falcon is a member in the group of birds of prey, the
longest-lived bird and feeds by hunting rabbits and birds,
and is called by many names such as Baz and Bashiq

The Falcon is considered one of the most prominent
vultures in the desert and the longest-lived and feeds on
hunting the animals.

Many tourism companies do their best to provide tours to
areas associated with ancient civilization such as Petra and
the pyramids.

Istanbul is the summer capital for many tourism agencies
in the Middle East.

Tohoku earthquake that hit Japan in 2011 is one of the
deadliest earthquakes worldwide where the magnitude of
8.9 has cost the country great financial losses.

I like to travel to Japan, | have heard a lot about its capital
but | am afraid that a devastating earthquake hits, just like
the one happened in the past year.

Did you pay a visit to some of the reserves in Africa and
watch the lions?
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Do not drink rotten milk because it could kill you or cause
you severe intestinal diseases.

I offer my apologies for the delay in attending the
meeting, held in Amman as | could not catch the plane.

I respect my father no matter if he reproaches me for
failing to do certain things because he has more
experience than | do.

Make sure to perform you school homework without
delay to be delivered on time just to get the best marks.

Whoever provokes hatred among the people has to know
that its effects will reach him.

Satellite channels, being the most important media make
an effort to broadcast the news and events moment by
moment to make the citizen in the centre of the event and
up to date with the latest developments in the world

There are many news stations hunting news and events
around the world and display them smartly.

If you have an apple every day that will increase your
health and happiness to enjoy the many benefits and thus
the doctor will have no a job to do.

Just one apple a day will make you healthier and may
keep you away of the clinic.

Specialized fitness teams in America and Britain are
campaigning to make people aware of the dangers of
being overweight.

Health teams across the country deployed in the
eradication malaria completely.
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Do you have a book about the administration that include
a display of the methods and modern concepts about
patterns of leadership?

I read a new book about the education of children in a
modern scientific way that encourages the good treatment
for them and warns about transferring the unacceptable
behaviours to them.

Due to the intensity of rainfall many workers had to stay
hiding under the umbrella.

The government has sent squad of officers specialized in
the field of aviation to France for a training course.

A famous wrestler applied to the games organizing
committee to participate in the local wrestling
championships.

Is your son is afraid of boarding a plane for a long time
because he feels nauseous?

President of the University has honoured the outstanding
students in their studies at all Faculties with precious
presents.

The most generous people for Allah are the ones with
most piety and belief and good work.

Young people in poor communities suffer harsh childhood
because of the deteriorating harsh living conditions.

Children living in poor countries have a difficult life of
the weakness of the economy that has forced many of
them to work and thus lose their childhood.

The envier is a person feels inferiority for what the others
have and wants it to go away from them and has what they
have.
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A jealous man is the one who does not like goodness for
others and wishes the demise of their grace, and we seek
refuge with Allah from him.

My mother does not allow me to leave my room to play
till she makes sure | have fully done my school homework

I work hard in preparation for the review of my classes to
get good results in the examinations at the end of the
academic year.

Tigris and Euphrates rivers join together in the associated
area in the province of Basra to form the Shatt al-Arab.

Strait of Hormuz is linked to the Arabian Gulf on one
side, and the Gulf of Oman and the Arabian Sea on the
other hand.

I recommend you to go to the library and to spend a
quality time among thoughts of authors.

Gold is one of the important metals in the economic world
and has an essential impact on the market movement.

Do not stop praying in the Masjid especially the dawn
prayer for its great reward.

Allah sends the apostles as evangelists and warners when
evil and injustice grow anywhere on earth.
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Figure 6.4 shows the distribution of the similarity ratings in the full ASTSS-68
dataset. The dataset is well balanced, if one considers that ~ 1/3 of the short text pairs
are high, ~ 1/3 low and ~ 1/3 across the broad, difficult medium similarity band from
1.0 - 3.0.
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Figure 6.4 Distribution of the similarity ratings in ASTSS-68 dataset.

Prior work in English short text semantic similarity (O’Shea et al., 2013) provided
evidence that the card sorting with semantic anchors technique provides ratings that
can be legitimately treated as being on a ratio scale (O’Shea et al., 2013). The
correlation coefficient (considered in the noun and verb datasets creation procedures)
IS a suitable statistic that can be applied for measures made on a ratio scale. In this
study, the Pearson product moment correlation coefficient was used to identify the
consistency of similarity judgments for each participant with the rest of group. This
was undertaken using the leave-one-out resampling technique as described in chapter
5 (section 5.2.4) whereby the correlation coefficient for each of the 62 participants
was calculated between the participant’s ratings and the average ratings of the rest of
group. Figure 6.5 shows the correlation coefficients of 62 Arabic participants on the
ASTSS-68 dataset.

The possible indicative value and bounds of performance expected from a
computational Arabic short text similarity algorithm attempting to perform the same

task have been calculated as the average, worst and best performances of human
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participants on the ASTSS-68 dataset as shown in table 6.13. Whereby, if any Arabic
machine algorithm equals or exceeds the average of the correlations of all
participants (r = 0.892), it will be considered performing well. The worst performing
participant of (r = 0.80) is considered as the lower bound for the expected
performance whereas any machine algorithm coming close to the best performing

participant at 0.970 would be considered as performing very well.
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Figure 6.5 The Correlation Coefficients of 62 Arabic Participants

Table 6.13 The Correlation Coefficient with Mean Human Judgements

Correlation (r)

Average of the correlation of all participants | 0.892

Best participants 0.970

Worst participants 0.80

6.3 Evaluation of the Arabic Short Text Sematic Similarity (NasTa)

Framework

The development process of the NasTa framework consisted of two phases as
described in chapter 4. The first phase concerned the creation of the NasTa-A which
focused on the noun semantic similarity whilst the second, NasTa-F was created
based on the Part of Speech (POS) and word sense disambiguation. The Arabic short

text benchmark (ASTSS-68) dataset created in this chapter was used to assess the
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accuracy of NasTa-A and NasTa-F. This allowed the determination of which
combination should be used profitably in NasTa framework by means of comparing
the performance of the NasTa-A and NasTa-F. The evaluation process of NasTa
consisted of three major stages which included:

1. Creation of an optimization dataset in order to determine the optimal
parameter values of the NasTa.

2. Evaluation of the NasTa-A using ASTSS-68 dataset.

3. Evaluation of the NasTa-F using ASTSS-68 dataset.

6.3.1 Creation of an Optimization Short Text Pairs Set

A set of 21 Arabic Short Text Semantic Similarity (ASTSS-21) pairs was produced
in order to use it to optimize the NasTa parameters process. This set was created
using the rest of 65 short text pairs used in the ASTSS-68 dataset to select the final
set of the short text pairs, section (6.2.2.2). The set of 21 short text pairs consisted of
7 high similarity short text pairs which were selected from the rest of 29 the short
text pairs rated high by participants in the experiment to select the high similarity
pairs for the ASTSS-68 dataset and 7 medium similarity pairs were selected from the
rest of 36 pairs rated medium by participants in the experiment. Seven low similarity
short text pairs were selected randomly from the database of 1088 Arabic short texts
created in section (6.2.2.1). Looking at the 7 lowest similarity pairs in ASTSS-68
dataset, they are all either 0 or very close to 0 (appendix 8). In every case where a
rating is non-zero, the SD is substantially higher than the rating itself, implying that
all of these ratings are effectively O with an element of noise superimposed.
Therefore, the decision was made to simply allocate the value O to the 7 low
similarity pairs for ASTSS-21. The set of 21 short text pairs with human ratings is

presented in appendix 9.

6.3.2 Evaluation of the NasTa-A

This section describes the evaluation process of the NasTa-A algorithm which
calculates the similarity by combining the noun semantic similarity and word order

similarity of the compared short texts. The evaluation process has two aims. Firstly,
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to identify the quality of NasTa-A by means of an investigation of its performance
compared with human perception using the ASTSS-68 dataset. Secondly, to
investigate the influence of word order similarity in the NasTa-A performance,
whereby the MSA is considered syntactically flexible, i.e. it has a relatively free

word order, as described in chapter 4.
6.3.2.1 Evaluation’s Methodology

The evaluation methodology consisted of two steps. These are the determination of
the optimal parameter values of NasTa-A algorithm and the application of the
ASTSS-68 dataset pairs on the NasTa-A algorithm with and without the word order

similarity component.

For the first step, NasTa-A requires determining the optimal values for three
parameters before use. These are a threshold for the semantic vector derivation, a
threshold for the word order vector formation and & for adjusting the relative
contributions of semantic and word order information to the final NasTa-A
calculation. At this stage, it was decided to use the values used by Li et al. (2006) in
the initial testing experiment. A value of 0.2 was used for the semantic threshold, 0.4
was used for the word order threshold and a value of 0.85 was used for 8. These
parameter values were determined using a small set of short text pairs (Li et al.,
2006). Furthermore, the Arabic Noun Semantic Similarity (KalTa-A) measure with
its pre-determined optimal parameters values (o = 0.12 and B = 0.21) was used to
calculate the similarity between the nouns in both short texts as decided in chapter 5.

In the second step of the evaluation process, the short text pairs on the ASTSS-68
were run using the NasTa-A with and without the word order similarity component

in order to produce the machine similarity ratings in the range from 0 to 1.
6.3.2.2 Evaluation’s Results

The results of the evaluation process are presented in table 6.14 which shows the
human similarity ratings with the corresponding machine similarity ratings produced
by NasTa-A with and without the word order on the ASTSS-68 dataset. In table 6.14,

the second column represents the human similarity ratings which were rescaled from
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0 -4to0 - 1 for the purpose of comparison. The third column represents the

machine similarity ratings produced by the NasTa-A with the word order component

whilst the final column represents the machine similarity ratings generated by the
NasTa-A without (WO) the word order similarity.

Table 6.14 Short Text Similarity Ratings for ASTSS-68 dataset from Human

and NasTa-A.
ST Human | NasTa-A NasTa-A ST Human NasTa-A NasTa-A
Pairs | Ratings | Ratings | without WO [f| Pairs | Ratings Ratings without WO

Ratings Ratings
1 0.95 0.54 0.56 35 0.97 0.90 0.97
2 0.85 0.73 0.78 36 0.93 0.58 0.62
3 0.53 0.45 0.45 &7 0.60 0.26 0.27
4 0.42 0.34 0.33 38 0.47 0.53 0.58
5 0.00 0.22 0.24 39 0.58 0.20 0.19
6 0.02 0.19 0.17 40 0.05 0.19 0.22
7 0.86 0.68 0.74 41 0.01 0.32 0.32
8 0.90 0.75 0.79 42 0.87 0.75 0.82
9 0.95 0.61 0.68 43 0.95 0.71 0.70
10 0.60 0.35 0.38 44 0.65 0.57 0.59
11 0.33 0.30 0.27 45 0.37 0.35 0.38
12 0.01 0.14 013 [l 46 0.00 0.04 0.05
13 0.06 0.22 0.20 47 0.26 0.34 0.32
14 0.96 0.53 0.57 48 0.02 0.27 0.28
15 0.83 0.69 0.71 49 0.94 0.54 0.57
16 0.89 0.25 0.25 50 0.89 0.61 0.65
17 0.59 0.40 042 || 51 0.48 0.51 0.55
18 0.36 0.56 0.58 52 0.50 0.40 0.45
19 0.02 0.12 0.13 53 0.01 0.00 0.00
20 0.01 0.08 0.07 54 0.03 0.14 0.12
21 0.75 0.38 0.41 58 0.01 0.38 0.38
22 0.81 0.66 0.71 56 0.81 0.72 0.75
23 0.53 0.45 0.48 57 0.94 0.37 0.38
24 0.63 0.44 0.43 58 0.34 0.28 0.30
25 0.43 0.45 0.47 59 0.35 0.44 0.47
26 0.00 0.16 0.16 60 0.00 0.21 0.22
27 0.01 0.28 0.29 61 0.01 0.17 0.19
28 0.84 0.53 0.53 62 0.17 0.17 0.20
29 0.88 0.62 0.68 63 0.89 0.40 0.40
30 0.84 0.46 0.47 64 0.93 0.45 0.50
31 0.56 0.43 0.46 65 0.52 0.21 0.24
32 0.45 0.27 0.28 66 0.30 0.50 0.51
33 0.05 0.11 010 I 67 0.01 0.44 0.46
34 0.01 0.17 0.19 68 0.03 0.04 0.04
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6.3.2.3 Discussion

The value of NasTa-A is assessed by computing the correlation coefficient between
the average ratings of human participants on the ASTSS-68 dataset and the machine
ratings obtained from NasTa-A. The Pearson product-moment correlations ( r ) for
NasTa-A (with WO) and NasTa-A without WO are presented in table 6.15. The
results in table 6.15 illustrate that the NasTa-A at (r = 0.785) performs significantly
below the average of the correlation of human performance at (r = 0.892). Result
from one sample t-test which was used to compare between a single correlation

(NasTa-A) and the average of the correlation coefficients on the ASTSS-68.

Null hypothesis (Hp) is to test of u = 0.785 vs. pu # 0.785. The result of the one
sample t-test with confidence interval plot is summarized in the figure 6.6. The true
mean could lie anywhere in the interval (0.883, 0.901), the sample mean (n=62) is
0.892 and t-test statistic is 24.45 with P-value < 0.0001. Since the P-value is less than

the significance level (0.05), the null hypothesis can be rejected.

Table 6.15 The Performance of NasTa-A on the ASTSS-68 dataset.

On ASTSS-68 Data Set Correlation
NasTa-A algorithm O.7r85
NasTa-A without WO algorithm 0.786
Average of the correlation of all participants 0.892
Best participants 0.970
Worst participants 0.80

Also the NasTa-A without WO at (r = 0.786) performs significantly below the
average of the correlation of human performance at (r = 0.892) with P-value <
0.0001. Furthermore, the results in table 6.15 illustrate that the performance of the
NasTa-A at (r = 0.785) was below the worst human (lower bound) performance at (r
=0.80).
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Boxplot of NasTa-A
(with Ho and 95% t-confidence interval for the mean)
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Figure 6.6 Results for the one sample t-test

Steiger’s z-test was used to compare the difference between NasTa-A and NasTa-A
without WO in order to investigate the influence of the word order similarity in the
NasTa-A performance. Using Steiger’s z-test requires the construction of a
correlation triangle (3 correlations) between:

NasTa-A ratings vs. Human ratings = 0.785
NasTa-A without WO vs. Human ratings = 0.786
NasTa-A vs. NasTa-A without WO = 0.996

n = 68 (the number of short text pairs in the ASTSS-68 dataset)

Applying the test (using the online calculator which was available at (Grabin, 2013))
indicates that the difference between NasTa-A and NasTa-A without WO is not
statistically significant (Z = -0.15, p = 0.878). This result also indicates that the word

order similarity has no influence on the performance of the NasTa-A.

Figure 6.7 shows the correlation between the NasTa-A and human ratings on the
ASTSS-68 dataset. The NasTa-A has not performed as well as might be expected,
failing to give similarity values close to human ratings for many short text pairs in

each similarity range (low to high) as shown in figure 6.7. For example, the short text
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pairs (22, 42, 70, 81, 90 and 91) rated high by participants but obtained low

similarity or low medium similarity values by NasTa-A as shown in table 6.14.
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Figure 6.7 The Correlation between the Human ratings and NasTa-A measure

Furthermore, Steiger’s z-test showed that the word order component has no influence
on the performance of the NasTa-A. It will be born in mind that the NasTa-A
parameters were set using values determined for English and this might have led to
the unexpected performance. Therefore an experiment was performed to investigate
optimising the NasTa-A parameters to see if NasTa-A could be improved. This

experiment is described in section 6.3.2.4.
6.3.2.4 Optimising Parameters Experiment
The set of 21 Arabic short text pairs (ASTSS-21) created in section (6.3.1) was used
in the parameter optimization experiment. As described in chapter 4, the overall short
text semantic similarity of the NasTa-A calculated using the following formula.

S (T1, T2) =6 * Semantic similarity + (1 — ) * word order similarity (6.1)
Where 0.50 < 6 <1, the syntax (word order similarity) plays a subordinate role for the

semantic text processing (Wiemer-Hastings, 2000) therefore Li et al. (2006)
proposed that the value of 6 parameter should be greater than 0.50.
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Two aspects were necessary for consideration as regards the semantic threshold: the
detection and utilisation of the similar semantic features of words to the greatest
extent and the maintenance of low noise. It was necessary to use an appropriately
small semantic threshold in order to permit the model to obtain adequate semantic
information distributed across every word. Where the threshold had too low a value,
excessive noise to the short text similarity measure arose, resulting in deterioration of
the overall performance of the measure. Consequently, the initial value given to the
semantic threshold parameter was 0.20. This consideration also applied to the word
order similarity threshold, thus a higher value was utilised for this. It is necessary for
a pair of linked words (the most similar in two short texts) to be intuitively relatively
similar in order that the word order vector can be used as, if this does not apply, the
relative ordering of pairs of words with less similarity offers very little information.

The initial value given to the word order threshold parameter is 0.30.

Given the initial value of each parameter, the short text pairs on the ASTSS-21set
were run using the NasTa-A to produce machine similarity ratings in a range of 0 to
1. The correlation coefficient between the human ratings of ASTSS-21set and those
obtained from the NasTa-A was computed. The values of the Arabic measure
parameters were changed to obtain a set of correlation coefficients. The increasing
step of each parameter was 0.05. Then the parameters with the strongest correlation
coefficient were considered as the optimal parameters. In this experiment, the
strongest correlation coefficient was obtained at 6 = 1 and the semantic threshold =
0.2.

Using the identified value of 6 parameter with the formula 6.1, the value of the word
order similarity component will equal to 0. This result indicates that the word order
component has no influence in the NasTa-A performance which confirms the results
obtained from the evaluation process of the NasTa-A. The ratings produced by
NasTa-A using the new parameter values is the same rating produced by NasTa-A
without WO in table 6.14. The correlation coefficient between the NasTa-A ratings
and the human ratings is 0.786 which is below the average human performance of
0.892.

197



The performance of the NasTa-A was affected negatively by two issues. NasTa-A
focused only on the similarity of nouns and ignores other Parts of Speech (POS). In
addition, the NasTa-A relied largely on computing the similarity between the nouns
in both short texts but did not take the context in which they occur into account and
thus affects the final short text similarity score. To illustrate these issues, the
following short text pair selected from the ASTSS-68 dataset (pair number 67) offers

an example.

To onilya) Jsie o ladls Wy L (g 4Sal ) cn s ) laa)
I recommend you to go to the library and to spend a quality time among thoughts
of authors.

To: Fla¥) A 5al culil yaay Sbaidy) olle & dagall alaall 22 8 aaldl
Gold is one of the important metals in the economic world and has an essential
impact on the market movement.
Step 1 is to transform the two short texts to Verb-Subject-Object order. The short
text T, already has a VSO order and T, is an equational (verbless) short text. As
described in chapter 2, the equational sentence is a sentence without a verb and its

structure consists of the subject and predicate.

Step 2 is to create the joint word set T for the short text T, and the short text T:
JOoMall aa)a cadl) adlgall (Jgie o ladl Wy led | el g AuSall | ) ol o) dlaail)
{3 5a¥) A8 jal | culi) @ ey Slaiiy) Glle | & degal)

Step 3 involves the calculation of the semantic similarity component (Ss), where the
semantic vectors for the two short texts T, and T, can be created from the joint word
set T and corpus statistics. Table 6.16 illustrates the process of the creation of the
semantic vector for T;. The first rightmost column in table 6.16 lists words in T
whilst the first row lists words in the short text T1. The words in the first column and

row are listed in the order as they occur in the joint word set T and the short text T;.
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Table 6.16 The Semantic Vector Creation Process.

i (w)
Weight [ 5 [ qanane [de 1] cod0 [ [ 8 [ 7 a6 [ S0 wa| 3 [y wmmn | )
100). 10%) wuthors | housks | emonz| = | time | gyt | tospend 111:]:::\- "o | 8| | Isomnm Joint word set (s#)
of quiity : 0 ou

T30 [ LoW| 000 | 000 | U0 | 000 | 000 | 000 | OO0 | 000 [ 000 | 000 | 000 ] LOD0 | Irecommend 2ol 1

wvou
03 [ TowW| 000 | 000 [ 000 [ 000 | 000 [ OO0 [ Um0 | 000 [ 000 [ 000 [Leee] 000 | 1o 73
0Rg | TaW| 0O | U0 | T00 [ 000 [ 000 [ OO0 | 000 | 000 [ OO0 | Tad | 000 | 000 | g 53
0078 ([ Tow0| U0 | U000 | 000 | 000 | 000 [ U400 [ 040 | 000 [ 1000 | 000 [ 000 | 000 | 1o a4
027 [Tow| OO0 | OO0 | U400 | 000 | 000 | 000 [ U0 | Looo | 000 | OO0 | 000 | U000 | thelbrary iEd 5
0397 | TaW| UW0 | U0 | T00 | 000 | 000 | 000 | Taod | 000 | OW0 [ 000 [ U0 | U0 | rospend o6
0035 Lo OO0 [ U0 | U0 | OO0 [ OO0 [Leoa| OO0 | OO0 [ OO0 [ OO [0 W | mi ]
0376 | LO00| OO0 | 000 | U0 | 000 | 1000 | 000 [ OO0 | OO0 | 000 [ 000 [ 000 | 0W | fme )
030 | TaW| 0W0 | U0 | T00 | T4 | 000 | 000 | OO0 | OO0 | UM [ 000 [ U0 | U0 | aqualty w590
907 |TaW| UW | U0 | 10 | 000 | 000 | OO0 | OO0 | 000 | W | 000 [ U0 | 00 | among =10
0197 |TOW| UW | 100 | 000 | 000 [ 00 [ OO0 [ U0 [ OO0 [ 00 | U0 [ UMW | U0 | thougtsof di= 11
0217 | LOW| 1000 | 000 | 000 | 000 | 000 | 000 | 000 | 000 | 000 [ 000 [ 000 | 000 | author 2w 12
0293 |TaW| 0W0 | U0 | 000 | 000 [ 000 | 000 | OO0 | 000 | OO0 [T@00| 000 | 00 | gold =B 13
0000 [UOW | 000 | OO0 | U0 | 000 | 000 [ 000 [ U0 [ 000 [ 000 [ 000 [ DO 000 | s
0000 [0 000 | 000 | 000 | 000 | 000 | 000 [ Um0 | 000 [ 000 [ 000 [ 000 | 000 | oneof
0477 [0&M| 000 [ 000 | 000 | 000 [ 000 | 000 [ 000 | 000 [ 000 063 ] 000 | 000 | medls
0000 (00| OO0 | 00U U0 | 000 | 000 [ 000 [ 040 | 000 [ 000 | 000 | 00 [ 000 | themmportamt “ed 17
0015 | Lo00| OO0 [ U0 | U0 | OO0 | 000 [ Leea| OO0 | OO0 [ OO0 [ 000 [ OO0 00 | m
0151 |[02% | 023 | 000 | 000 | 000 | 000 | OO0 [ OO0 | OO0 [ 000 | 000 [ UMW | U0 | world
0000 [0 000 | 000 | U0 | 000 | 000 | 000 [ U0 [ 000 [ 000 [ 000 [ 000 | 000 | economic
I I I B B e R R A
0000 |0 00| OO0 | U0 | U0 | U0 | OO0 | U407 | U0 | U0 [ U0 | OW0 | U0 | anessenial oo 22
0207 039 U0 | OO0 | U0 | U00 0393 | OO0 | U0 | 000 [ 000 [ OO0 | U90 | 0348 | movement
0000 | 000|000 | 000 | 000 | 000 | 000 | OO0 | OO0 [ OO0 | 000 [ 000 | 000 | U0 | themarkets ant 24

With regard to each word in the joint word set T, the cross point cell must be set to 1
if the same word occurs in the short text T1. If this is not undertaken, the cross point
cell of the most similar word should be set at its similarity value or O, reliant on
whether the highest similarity score exceeds the threshold of 0.2. For example, the
word 48 a1 “movement” is not in T1, but the most similar word is <& “time”, with a
similarity of 0.393. Thus, the cell at the cross point of movement and time is set to
0.393 as it exceeds the threshold of 0.2 and all other words are set to 0. The largest
value in each row is chosen to create the lexical vector s; for the T;. The leftmost
column lists the corresponding information content I(w) to weight the significance of
the word. Where each entry value of the lexical vector s; is weighted according to the
information content of w; (a word in the joint word set T) and W; (the associated
word in the short text T, that have the highest similarity score with w;). For this

example, the information content of w3 (3,1 “movement”) in T is I(wy3) = 0.614
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whilst for wg (<85 “time”) in Ty is I(Wg) = 0.338, where 1(w,3) * I(Wg) = 0.207. The
lexical vector cell s;(23) = 0.393 which is weighted by 0.393 * 0.207 = 0.081.

Consequently, the semantic vector for the short text T is:

si: {0.260, 0.025, 0.489, 0.078, 0.227, 0.394, 0.025, 0.376, 0.321, 0.074, 0.197,
0.212, 0.293, 0.0, 0.0, 0.267, 0.0, 0.025, 0.081, 0.0, 0.087, 0.0, 0.081, 0.0}.

In accordance with the same process, the semantic vector for the short text T is:
s,: {0.059, 0.0, 0.293, 0.0, 0.036, 0.0, 0.025, 0.081, 0.0, 0.0, 0.046, 0.081, 0.179,
0.081, 0.144, 0.363, 0.154, 0.025, 0.107, 0.149, 0.716, 0.177, 0.113, 0.138}.

Using s; and s, the semantic similarity between T, and T is Ss= 0.463.

Step 4 includes the calculation of the word order similarity component (S;). The

word order vectors were similarly derived, the word order threshold was set to 0.4.

rn:{123456789101112300307120000 0}
r,{001000600007123456789 10 11 12}

Using r; and ry, the word order similarity is S; = 0.297
Finally, the overall semantic similarity between Ty and T, is 0.44.

This pair of short texts was rated very low (unrelated in meaning 0.02) by
participants as shown in table 6.14 whilst the NasTa-A gave it a medium similarity
value (0.44). An explanation is provided through looking at the table 6.16. As can be
observed, the cell at the cross point of the verb “go” in the short text T, and the noun
“gold” in the joint word set T is set to 1 (high similarity value). The reason of that the
verb “go” and the noun “gold” have the same form which is <&, The NasTa-A
ignores the POS and considers (<3 “go” and <3 “gold”) as the same word which
gives a high similarity value between the compared words. For the same reason
(consider the verb <2 “go” as a noun by the NasTa-A which mean a “gold”), the cell
at the cross point of the verb “go” in the short text T; and the noun “metals” in the

joint word set T is set to 0.634 (high medium similarity value).

Furthermore, the cell at the cross point of the word (il “authors™ in the short text
T, and the word ale “world” in the joint word set T is set to 0.536 (high medium
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similarity value). Due to missing diacritics described in chapter4, the Arabic word
Al offers multiple meanings which mean Ale Aalam “world” or A Aalim
“scientist”. The NasTa-A relied largely on computing the similarity between the
nouns in both short texts but did not take the context in which they occur into
account. In this case, the comparison between the word ¢85« “authors” and the word
e as a “scientist” gave a high medium similarity value and thus affects the final

short text similarity score which gave a similarity value far from human ratings.

These two issues affected the performance of the NasTa-A which obtained a
correlation significantly below the average of the correlation of human performance
on the ASTSS-68 dataset.

6.3.3 Evaluation of the NasTa-F

This section describes the evaluation process of the NasTa-F algorithm which was
created to address the weakness of the NasTa-A algorithm (understanding context
within a short text structure and the use of POS rather than nouns) described in
section 6.3.2. Experimental results in section 6.3.2 offered evidence that the presence
of word order similarity has no influence on the performance of the NasTa-A
algorithm. The initial decision was to remove the word order similarity component
from the NasTa-F algorithm; however calculation of the short text similarity based
on POS and WSD may enhance the performance of word order component and thus
enhance the overall performance of NasTa-F algorithm. In this case, the evaluation
process has three aims including:

1. Identification of the quality of NasTa-F by means of an investigation of its

performance compared with human perception using the ASTSS-68 dataset.

2. Investigation of the influence of word order similarity in the NasTa-F via

comparing its performance with and without the word order component.

3. Determination of whether a combination should be used profitably in NasTa

framework by means of comparing the performance of NasTa-A and NasTa-F.
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6.3.3.1 Evaluation Methodology and Results

The evaluation methodology involved the determination of the optimal parameter
values of the NasTa-F algorithm and the application of the ASTSS-68 dataset pairs
on the NasTa-F algorithm without the word order similarity component. In this case,

the short text similarity was calculated based on POS, WSD and semantic similarity.

Chapter 4 presented a new WSD algorithm, namely AWSAD, which was created to
disambiguate all the words in the Arabic short text in order to improve the NasTa
performance. As described in chapter 2, the evaluation process of the WSD
algorithm performance requires Arabic manually sense-tagged corpora. There is no
machine method to automate sense-tagging in an Arabic corpus and human sense-
tagging is labour intensive. It requires a human expert to be very familiar with each
Arabic word’s definition. Diab et al. (2007) presented an Arabic all-words sense
annotated set in running text but it was not available from the authors for the purpose
of research. Consequently, it was decided to evaluate the AWSAD algorithm
indirectly with respect to its performance within the NasTa-F algorithm. This was
feasible because every other component of NasTa-F had been evaluated in isolation
as well as within NasTa-F, avoiding confounding factors. The main idea behind this
evaluation method is: the success rate of NasTa-F should increase as the AWSAD

algorithm performance gets better.

The first step of the evaluation methodology of the NasTa-F algorithm is to select its
parameters’ values. For the AWSAD algorithm, the important parameter is the
window size. Two different kinds of benefit can be acquired by adjusting the size of
the context window. Selection of a large window, (for example, more than five
words where the target word in the middle), means more words will be considered to
each sense of the target word, thus increasing the likelihood of ascertaining a sense
of the target word which bears a close relationship to one or more context window
word senses. However, where a small size window is in existence (e.g., three words
only, one on each side of the target word), the outcome arises that very few words
can be considered for each target word sense. As a result, it is to be expected that the
algorithm will locate more appropriate matches. Words closer to the target word are

more likely to be related than those which are further from the target word, thus
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usage of a small context window may well result in fewer irrelevant words being
used. Also the use of a small window results in the WSD algorithm running much
faster as fewer comparisons are made. The window sizes used in this section are 3, 5
and 7.

The second parameter of the NasTa-F is the semantic threshold for the semantic
vector derivation. The value selected for this parameter is 0.2 was identified in the
NasTa-A evaluation process (section 6.3.2). Also, the Arabic noun (KalTa-A)
measure was used to calculate the similarity between pairs of nouns and the Arabic
verb (KalTa-F) measure with its pre-determined optimal parameter values (a = 0.2
and B = 0.459) was used to calculate the similarity between two verbs. These optimal

values were established in chapter 5.

As described in chapter 2, the Arabic content words were classified by traditional
Arabic linguistics into verbs and nouns (including adjectives and adverbs) whilst
modern linguistics classifies the content words into nouns, verbs, adjectives and
adverbs. In this section the AWSAD algorithm is performed based on the two
different classification methods in order to investigate the influence of each

classification on the performance.

In the second step of the evaluation methodology, the short text pairs on the ASTSS-
68 dataset were run using the NasTa-F algorithm in order to produce the machine
similarity ratings in the range from 0 to 1. The machine similarity ratings were
produced for the window sizes 3, 5 and 7 and based on the modern classification of
POS. Table 6.17 shows the human similarity ratings with the corresponding machine
similarity ratings produced by NasTa-F on the ASTSS-68 dataset. In table 6.17, the
second column represents the human similarity ratings which were rescaled from O -
4 to 0 — 1 for the purpose of comparison. The third column represents the machine
ratings produced using the window size 3 whilst the last two columns represent the
machine ratings generated using the window sizes 5 and 7 respectively (MR means

the machine similarity ratings).

In accordance with the same procedure, the machine similarity ratings were produced
for the window sizes 3, 5 and 7 and based on the traditional classification of POS.

The results of this experiment are presented in table 6.18.
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Table 6.17 Short Text Similarity Ratings for ASTSS-68 dataset from Human and NasTa-F

without word order based on Modern classification with different window sizes.

ST | Human | MR MR MR ST Human | MR MR MR
Pairs | Ratings | Size3 | Size5 | Size7 ||| Pairs | Ratings | Size3 | Size5 | Size7
1 095 | 0.66 | 066 | 0.66 35 0.97 090 | 088 | 0.88
2 085 | 076 | 073 | 0.73 36 0.93 058 | 051 | 0.33
3 053 | 031 | 028 | 028 37 0.60 024 | 024 | 024
4 042 | 026 | 025 | 0.24 38 0.47 041 | 037 | 0.33
5 000 | 019 | 019 | 0.19 39 0.58 053 | 053 | 050
6 002 | 006 | 002 | 0.02 40 0.05 020 | 020 | 0.19
7 086 | 0.69 | 067 | 068 41 0.01 022 | 007 | 007
8 000 | 076 | 075 | 0.75 42 0.87 075 | 0.68 | 0.66
9 0.95 0.68 | 0.68 0.68 43 0.95 0.75 075 | 0.62
10 060 | 041 | 042 | 042 44 0.65 052 | 024 | 022
11 0.33 034 | 034 | 034 45 0.37 031 | 028 | 028
12 001 | 011 | 011 | 011 46 0.00 012 | 006 | 0.06
13 0.06 020 | 018 | 0.20 47 0.26 037 | 037 | 038
14 096 | 080 | 056 | 0.56 48 0.02 011 | 013 | 0.11
15 083 | 0.68 | 060 | 0.68 49 0.94 058 | 058 | 0.58
16 089 | 072 | 072 | 072 50 0.89 080 | 0.80 | 0.78
17 059 | 052 | 053 | 0.48 51 0.48 052 | 048 | 051
18 036 | 063 | 048 | 046 52 0.50 0.4 04 | 028
19 002 | 010 | 010 | 0.0 53 0.01 008 | 000 | 0.0
20 001 | 0.03 | 003 | 004 54 0.03 031 | 028 | 031
21 075 | 058 | 047 | 053 55 0.01 001 | 001 | 001
22 081 | 070 | 071 | 069 56 0.81 058 | 0.65 | 0.66
23 053 | 0.60 | 062 | 059 57 0.94 04 | 038 | 0.38
24 063 | 063 | 058 | 059 58 0.34 014 | 014 | 0.14
25 043 | 041 | 032 | 032 59 0.35 033 | 034 | 0.33
26 000 | 013 | 002 | 0.02 60 0.00 013 | 011 | 011
27 001 | 014 | 014 | 0.05 61 0.01 015 | 0.13 | 0.13
28 084 | 067 | 067 | 067 62 0.17 017 | 017 | 017
29 088 | 072 | 029 | 0.29 63 0.89 059 | 058 | 057
30 084 | 056 | 056 | 0.62 64 0.93 066 | 0.67 | 0.66
31 056 | 055 | 055 | 0.55 65 0.52 029 | 036 | 0.36
32 045 | 011 | 014 | 0.12 66 0.30 054 | 050 | 0.50
33 0.05 010 | 010 | 0.10 67 0.01 010 | 011 | 0.10
34 001 | 013 | 013 | 0.13 68 0.03 012 | 012 | 012
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Table 6.18 Short Text Similarity Ratings for ASTSS-68 dataset from Human and NasTa-F
without word order based on Traditional classification with different window sizes.

ST | Human MR MR MR ST Human MR MR MR
Pairs | Ratings | Size3 | Size5 | Size7 J Pairs | Ratings | Size3 | Size5 | Size 7
1 0.95 0.66 0.66 0.66 35 0.97 0.9 0.88 0.88
2 0.85 0.76 0.73 0.73 36 0.93 0.58 0.51 0.33
3 0.53 0.31 0.28 0.28 37 0.60 0.24 0.24 0.24
4 0.42 0.26 0.25 0.24 38 0.47 0.56 0.37 0.37
5 0.00 0.21 0.19 0.19 39 0.58 0.53 0.53 0.5
6 0.02 0.05 0.02 0.02 40 0.05 0.2 0.2 0.19
7 0.86 0.69 0.66 0.65 41 0.01 0.22 0.07 0.07
8 0.90 0.76 0.75 0.75 42 0.87 0.67 0.68 0.68
9 0.95 0.68 0.68 0.68 43 0.95 0.75 0.75 0.62
10 0.60 0.42 0.43 0.43 44 0.65 0.52 0.24 0.22
11 0.33 0.34 0.34 0.34 45 0.37 0.31 0.28 0.28
12 0.01 0.11 0.11 0.11 46 0.00 0.12 0.06 0.06
13 0.06 0.2 0.18 0.2 47 0.26 0.37 0.37 0.38
14 0.96 0.77 0.56 0.72 48 0.02 0.11 0.11 0.11
15 0.83 0.68 0.6 0.68 49 0.94 0.58 0.58 0.58
16 0.89 0.72 0.72 0.72 50 0.89 0.8 0.8 0.78
17 0.59 0.58 0.4 0.48 ol 0.48 0.52 0.48 0.51
18 0.36 0.66 0.48 0.46 52 0.50 0.4 0.4 0.28

19 0.02 0.1 0.1 0.1 53 0.01 0.08 0 0

20 0.01 0.03 0.03 0.04 54 0.03 0.28 0.32 0.31
21 0.75 0.51 0.53 0.53 85 0.01 0.01 0.01 0.01
22 0.81 0.7 0.71 0.69 56 0.81 0.62 0.66 0.65
23 0.53 0.56 0.62 0.54 57 0.94 0.39 0.38 0.4
24 0.63 0.63 0.58 0.59 58 0.34 0.14 0.14 0.14
25 0.43 0.34 0.34 0.34 59 0.35 0.34 0.29 0.32
26 0.00 0.13 0.02 0.02 60 0.00 0.13 0.13 0.11
27 0.01 0.14 0.14 0.05 61 0.01 0.15 0.15 0.13
28 0.84 0.67 0.67 0.67 62 0.17 0.17 0.17 0.17
29 0.88 0.72 0.29 0.29 63 0.89 0.59 0.58 0.57
30 0.84 0.56 0.62 0.56 64 0.93 0.66 0.66 0.67
31 0.56 0.55 0.55 0.55 65 0.52 0.29 0.36 0.36
32 0.45 0.11 0.14 0.12 66 0.30 0.54 0.5 0.5
33 | 005 0.1 0.1 01 [ 67 0.01 009 | 011 | 0.09
34 0.01 0.13 0.13 0.13 68 0.03 0.12 0.12 0.12

6.3.3.2 Discussion

The consistency of NasTa-F algorithm with human perception was identified by

computing the correlation coefficient between the average ratings of human

participants on the ASTSS-68 dataset and the machine ratings obtained from the
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NasTa-F for each window size as shown in Table 6.19. Figure 6.8 shows the

performance of NasTa-F with respect to different POS classifications and different

window sizes. Also figure 6.8 compares between the performances of NasTa-F

algorithm with the average of human participants.

Table 6.19 The Performance of NasTa-F without word order on the ASTSS-68 dataset.

Average Human

Wsize 3

Wsize 5

NasTa-F with Different Window sizes

On the ASTSS-68 dataset Correlation Comments
r
Average of the correlation of all participants 0.892
Best participants 0.970
NasTa-F algorithm / modern POS 0.901 Window size 3
classification 0.883 Window size 5
0.869 Window size 7
NasTa-F algorithm / traditional POS 0.897 Window size 3
classification 0.882 Window size 5
0.875 Window size 7
0.91
0.901 @ Modern
0.9 0.897
» @ Traditional
S 089
5 0.883 0.882
L o088
S
O 4y
2
S 086
()
[a
0.85

Wsize 7

Figure 6.8 the performance of NasTa-F without word order vs. different POS

classification and different window sizes.

Figure 6.8 indicates that the performance of the NasTa-F algorithm with window size

3 achieved good correlations with the human ratings for both modern and traditional

POS classifications which obtained correlations 0.901 and 0.897 respectively.

Increasing the size of the context windows reduced the performance of the NasTa-F
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which achieved correlations below the average of the correlation of the human
performance as shown in figure 6.8 and table 6.19. This result confirms the
assumption that words closer to the target word are more likely to be related than
those which are further from the target word, thus usage of a small context window
may well result in fewer irrelevant words being used as well as being

computationally more efficient.

The NasTa-F based on the modern POS classification achieved a best correlation (r =
0.901) among others. The NasTa-F is performing well at (r = 0.901) with the average
value of the correlations of human participants (r = 0.892). Figure 6.9 shows the
correlation between the NasTa-F and human ratings on the ASTSS-68 dataset.
Furthermore, the performance of the NasTa-F was substantially better than the worst

human (lower bound) performance at (r = 0.80).
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Human Ratings

Figure 6.9 The Correlation between the Human Ratings and the NasTa-F without
Word Order (window size 3).

6.3.3.3 Evaluation of NasTa-F with the Word Order

This section describes the evaluation process of the NasTa-F with the word order
component to investigate its influence in the NasTa-F via comparing its performance
with and without the word order component. In this case, the NasTa-F calculates the
short text similarity based on the POS, WSD, semantic similarity and the word order

similarity.
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The evaluation methodology consisted of two steps. These are the determination of
the optimal parameter values of the NasTa-F algorithm and the application of the
ASTSS-68 dataset pairs on the NasTa-F algorithm with the word order similarity
component. For the first step, NasTa-F requires determining the optimal values for
four parameters before use. These are the window size for AWSAD, a threshold for
the semantic vector derivation, a threshold for the word order vector formation and &
for adjusting the relative contributions of semantic and word order information to the

final NasTa-F calculation.

In accordance with the same procedure used in optimising the NasTa-A algorithm
parameters section (6.3.2.4), the ASTSS-21 set was used to determine the optimal
parameter values for the NasTa-F algorithm. For the same consideration described in
section (6.3.2.4), the initial values were given to each of the NasTa-F parameters
whereby the initial value given to the semantic threshold parameter is 0.20, the word

order threshold parameter is 0.30, the window size 3 and & is 0.55.

Given the initial value of each parameter, the short text pairs on the ASTSS-21set
were run using the NasTa-F with the word order to produce machine similarity
ratings in a range of 0 to 1. The correlation coefficient between the human ratings of
ASTSS-21set and those obtained from the NasTa-F was computed. The values of the
Arabic algorithm parameters were changed to obtain a set of correlation coefficients.
The increasing step for 6, semantic and word order thresholds parameters was 0.05

whilst the window size parameter was changed to 5 and 7.

The parameters with the strongest correlation coefficient were considered as the
optimal parameters. In this experiment, the strongest correlation coefficient was
obtained at & = 0.55, the semantic threshold = 0.2, the word order threshold = 0.70

and the window size =3.
Using the optimal parameter values, the short text pairs on the ASTSS-68 dataset

were run using the NasTa-F algorithm in order to produce the machine similarity

ratings in the range from 0 to 1.

208



The NasTa-F algorithm with the word order achieved a correlation (r = 0.876) below
the correlation achieved by NasTa-F without the word order (r = 0.901) on the
ASTSS-68 dataset. The results indicate that the presence of the word order similarity
component has reduced the performance of the NasTa-F algorithm. Consequently the
decision was made to remove the word order component from the NasTa-F algorithm

and the short text similarity is calculated based POS, WSD and sematic similarity.

6.3.3.4 Comparison with the NasTa-A Performance

Steiger’s z-test was used to compare the difference between the performance of the
NasTa-F and NasTa-A algorithms on the ASTSS-68 dataset. Using Steiger’s z-test

requires the construction of a correlation triangle (3 correlations) between:

NasTa-A ratings vs. Human ratings = 0.785

NasTa-F ratings vs. Human ratings = 0.901

NasTa-A vs. NasTa-F = 0.841

n = 68 (the number of short text pairs in the ASTSS-68 dataset)

Applying the test (using the online calculator which was available at (Grabin, 2013))
indicates that the difference between NasTa-F and NasTa-A is statistically significant
(Z2=-3.52,p<.001).

This result indicates that extension of the NasTa-A algorithm for understanding
context within a short text structure (by performing the Arabic WSD) and the use of
POS other than nouns improved the algorithm performance. The NasTa-F algorithm
has succeeded in obtaining similarity values close to human ratings for many short
text pairs in each similarity range that the NasTa-A algorithm failed to obtain, as
shown in figure 6.10 and table 6.20. Figure 6.10 shows the difference between the
correlations achieved by the NasTa-A and the NasTa-F on the ASTSS-68 dataset.
Table 6.20 presents the human similarity ratings with the corresponding machine
similarity ratings produced by NasTa-A and NasTa-F algorithms on the ASTSS-68
dataset. As shown in figure 6.10 and table 6.20, the short text pairs rated high by
participants such as (1, 14, 16, 21, 22, 28, 29, 50, 63, and 64) obtained low similarity

or low medium similarity values by the NasTa-A whilst the NasTa-F improved the
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similarity score and gave values close to human ratings. Also the NasTa-F obtained
values closer to human ratings from many pairs that rated low or medium by
participants such as (67, 60, 59, 55, 48, 41, 39, 31, 27, 24, 17 and 10 ) whilst the
NasTa-A failed.
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Figure 6.10 the correlations achieved by NasTa-A algorithm and NasTa-F algorithm
on ASTSS-68 dataset.
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Table 6.20 Short Text Similarity Ratings for ASTSS-68 dataset from Human, NasTa-A

and NasTa-F.

ST | Human | NasTa-A NasTa-F ST | Human | NasTa-A NasTa-F
Pairs | Ratings | Ratings Ratings [f Pairs | Ratings | Ratings Ratings
1 0.95 0.54 066 || 35 0.97 0.90 0.90
2 0.85 0.73 0.76 36 0.93 0.58 0.58
3 0.53 0.45 0.31 37 0.60 0.26 0.24
4 0.42 0.34 0.26 38 0.47 0.53 0.41
5 0.00 0.22 0.19 39 0.58 0.20 0.53
6 0.02 0.19 0.06 40 0.05 0.19 0.20
7 0.86 0.68 0.69 41 0.01 0.32 0.22
8 0.90 0.75 0.76 42 0.87 0.75 0.75
9 0.95 0.61 0.68 43 0.95 0.71 0.75
10 0.60 0.35 0.41 44 0.65 0.57 0.52
11 0.33 0.30 0.34 45 0.37 0.35 0.31
12 0.01 0.14 0.11 46 0.00 0.04 0.12
13 0.06 0.22 0.20 47 0.26 0.34 0.37
14 0.96 0.53 0.80 48 0.02 0.27 0.11
15 0.83 0.69 0.68 49 0.94 0.54 0.58
16 0.89 0.25 0.72 50 0.89 0.61 0.80
17 0.59 0.40 0.52 51 0.48 0.51 0.52
18 0.36 0.56 0.63 52 0.50 0.40 0.40
19 0.02 0.12 0.10 53 0.01 0.00 0.08
20 0.01 0.08 0.03 54 0.03 0.14 0.31
21 0.75 0.38 0.58 55 0.01 0.38 0.01
22 0.81 0.66 0.70 56 0.81 0.72 0.58
23 0.53 0.45 0.60 57 0.94 0.37 0.40
24 0.63 0.44 0.63 58 0.34 0.28 0.14
25 0.43 0.45 0.41 59 0.35 0.44 0.33
26 0.00 0.16 0.13 60 0.00 0.21 0.13
27 0.01 0.28 0.14 61 0.01 0.17 0.15
28 0.84 0.53 0.67 62 0.17 0.17 0.17
29 0.88 0.62 0.72 63 0.89 0.40 0.59
30 0.84 0.46 0.56 64 0.93 0.45 0.66
31 0.56 0.43 0.55 65 0.52 0.21 0.29
32 0.45 0.27 0.11 66 0.30 0.50 0.54
33 0.05 0.11 0.10 67 0.01 0.44 0.10
34 0.01 0.17 0.13 68 0.03 0.04 0.12

Table 6.21 shows the difference between the performances of NasTa algorithms by
means of comparison their performance with the average of the correlation of human
participants. Whereby the performance of the NasTa-A at (r =0.785) was
significantly below the average of human performance at (r = 0.892) and also below

211



the worst participants at (r = 0.80). Whilst the NasTa-F was performing well at (r =
0.901) with the average of human and also it was substantially better than the worst

participants.

Table 6.21 The Performance of NasTa-A and NasTa-F Algorithms on the ASTSS-68

Dataset
On the ASTSS-68 Dataset Correlation r
NasTa-A algorithm 0.785
NasTa-F algorithm 0.901
Average of the correlation of all participants 0.892
Best participants 0.970
Worst participants 0.80

Returning to the example in section 6.3.1.1 of the short text pair number 67 selected
from the ASTSS-68 dataset (for the purpose of comparison with the NasTa-A

performance), the NasTa-F calculates the short text similarity as follows:

Ta: cpilsall Jsie o ladls Uy Lo oy d0€a) ) ca s o)) aal
I recommend you to go to the library and to spend a quality time among thoughts
of authors.

To! Ble¥) A8l culid yaag dbaid¥ olle A dagal) alaal) 2a) g8 Caaldl)
Gold is one of the important metals in the economic world and has an essential
impact on the market movement.

Stepl includes assigning the POS to every word in the input short texts and

determining the lemma for each word in the two short texts.
Step 2 involved disambiguating each word (nouns and verbs) in the two short texts.
Each word is paired with the correct sense assigned to this word by the AWSAD

algorithm.

Step 3 is to create the joint word set T for the short text T1 and the short text T2:
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{00l aa) sa caadll cdluall (Jgie g Ladl U8y Led | a9 AiSall | ) cadi o) dlaiall
Ol s¥) A8l sulil djaa g dlaidy) Glle | 8 dagall}

Step 4 involves the calculation of the semantic similarity component (Ss), where the

semantic vectors for the two short texts T, and T, can be created from the joint word

set T and corpus statistics. Table 6.22 illustrates the process of the creation of the

semantic vector for T,. The rightmost column in table 6.22 lists words in T whilst the

first row lists words in the short text T1. The words in the first column and row are

listed in the order as they occur in the joint word set T and the short text T;.

Table 6.22 The Semantic Vector Creation Process

T, (w)
Weight | g | atans [ 1] o0 [ | S8 a7 | a6 [S0° | 24| ° [ g2 il :
10w). 107) authors | thoushts [ emong| s | fme | gt | tospend hbr:“ e | 5| 1 Joint “:ord set
of quality : 20 ﬁ“"mﬂ (%)
you
0260 | 1000 000 000 | 000 | 000 | 000 | 0.00 | 000 | 000 | 000 | 000 | 000 | 1.000 | Irecommend == 1
vou

0025 [ 1L000| 000 TO0 | 000 [ 000 | 000 | 000 | U0 | 000 [ 000 | 000 [1e00] 000 | to B
0480 [ 1.000 | 000 00 | 000 [ 000 | 0.00 [ 000 | 000 | 000 [ 000 | 1,000 | 0.00 | 0.0 % AL 3
0078 [ 1000 | 000 00 | U0 | 00 | 000 | 000 [ 000 | 000 [ 1.000 | 000 [ 000 [ 000 | to a4
0227 (1000 000 00 | 000 | 000 | 000 [ 000 | U0 | 1000 | 000 | 000 [ 000 | OO0 | thelbrary iEd 3
0394 [ 1000 | 000 00 [ 000 | 000 | U00 | 000 | 1.000 | U000 | UU0 | OO0 | 000 [ 000 tospend s 6
0025 | 1000 000 00 [ U000 [ U00 | 000 | 1000 OO0 | OO0 [ 000 [ 000 [ 000 | 000 | mit @]
0376 | 1000 000 TO0 | 000 [ U00 [ 1,000 | 00 | 000 | U00 [ OO0 [ 000 [ 000 | 000 | time 5, 8
0321 | Looo | 000 00 | U0 [ 1,000 | 000 | 000 | 000 | 000 | U00 | OO0 | 000 [ U0 aquality =0
0074 (1000 000 00 [ 1,000 | 000 | 000 | 000 | 000 | 000 | 000 [ 000 | 000 [ 000 among = 10
0197 | 1000 000 | 1000 | U0 | U0 | U000 | 000 | UU0 | 000 | 000 | 000 [ 000 [ U0 thoughts of U= 11
0212 | 1000 1000 | 000 | U00 | 000 | 000 | 000 [ U00 | 000 | 000 | 000 [ 000 [ U0 anthors 23 12
0.000 (0000 000 00 | 000 [ 000 | 000 [ 000 | 000 | U00 [ 000 | 000 | 000 | 000 old =313
0,000 (0000 | 000 00 | 000 | 00 [ 000 | 000 | 000 | 000 | U00 | 000 | 000 [ 000 = T
0,000 ([ 0000 [ 000 000 | 000 | 000 | 000 | 000 | 000 | 000 [ 000 [ 000 [ 000 | 000 | oneof = 15
0.000 [ 0.000 000 U0 | 000 | 000 | 000 [ 000 [ U0 [ 000 [ 000 [ 000 | 000 [ OO0 | metals ol 16
0,000 (0000 | 000 00 | 000 | 000 | 000 | 000 | 000 | 000 | U00 | 000 | 000 [ OO0 | theimportant el 17
0025 | 1000 000 00 [ 000 [ U00 | 000 [ L.000| 000 | OO0 [ 000 [ 000 [ 000 | 000 | m 218
0.000 | 0.00 | 0.0 00 [ 000 [ U00 | 000 | 000 | UO0 | OO0 [ 000 [ 000 [ 000 | U0 | world KPRT)
0,000 (0000 | 0.00 000 | 000 | 000 | 000 [ 000 | 000 | 000 | 000 | 000 [ 000 | 000 | ecomomic 3-=1120
0404 (0215 000 TO0 | 00 | 000 | 00 | 00 | 000 | 0215 | 000 | U0 [ U0 | 000 |impact  2pual
0,000 [ 0000 000 T00 | 000 | 000 | U00 | 000 | 000 | U0 | 000 | 000 | 000 | 00 | apessential ol 22
0.000 || 0000 000 TU0 | 000 [ 000 | 000 | 000 | U0 | 000 | 000 | 000 [ 000 [ 0000 | movement E423
0,000 (0000 | 000 000 | 000 | 000 | 0.00 [ 000 | 000 | 000 | 000 | 000 [ 000 | 000 | the markets 351 24

For each word in the joint word set T, if the same word occurs in the short text T,

and they have the same POS then set the cross point cell to 1. For example, the word

sl (1 recommended you) appeared in T and T (same form and POS) and the cell

is set to 1, as shown in table 6.22.
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For each word in the joint word set T, if the word has the same lemma and POS with
any word in the short text T then set the cross point cell to 1. For example, the word
number 18 in the T 4 “in” and the word number 7 in T; &2 “in it”, they have the
same lemma & and the same POS (preposition). Thus the cell at the cross point is set
to 1.

If the word has the same lemma with any word in the short text T, but different POS
then set the cross point cell to 0. For example, the noun «a3ll “gold” and the verb
< Xi “g0”, they have the same lemma <42 but different POS (noun “gold” and verb
“g0”) so the cell at the cross point is set to 0. These two words were considered as

the same word in the NasTa-A algorithm and the cell at the cross point was set to 1.

Otherwise, the cell at the cross point of the most similar word (same POS either pair
of nouns or verbs) is set to their similarity value or O (different POS), reliant on
whether the highest similarity score exceeds the threshold of 0.2. The KalTa-A and
KalTa-F measures calculated the similarity between two nouns or verbs using the

correct sense assigned to each word in T and T; by the AWSAD algorithm.

For example, the word number 19 in T ale offers multiple meanings which mean ale
Aalam “world” or alle Aalim “scientist”. The correct sense assigned to this word by
AWSAD is ale Aalam “world” and there is no similarity between this word and any
word in the T so is set to 0. The NasTa-A algorithm calculated the similarity without
WSD and considered the word ale as “scientist” not “world” and gave a high
medium similarity with the word authors. For the same reason (using the correct
sense), the cell at the cross point of the word 4S_al “movement” and "5 “time” is set
to 0 whilst the NasTa-A gave a medium similarity value between them.

Also the NasTa-A considered the word «#3i “go” as a noun (gold) and gave a high
medium similarity with the word metals whilst the NasTa-F considered them have
different POS and the cell is set to 0. For the same reason, the (different POS) the
cell at the cross point of the word 4<_s! “movement” and <~=il “I recommended

you” is set to 0 whilst the NasTa-A gave a medium similarity value between them.
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Step 5: The largest value in each row is chosen to create the lexical vector s; for the
T1. The leftmost column lists the corresponding information content to weight the

significance of the word. Consequently, the semantic vector for the short text T is:

s;: {0.260, 0.025, 0.489, 0.078, 0.227, 0.394, 0.025, 0.376, 0.321, 0.074, 0.197,
0.212, 0.0, 0.0, 0.0, 0.0, 0.0, 0.025, 0.0, 0.0, 0.087, 0.0, 0.0, 0.0}.

In accordance with the same process, the semantic vector for the short text T is:
s.: {0.0, 0.0, 0.0, 0.0, 0.087, 0.0, 0.025, 0.0, 0.0, 0.0, 0.0, 0.0, 0.179, 0.081, 0.144,
0.363, 0.154, 0.025, 0.107, 0.149, 0.716, 0.177, 0.113, 0.138}.

Using s; and s, the semantic similarity between T, and T, is Ss= 0.10.

The NasTa-F gave this short text pair (number 67) a very low similarity value (0.10)
which was very closer to the human assessment (0.02). Whilst the NasTa-A gave this

pair of short text a medium similarity value (0.44) as shown in table 6.20.

This result indicates that the calculation of the Arabic short text semantic similarity
based on the POS and AWSD improved the performance of the NasTa and this

combination should be used profitably in the NasTa framework.

6.4 Conclusions

This chapter has described the production of the first Arabic short text benchmark
dataset (ASTSS-68) with its creation methodology. The motivation of the creation of
this dataset was to evaluate the Arabic short text similarity framework (NasTa)
presented in chapter 4. It is expected that ASTSS-68 will make a substantial
contribution to future work in the field of Arabic short text semantic similarity and
hopefully it will be considered as a reference basis from which to evaluate and

compare different methodologies in the field.

The creation methodology involved two experiments: the first was to produce the

materials and the second was to collect human ratings. The experiment to create the

215



materials included selecting the set of 68 stimulus words covered a range of Arabic
language features by means of populating a sampling frame, generating a database of
1088 Arabic short texts using a sample of 32 native Arabic speakers with a capacity
for creative writing and finally, selecting the set of 68 short text pairs from the
database which covered a varying range of similarity. This was followed by selecting
a set of short text pairs nominated by three judges from the database which pilot
ratings by a small sample of human participants in order to select the final set with

greater confidence before running the rating experiment.

Human ratings were collected for 68 short text pairs in accordance with the same
procedure used to collect human ratings in Noun and Verb datasets (chapter 5). The
sample of participants used in this experiment was selected to achieve a balance and
also representation of the human population. Good care was taken to control the
distribution of the participants’ age, academic background, educational level and
gender. The results of this experiment were reported using Pearson correlation
coefficients. The average of the correlation of all participants was calculated and this
can be used to assess the performance of a computational method attempting to

perform the same task.

This chapter also described the evaluation procedure of NasTa which consisted of

four major steps:

Step 1 included creation of an optimization dataset in order to determine the optimal
parameter values of the NasTa. A set of 21 short text pairs (ASTSS-21) with human
ratings covering a varying range of similarity was created using the rest of the short
text pairs nominated by three judges in ASTSS-68 dataset.

Step 2 included evaluation of the NasTa-A algorithm as created in the first phase of
the NasTa framework development process. The evaluation methodology included
determination of the optimal parameter values of the NasTa-A algorithm using the
ASTSS-21 dataset and the application of the ASTSS-68 dataset pairs on the NasTa-A
algorithm. The optimal value of the semantic threshold parameter was 0.2 and the &
parameter was 1 whilst the optimal parameter values used with Arabic noun (KalTa-

A) measure were o = 0.12 and B = 0.21. The results of the evaluation process
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indicated that the NasTa-A algorithm performed significantly below the average
human performance. Two issues affected the performance of NasTa-A. It focused on
the similarity of nouns only and did not take the context in which the nouns occur
into account. Additionally, the evaluation methodology included investigation of the
influence of word order similarity in the NasTa-A algorithm. The result from
Steiger’s z-test indicated that the word order similarity had no influence on the

performance of the NasTa-A algorithm.

Step 3 included the evaluation of the NasTa-F algorithm which was evaluated in
accordance with the same procedure used to evaluate the NasTa-A algorithm. The
optimal parameter values of NasTa-F were determined. The semantic threshold was
0.2, the word order threshold was 0.70 and the & parameter was 0.55 whilst the
optimal parameter values used with Arabic verb (KalTa-F) measure were o= 0.2 and
B = 0.459. The window sizes tested with WSD algorithm were 3, 5 and 7. The
performance of NasTa-F algorithm with and without the word order was also
investigated. The NasTa-F with window size 3 and without the word order
component achieved a best correlation performing well compared with the average
human performance. The presence of the word order component reduced the
performance of the NasTa-F algorithm. Consequently, the decision was made to

remove the word order component from the NasTa-F algorithm.

Step 4 involved the determination of which combination should be used profitably in
NasTa framework. Steiger’s z-test was used for this purpose and the results indicated
that the NasTa-F algorithm performed better than the NasTa-A algorithm. The
improvement achieved was statistically significant at P < 0.001. The results also
indicated that the ratings from the computational short text semantic similarity can be
improved by means of understanding context within a short text structure and the use

of POS other than nouns.
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Chapter 7

7.1 Summary of Contributions

Conclusions and Future Work

The contribution of the work in this thesis falls into three areas: Arabic semantic

similarity measures, Arabic Word Sense Disambiguation (WSD) and Arabic

semantic similarity resources. Figure 7.1 presents the contributions of this work in

each area.
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Figure 7.1 The Contributions of this Work in different areas.

As shown in figure 7.1, the main contribution of the work in this thesis is the

presentation of a novel framework (NasTa) for developing an Arabic Short Text

Semantic Similarity (STSS) measure which calculates the similarity between two

short texts based on POS, Arabic WSD and semantic similarity. The modularity of
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the framework allows new or improved components to be incorporated in framework

in future. This contribution falls into the Arabic semantic similarity measure area.

Many Arabic applications can benefit from the use of an Arabic STSS measure such

as Conversation Agents, Text Mining and Information Retrieval. Other original

contributions include:

1. Arabic Semantic Similarity Measures

A novel Arabic Noun Semantic Similarity measure (KalTa-A) to identify the
similarity score between two Arabic nouns.

A novel Arabic Verb Semantic Similarity measure (KalTa-F) to calculate the
similarity between pairs of Arabic verbs.

A novel algorithm (KalTa-AF) was presented to identify the similarity score
between two words which had a different POS, either a pair comprising a
noun and verb or a verb and noun. This algorithm was developed to perform

Arabic WSD based on the concept of noun semantic similarity.

2. Arabic Semantic Similarity Resources

The production of the first Arabic noun benchmark dataset (ANSS-70) for
evaluating noun similarity algorithms. Moreover, two sub-datasets known as
training and evaluation were specified by partitioning the noun benchmark
which can be used for training and testing different methodologies.

The production of the first Arabic verb benchmark dataset (AVSS-70) for the
evaluation of the verb similarity algorithms. Training and evaluation sub-
datasets were specified to train and test different verb methodologies.

The production of the first Arabic short text benchmark dataset (ASTSS-68)
for evaluating STSS measures. An optimization dataset (ASTSS-21) was also

produced which can be used in tuning or optimizing the algorithms.

These datasets will make a substantial contribution to future research in the field of

Arabic word and short text semantic similarity. Specification of the partition supports

objective comparison of new trainable algorithms as the field develops. It is to be

hoped that this will be regarded as a reference basis from which to evaluate and
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compare different methodologies in the field. Furthermore, the procedures used for

production of these datasets can be used by other Arabic researchers to extend them.

3. Arabic word sense disambiguation

A new algorithm for Arabic WSD namely that of AWSAD was presented to
disambiguate all words (nouns and verbs) in the Arabic short texts based on a
knowledge-based approach. The AWSAD algorithm performed WSD without

requiring any manual training data whilst used the AWN as a knowledge base.

7.2 Summary of Work

This thesis has presented a novel framework for the development of a STSS measure
for Modern Standard Arabic (MSA) and implemented a measure within that
framework. At the onset of the work, a search of the literature showed that no STSS
measure had been undertaken for MSA and this required investigation in three

directions as follows:

1. The characteristics of the Arabic language and their influence on STSS
computation. This step considered the research question ‘Are there features of
Arabic language which would prevent the construction of the framework for
semantic similarity?” A thorough review of the literature in chapter 2 has shown
that the complex internal word structure, missing diacritics and syntactical
flexibility features posed interesting challenges to the Arabic STSS computation.

2. The STSS creation requirements and determination of the drawbacks of the
current state of the STSS measures. The research question ‘Do the necessary
components exist for constructing a measure with a framework?’ was considered
in this step. The majority of current short text measures rely largely on methods
for composing an STSS measure from word similarity measures. A search of the
literature showed that no word semantic similarity measure had been undertaken
for MSA. Moreover, the literature search demonstrated that the major challenges
faced by existing STSS measures consisted of understanding the context within a

short text structure and the use of POS over and above nouns.
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3. The methodologies used for the evaluation of the STSS measure. The only way
to identify the quality of a machine STSS measure was by means of the use of a
benchmark dataset with similarity ratings collected from human participants. No
STSS benchmark dataset had been reported in the literature for MSA. The
research question ‘IS it possible to create suitable benchmark dataset for STSS

algorithm test?” was considered.

Chapter 4 presented an investigation into the main research question ‘Is it possible to
construct a framework for developing a short text semantic similarity measure for

Arabic language?’ The investigation process comprised two phases.

First phase concerned the creation of an Arabic STSS algorithm, namely that of
NasTa-A which was inspired by Li et al.’s algorithm. The NasTa-A algorithm
consisted of two fundamental components: the semantic similarity component and
the word order similarity component. The computation process of the two
components relied on the computation of the noun semantic similarity in both short
texts. As mentioned earlier, no word (noun) semantic similarity measure had been
undertaken for MSA. The research question ‘Where there are missing components
from NLP that are required, is it possible to create these for the Arabic language?’
was considered in this phase. A new algorithm (KalTa-A) was created to identify the
similarity between pairs of Arabic nouns using a knowledge based approach
requiring information sources extracted from the lexical database AWN and taking
advantage of the mapping with SUMO. As a consequence of the nature of the AWN
organization scheme, the structure of its hierarchy may produce a bias towards a
particular distance computation. The KalTa-A measure was hampered by this
weakness as its recall relies on the AWN ontological detail and coverage. AWN was
mapped to the SUMO ontology and the KalTa-A measure took advantage of this

mapping to overcome its limitations.

The research question ‘Is it possible to create suitable benchmark dataset for noun
algorithm test?” was investigated in the first phase. This thesis described the creation
of the first Arabic noun (ANSS-70) dataset and its production methodology which
involved two experiments: the first was to produce the materials and the second was
to collect human ratings. This research used a systematic process in the creation

materials experiment whereby a new method was used to select the set of 56 stimulus
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nouns by means of the creation of 27 Arabic categories with 27 different themes to
promote the best possible semantic representation. Unlike the prior work in English
word similarity, 22 participants were chosen to produce a set of 70 noun pairs which
covered a range of semantic similarity values from maximum to minimum. Human
ratings were collected from a new sample of 60 participants using the best possible
available techniques. Care was taken to control the distribution of the participants’
age, academic background, educational level and gender. Based on review of prior
work in English and consistency between participants, the current evidence supports
rejecting the null (research) hypothesis ‘it is not possible to construct a noun dataset

for Arabic within a limited size which effectively represents human intuition’.

Training and evaluation datasets were produced using the ANSS-70 dataset in order
to apply them in the evaluation procedure of the Arabic noun measure. The training
dataset was used in the optimization of parameters in the algorithm whilst the quality
of the noun measure was identified using the evaluation dataset. Experimental
evaluation indicated that the noun measure achieved a good correlation at r = 0.91
compared with the average human performance at r = 0.893. Since the results from
the Arabic noun algorithm exceed the average human performance (r = 0.893), it will
be considered performing well and the null (research) hypothesis ‘it is not possible
for a machine based Arabic noun semantic similarity measure to re-produce human
intuitive measures of semantic similarity.” can be rejected. These results also
answered the research question ‘Is it possible to measure the semantic similarity
between a pair of Arabic nouns?” The Arabic noun measure with its optimal
parameter values (oo = 0.12 and f = 0.21) was used with the NasTa-A short text

algorithm.

The computation of the semantic similarity component utilised information extracted
from a structured lexical database AWN and corpus statistics known as the Arabic
Word Count (AWC). The BAMA morphological analyser and the Stanford POS
tagger were selected based on their accuracy and availability to address the challenge
of the complex internal structure of Arabic words which prevents the extraction of
semantic information from AWN and AWC directly. NasTa-A incorporated syntactic
information by forming the word order vector for each short text based on a word

sequence and location in a short text. Attai’s Rule Based parser was adopted within
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this framework to address the syntactical flexibility of MSA to take advantage of the
word order which contributed to the Li measure. The research question ‘Do the
necessary components exist for constructing a measure with a framework?’ was

considered.

The next step of the work was to evaluate the NasTa-A algorithm. The research
question ‘Is it possible to create suitable benchmark dataset for STSS algorithm
test?” was investigated in this step. The first Arabic short text benchmark dataset
(ASTSS-68) was created. The creation materials experiment included selecting a set
of 68 stimulus words which covered a range of Arabic language features via
populating a sampling frame, generating a database of 1088 Arabic short texts using
a sample of 32 native Arabic speakers with a capacity for creative writing, and
finally, selecting the set of 68 short text pairs from the database which covered a
varying range of similarity based on human judgements. Human ratings were
collected from a new sample of 62 participants in accordance with the same
procedure used to collect human ratings in the noun dataset. This dataset took a good
care to control the distribution of the participants’ age, academic background,
educational level and gender. Based on review of prior work in English and
consistency between participants, the current evidence supports rejecting the null
hypothesis ‘it is not possible to construct a short text dataset for Arabic within a

limited size which effectively represents human intuition’.

An optimization dataset of 21 short text pairs (ASTSS-21) was created using the
remainder of the short text pairs nominated by three judges and rated by 10
participants in the ASTSS-68 dataset. The ASTSS-21 was used to determine the
optimal parameter values of the NasTa-A algorithm whilst the ASTSS-68 dataset
was used to identify the quality of the NasTa-A algorithm. Experimental evaluation
indicated that the NasTa-A at r = 0.785 performed significantly below the average
human performance at r = 0.892 and the word order similarity component had no
influence on the performance of the NasTa-A algorithm. At this stage, it was not
possible to reject the null hypothesis ‘it is not possible for a machine based Arabic
STSS measure to re-produce human intuitive measures of semantic similarity’. The
unexpected performance of the NasTa-A resulted from the missing diacritics feature

of MSA and the drawbacks of the existing STSS measures which focused only on the
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similarity of nouns and did not take the context in which the nouns occur into

account.

Further research was required to extend the NasTa-A algorithm in order to improve
its performance by means of understanding the context within a short text structure
and the use of POS other than nouns. Consequently, the second phase of the
development process of the NasTa framework involved developing a new ASTSS
algorithm, NasTa-F, which covered the POS, Arabic WSD, semantic similarity and

word order similarity.

The computation process of semantic and word order components were based on the
POS which used the noun measure (KalTa-A) to calculate the similarity between
pairs of nouns. Adjective and adverb pairs either had exact lexical matches, whereby
both came from the same POS or were rated as unrelated in meaning. Finally a novel
algorithm (KalTa-F) was presented to calculate the similarity between pairs of verbs
based on the assumption that words sharing a common root usually have a related

meaning.

The research question ‘Is it possible to create suitable benchmark dataset for verb
algorithm test?’ was investigated in this phase. This thesis described the production
of the first Arabic verb dataset (AVSS-70) and its creation methodology. In the
creation materials experiment, a set of 25 stimulus verbs was selected by
decomposing the Arabic verbs into a tree structure based on special syntactical and
semantic features. Unlike previous research studies, participants were chosen to
produce a set of 70 verb pairs which covered a range of semantic similarity values
from maximum to minimum. Human ratings were collected from a new sample of 60
participants in accordance with the same procedure used to collect human ratings in
noun dataset. Care was taken to control the distribution of the participants’ age,
academic background, educational level and gender. Based on review of prior work
in English and consistency between participants, the current evidence supports
rejecting the null hypothesis ‘it is not possible to construct a verb dataset for Arabic

within a limited size which effectively represents human intuition’.

Training and evaluation datasets were produced using the AVSS-70 dataset in order

to apply them in the evaluation procedure of the Arabic verb measure. Experimental
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evaluation indicated that the verb measure performed well and achieved a good
correlation at r = 0.906 which exceeded the average human performance at r = 0.887.
The null hypothesis ‘it is not possible for a machine based Arabic verb semantic
similarity measure to re-produce human intuitive measures of semantic similarity’
was rejected. This result answered the research question ‘Is it possible to measure the
semantic similarity between a pair of Arabic verbs?’ and the Arabic verb measure

with its optimal parameters values was used with the NasTa-F algorithm.

The second phase also considered the research question ‘Is it possible to
disambiguate all words in an Arabic short text?’ by presenting a new knowledge-
based Arabic WSD algorithm (AWSAD) to disambiguate all words (nouns and
verbs) in the Arabic short texts which relied on AWN similarity measures including
the noun measure and verb measure. A novel measure was presented to identify the
similarity between two words which had a different POS, either a pair comprising a
noun and verb or vice-versa. This measure was created to overcome the limitations
of AWSAD algorithm and the research question ‘Is it possible to measure the
similarity between Arabic words belonging to a different POS?” was considered. The
AWSAD algorithm was employed by NasTa-F to address the challenge of missing
diacritics in contemporary Arabic writing causing great ambiguity. No Arabic
manually sense-tagged data was available to evaluate the AWSAD algorithm
therefore it was decided to evaluate this algorithm in terms of its performance within
the NasTa-F algorithm. This was feasible because every other component of NasTa-
F had been evaluated in isolation as well as within NasTa-F, avoiding confounding

factors.

The NasTa-F algorithm was evaluated in accordance with the same procedure used
to evaluate the NasTa-A algorithm. The optimal parameter values of NasTa-F were
determined using the ASTSS-21 dataset. The performance of the NasTa-F algorithm,
with and without the word order, was investigated. The NasTa-F with window size 3
and without the word order component achieved the best correlation which
performed well at r = 0.901 with the average human performance at r = 0.892. The
null hypothesis ‘it is not possible for a machine based Arabic STSS measure to re-

produce human intuitive measures of semantic similarity’ was rejected and the main
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research question ‘Is it possible to construct a framework for developing a short text

semantic similarity measure for Arabic language?’ was answered.

The presence of the word order component reduced the performance of the NasTa-F
algorithm at r = 876 which resulted from the feature of the complex internal structure
of the Arabic words. Consequently, the decision was made to remove the word order
component from the NasTa-F algorithm. Finally, experimental results indicated that
the NasTa-F algorithm performed (r = 0.901) significantly better than the NasTa-A
algorithm (r = 785) and indicated that the ratings from the computational STSS could
be improved by means of understanding context within a short text structure (using
WSD) and the use of POS over and above nouns. Based on this result the null
hypothesis ‘it is not possible for an Arabic algorithm for all-word sense
disambiguation to achieve the same classification as human would make’ was
rejected and the research question ‘Is it possible to disambiguate all words in an

Arabic short text?’” was answered.

In summary, in each case evidence was found to reject the null hypothesis from the
derived pairs of hypotheses. These conclusions are, of course, pending replication of

results by independent researches joining this new and exciting field in the future.

7.3 Further Research

This section will focus on the NasTa framework components that would take

advantage of further research.

7.3.1 Semantic Similarity

Although the improvement achieved by means of understanding context within a
short text structure and the use of POS was statistically significant, the NasTa-F
algorithm has a limitation. The computation process of a semantic similarity
component involved comparing pairs of words belonging to the same POS. These
pairs comprised either pairs of nouns or pairs of verbs. Whilst the adjective and
adverb pairs either had exact lexical matches whereby both came from the same POS

or were rated as unrelated in meaning. Oliva et al. (2011) provided evidence that
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adjectives and adverbs play an important role in short text semantics and should be
used in the short text similarity computation. Consequently, further research is
required in order to involve similarities of adjectives, adverbs and words belonging

to a different POS in the computation process of semantic similarity component.

In order to compare a pair of noun and verb within the short text similarity
component, the noun-verb similarity algorithm developed in this thesis to perform
WSD can be used for this purpose with some modification to utilise a pair of words

(noun and verb) instead of a pair of senses.

The gloss-based measure considers a suitable method (the only method) to calculate
the similarities of adjectives and adverbs (Oliva et al., 2011 and Gou and Diab,
2009). However, Oliva et al. (2011) provided evidence that this measure is not
appropriate for use with short text similarity computation. The gloss-based measure
calculates the similarity score based on the overlap of the glosses associated with the
concepts containing the compared words. Further research is required to develop this
measure in order that it is suitable for calculating the adjective and adverb
similarities within the short text similarity computation. For example, instead of
using the overlap of the glosses, it should be possible to investigate the use of the
nouns of each gloss to calculate the similarities of adjectives and adverbs by means
of the calculation of the shortest path length and the depth of the compared nouns.
This method can also be used to compare words belonging to different POS such as a
pair of noun and adjective, a pair of verb and adjective, etc. Finally, the WSD can

benefit from this measure to improve the Arabic WSD algorithm performance.

7.3.2 Arabic Word Sense Disambiguation

Chapter 4 presented a new Arabic WSD algorithm which was created to
disambiguate all the words in the Arabic short text in order to improve the NasTa
performance. As described in chapter 2, the evaluation process of the WSD
algorithm’s performance required Arabic manually sense-tagged data whose creation

methodology needed human experts to be very familiar with each Arabic word’s
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definition. Diab et al. (2007) presented an Arabic all-words sense annotated set in

running text but it is not available from the authors for the purpose of research.

Accordingly, there is a need to go beyond the simple evaluation of Arabic WSD in
chapter 5 for the creation of a set of all- words sense annotated data for Arabic to be
used in the all-words WSD evaluation process and also for it to be a freely available

to Arabic researchers.

7.3.3 Arabic benchmark datasets

The word benchmark datasets, noun and verb with their sub-datasets (training and
evaluation) require to be expanded by means of generation of more word (noun or
verb) pairs with human similarity ratings. This will support more extensive testing,
training, tuning and optimizing different methodologies and will provide more
credible comparisons use new STSS algorithms emerge. The procedures used for
production of these datasets can be used to expand them. This requires expanding the
set of stimulus words (nouns or verbs) by means of:

e Using the additional Arabic categories created in ASTSS-68 dataset for noun.

e Using more Arabic VerbNet classes with Case Grammar’s frames.

The short text dataset ASTSS-68 and the optimization dataset ASTSS-21 also require
to be expanded. First, more short text pairs that support the similarity across the POS
can be added to both datasets and this will support the validation of the STSS
measures which use the word similarity measures that cross POS in the STSS
computation. For example, the noun 3_L) Ziyara “visit” and the verb ) Zara “visit”
can be used to create pairs of high, medium and low short texts by means of asking

participants to write short texts using these words with a specific theme.

Second, expanding the size of the two datasets especially the small dataset ASTSS-
21 to reinforce more extensive testing, training, tuning and optimizing different
STSS methodologies. Larger volumes of data will support more diverse and robust

machine learning techniques. This can be undertaken in accordance with the same
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procedure used in creation of these datasets which requires increasing the number of

the Arabic stimulus words and themes.

To sum things up, this thesis has presented the first steps in a new field of Arabic
short text semantic similarity. A viable framework was developed for such measures
and a functioning algorithm created. However, each component of the framework
offers scope for future research activity in the field and the framework itself may be

adapted by other researchers.
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Appendices

Appendix 1

This appendix contains examples (in Arabic and English) of experimental materials
used in the first experiment of the Arabic noun dataset creation methodology which

is the experiment of the construction of the set of Arabic noun pairs.

Appendix 1.1 Ethics statement
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Appendix 1.2 instruction sheet
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Appendix 1.2 Instruction Sheet (English copy)

Please read before you start performing the task.
Thank you for volunteering to participate in this study.

In this experiment we would like you to help us for constructing a list of Arabic word

pairs. You will be supplied with 4 sheets which include:

» The sheet of Arabic_nouns contains 56 different Arabic words (nouns)

represented in two columns (A and B). Each column has 28 Arabic words.

You are requested to use the Arabic nouns sheet for writing a list of Arabic word

pairs by selecting one word from group A and one word from group B.

» Two recording sheets to write two lists of word pairs according to amount of

similarity of meaning.

What do we mean by similarity of meaning?

You should look at the word pair (two words you will select them from the theme
words sheet) and ask yourself
e How close do these two words come to meaning the same thing?
e How close do they come to making you feel or believe the same thing?
Or

e How close do they come to making you do the same thing?

You are requested to write two lists of word pairs according to amount of

similarity of meaning:

e The high similarity of meaning list contains word pairs between strongly
related in meaning and identical in meaning.
e The Medium similarity of meaning list contains word pairs between

vaguely similar in meaning and very much alike in meaning.
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» Personal information sheet to complete a few details about you. These are your

name, age, gender etc.

We would like you to think carefully about each word pair you will write it in a
recording sheet. Please note that you can select any word from the column A more

than once with different words from the column B to create new word pairs.

Please do not write the same word pair more than once in the same sheet or between

different sheets.
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Appendix 1.3 Medium Similarity Word Pairs Recording Sheet (Arabic noun

dataset, Experiment 1: Constructing the set of Arabic noun pairs)
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Appendix 1.3 Medium Similarity Word Pairs Recording Sheet (English copy)

» Please, use the Arabic nouns sheet to create word pairs that have a Medium
similarity of meaning.

» Please note that the word pairs always contain one word from group A and
one word from group B.

» The medium similarity of meaning means that the word pairs have a
similarity between vaguely similar in meaning and very much alike in
meaning.

» Please, write 32 word pairs for a medium similarity of meaning since all
uncompleted questionnaires must be ignored.
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Appendix 1.4 Personal Information Sheet (for all experiments of the noun and
verb datasets)
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Appendix 1.4 Personal Information Sheet

Nare: | )

o (]
Gender: Female C] Male D

Your country: [ ]

Your highest education qualification (including subject):

Confirmation that you are a native Arabic speaker*: Yes C] No D

Signature: [ }
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Appendix 2

This appendix contains examples of experimental materials used in the second
experiment of the Arabic noun dataset creation methodology which is the experiment
of the collection of the human similarity ratings.

Appendix 2.1 Instruction Sheet
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Appendix 2.1 Instruction Sheet

Thank you for volunteering to participate in this study.

You can withdraw before beginning the questionnaire or at any point while

performing the questionnaire.

You are supplied with an envelope containing 70 cards (each card contains different
Arabic word pair) and a recording sheet to write your ratings on. In this experiment,
we would like you to help us by reading each card carefully and thinking about the

similarity of meaning of the two words written on it.
What do we mean by similarity of meaning?
You should look at the word pair on each card and ask yourself

How close do these two words come to meaning the same thing or making you

believe the same thing?

» Now please sort the 70 cards into four groups according to amount of similarity

of meaning.

e The high similarity of meaning group contains word pairs between strongly
related in meaning and identical in meaning.

e Minimum similarity of meaning group contains word pairs unrelated in
meaning.

e Two medium similarity of meaning groups contain word pairs vaguely
similar in meaning for low medium similarity of meaning and very much

alike in meaning for high medium similarity of meaning.

» The number of cards in each group is based on your judgement on each card.

» Please check the cards in each group carefully; you may change a word pair from
group to other in this stage.

» Please rate each word pair according to amount of similarity of meaning by
writing one of the 5 points rating scales as follows.
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e 00
e 10
e 20
e 30
e 40

The word pairs are unrelated in meaning.

The word pairs are vaguely similar in meaning.
The word pairs are very much alike in meaning.
The word pairs are strongly related in meaning.

The word pairs are identical in meaning.

» Please do not write values greater than 4.0 or less than 0.0. You can also use the

first decimal place to assign an accurate degree of similarity (for example, if you

think the similarity of word pair between 2 and 3 you can assign value like 2.5)”.

Also, you may rate more than one word pair with the same value.
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Appendix 2.2 Similarity Rating Recording Sheet (Arabic noun dataset,

Experiment 2: collection of the human similarity ratings)
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Appendix 2.2 Similarity Rating Recording Sheet

» Please, enter a rating for the similarity of meaning of each word pair.

» Please note that the rating scale runs from 0.0 (minimum similarity) to 4.0
(maximum similarity).

» Please do not write values greater than 4.0 or less than 0.0. Also, you may
assign the same value to more than one pair.

» You can use the first decimal place to write an accurate degree of similarity.

WP 01
WP 02
WP 03 WP 66
WP 04 WP 70
WP 05 WP 71
WP 06 WP 72
WP 07 WP 73
WP 10 WP 74
WP 11 WP 75
WP 12 WP 76
WP 13 WP 80
WP 14 WP 81
WP 15 WP82
WP 16 WP 83
WP 20 WP 84
WP 21 WP 85
WP 22 WP 86
WP 23 WP 90
WP 24 WP 91
WP 25 WP 92
WP 26 WP 93
WP 30 WP 94
WP 95
WP 96
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Appendix 2.3 A Sample of Arabic word pair card (Arabic noun dataset,

Experiment 2: collection of the human similarity ratings)

A sample of Arabic word pair card.

WP 50
Word 1 GIaSS
Word 2 Tumbler

50 &
wu 1 41
& 3 2 4
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Appendix 3

This appendix contains examples of experimental materials used in the first
experiment of the Arabic verb dataset creation methodology which is the experiment
of the construction of the set of Arabic medium similarity verb pairs. Generation this
set required conducting two experiments (1 & 2) to create two lists of synonyms. The

following materials used in the experiment 1 and 2.

Appendix 3.1 Instruction Sheet
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Appendix 3.1 Instruction Sheet

Please read before you start doing the task.
Thank you for volunteering to participate in this study.

We would like you to assist us in this experiment by writing two verbs for each verb

in the list of Arabic verbs that we will supply.

This experiment does not test you in any way; it is to generate data that can be
employed in future experiments for measuring the similarity between two verbs.

You will be supplied with 2 sheets which include:

> The sheet of Arabic verbs contains a list of 23 different Arabic verbs. You

are requested to write two verbs for each verb in this list. The verbs that you
will write mean the same as or very close in meaning to the original Arabic
verb.

» Personal information sheet to complete a few details about yourself. These

are your name, age, gender etc.

We would like you to think carefully about each verb you will write. Please do not

write more than two verbs for each verb in the list of Arabic verbs.

Please print the verbs that you will write in clear handwriting so it is easier for us to

read and type them into the computer.

Please do not write the original verb and do not write the same verb twice as an

answer.

Please write two verbs for each of the 23 verbs in the list of Arabic verbs because all

uncompleted questionnaires must be ignored.
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Appendix 3.2 Verb Recording Sheet (Arabic verb dataset, construction of the
set of Arabic medium similarity verb pairs, Experiments 1: creation of the lists

of synonyms)
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Appendix 3.2 Verb Recording Sheet

» For each original verb, please write two verbs that could be used in its place

in a sentence, i.e. means the same or very close in meaning.

> Please, write two verbs for each of the 23 Arabic verbs listed below.

Original verbs Verbl Verb2
1 | Becapable
2 | Include
3 | Consider
4 | Appear
5 | Be obligatory
6 | Obtain
7 | Contact
8 | Crowd
9 | Rise
10 | Hope
11 | Happen
12 | Find
13 | Enrich
14 | Depart
15 | Leak
16 | Continue
17 | Try
18 | Appoint
19 | Declare
20 | Approve
21 | Give
22 | Arrive
23 | Fill
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Appendix 4

This appendix is summarized the result of the one sample t-test with confidence
interval plot which used to compare between a single correlation obtained by KalTa-

F without Root (Arabic verb measure) and the average of the correlation coefficients
on the evaluation dataset.

Boxplot of KalTa-F
(with Ho and 95% t-confidence interval for the mean)

0.70 0.75 0.80 0.85 0.90 0.95
KalTa-F
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Appendix 5

This appendix contains a list of new Arabic categories (20 categories) created in

Arabic short text dataset which used in the stage of the selection of the set of Arabic

words.

Categories Names Ay pal) L) o lawd
1 Military title S >Sue il
2 Part of human body I PWERPOY RN
3 Anoccupation i iga
4 Four footed animals ) e (o il s
5 Insect Gl pda
6 Fish Lo
7 Diseases Ul
8 snake gt
9 Fruit ieS) 5
10 Tree il
11 Vegetable Sl g piad
12 Flower 'S
13 Metal Olaa
14 Type of reading material 3ol jall 3ala
15 Building for religious services Anal) cileadll e
16 Weapon b
17 Weather phenomenon dalie 3 jalla
18 Non-alcoholic beverage Adsas je Gl e
19 Crime i
20 Part of building Sl e el 3a
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Appendix 6

This appendix lists the Arabic themes that investigated for the experiment of creation

of the Arabic short text database.

Teach yourself Arabic (smart 1992)
1. The Muslim festivals
Islamic calendar

. At the airport

2

3

4. Arabic social structure

5. Greeting, polite phrases and forms of address
6. Given orders

7

Islamic conquests

Mastering Arabic part 1 (Wightwick and Gaafar 2007)
1. The family
2. Jobs
3. Countries and people
4. Describing places
5. Where is it?
6. What happened yesterday?
7. Eating and drinking
8. Comparing things
9. Future plans
10. Months of the year
11. Wish you where here

Mastering Arabic part 2 (Wightwick and Gaafar 2009)
1. Sport and leisure
2. Travel and tourism
3. Food and drinking
4. Cloths and colours
5

. Work and routine
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6
7.
8.
9

. Climate and environment

Education and training
News and media

House and home

10. Health and happiness

11. Arts and cinema
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Appendix 7

This appendix contains examples of experimental materials used in the experiment of
the Arabic short text dataset creation methodology which is the experiment of the
creation of the database of 1088 Arabic short texts.

Appendix 7.1 Instructions Sheet
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Appendix 7.1 Instructions Sheet

Thank you for volunteering to participate in this study.

Please read before you start performing the task.

You can withdraw before beginning the questionnaire or at any point while

performing the questionnaire.

Most of the questionnaire’s pages include an instruction to write two short texts

using a particular word.

Below an example of this type of instruction:
Please write two short texts in clear handwriting between 10 to 20 words in length,
each containing the noun Hospital

Your short texts should be in one of the following forms:
e Aquestion
e An expression
e Adeclaration
e A commitment
e An instruction

e A statement

There is a separate sheet explains each form (page 2).

If the word that is used to write the short texts have more than one meaning you can
select which one to use but please use the same meaning in writing the two short
texts and stick to the type of word given in the instructions, if it is Noun, Verb,
Adjective or Adverb.

This study is not to measure you for creativity; it is only looking at the everyday use
of the Arabic Language.

We would like you to help us by writing natural and meaningful short texts that you

might actually say or write, or that other people might use to communicate with you.

Please don’t stick to a particular form of short text; they can be questions, statements,

instructions, expressions, commitments or declarations.
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Appendix 7.2 contains samples extracted from the questionnaire of
the experiment of the creation of the database of 1088 Arabic short
texts.

al Jon s A adldl) EDEN il sial)
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i L€ il Alead) 8 ddall Aaism Faraa () alaiinl ooy
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el i a 848 oS lgaaat wl o ay al WSl g apg il 10 a il i

Aalawy!
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The next three pages are about the adjectives

Adjective is a word that is used to describe a noun, for example, lofty mountain.

You can use any valid form of the adjective in the short text you write, for example:

ShaAmix (lofty, for male), ShaAmixah (lofty, for female), ShaAmixAt (plural) .....

Some Arabic words such as “visitor” can be used as a noun or adjective. Please use

this word as adjective in this part of the questionnaire.

Some Arabic words such as “clearer” can be used as verb or adjective. Please use

this this word as adjective in this part of the questionnaire.
Please use the adjective in the form as given in the instruction. For example, if you

are given the adjective “beautiful” do not use it as a comparative “more beautiful” or

a superlative “most beautiful”.
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Please write two short texts in clear handwriting between 10 to 20 words in length,

each containing the Adjective Blue.

Your short texts should be in one of the following forms:
e Aquestion
e An expression
e Adeclaration
e A commitment
e Aninstruction

e A statement

There is a separate sheet explains each form (page 2).

Short text 1

Short text 2
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Please write two short texts in clear handwriting between 10 to 20 words in length,
on the general topic of Health and happiness and each containing the Noun

Cancer.

Your short texts should be in one of the following forms:
e Aquestion
e An expression
e Adeclaration
e A commitment
e Aninstruction

e A statement

There is a separate sheet explains each form (page 2).

Short text 1

Short text 2
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Appendix 7.3 Dialogue Act clarification sheet (Creation of the

Arabic short text database experiment)

=) f—al) i o) g iy Aling oL Cilag—Ttaal) 358 ¢ Lo )
ASLEaY) Jeay 4l aadiius

PICN (Al (lag cc._)a.ay J,\S-“ Ji Ql:\,d\
8|«

Bl 3aLB e i Coaal Byildal) Al

daled o Slaak ¢yl ccalla eilaglad

Bylaeal) BALE ¢ L) JAL Ciilgd) adid ¥ : e

Clagail) cagall cchlilacall cage gl sculaliily)

iUl el il s §ybad) 3 g8l 1l

‘JJSI RN L.(: ALI.\ S ‘.\J ‘.AJ \“ 3J1 .:.é C)_p w‘u\ ed\ :d :')Q

-

r

Q\A.J)mﬁ ¢ Alel s.ﬁlm*)mﬁ

JAaaual)

aya)gst efyitial) 3aL3

272



Appendix 7.3 Dialogue Act clarification sheet

Statement:

Statements, explanations, descriptions, classifications.

e.g.

Piloting an airplane is much more difficult than driving a car.

Instruction:

Instructions, requests, orders, commands.

e.g.

Do not use a mobile phone while driving a car.

Commitments:

Promises, guarantees, vows, contracts, pledges.
e.g.

I will drive the car according to British traffic laws.

Expressions

Apologies, thanks, welcomes, congratulations, condolences

e.g.

| offer my apologies for the party leadership due to health problems.

Declarations

Declarations, pronouncements

e.g.

Egyptian airways have decided to organize training courses on airplane piloting

problems to its staff.
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Appendix 8

This appendix presents the 7 lowest similarity pairs in Arabic short text (ASTSS-68)

dataset
No. Human Ratings Standard Short Text No.
Deviation (Table 6.12)
1 0.01 0.06 5
i ° 0 26
’ 0 0 46
4 0.02 0.13 53
5 0.02 0.13 55
° ° 0 60
! 0.02 0.13 61
Mean 0.01 0.06
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Appendix 9 presents the optimization dataset (ASTSS-21) used in the process of the optimization of

parameters in the NasTa algorithms.

Human

school student free books?

The government provides all students of primary and secondary
schools with books and school supplies free for charge.

Short Text Pairs b eall z g3
Ratings )
1 | I have fasted the three white days of each month in addition to 3.08 Oldaay g agua ) ABLal s JS (e Gl AN Al alseay cudd
the fasting in the month of Ramadan.
| fasted for twenty days in addition to the days of fasting in the Al 13 B bl liaay g bl alua ) Adli) Lagy (s inla
blessed month of Ramadan this year. )
2 | The palm trees in Iraq will disappear entirely if the country does 3.67 lge i L o Bablady U by algd al 0 WIS S (3al) JaS
not care about the groves and keep what is left of them. )
The tall palm trees in Iraq suffer severe negligence in the light of SN aBlel jeaxi JB L8 uad Yla) Al ghal) A cliualdl JA o)
the deteriorating status of agriculture. ) ) ) )
3 | The devastating earthquakes that hit japan and East Asia are 3.67 haa Llle aligndt cilaga AL alse¥) Ll (5 pdis bl Cupda L) Bpadall G cuic)
followed by high wave tsunami in the previous years and caused ) e s
. B W allel) cilas (IWEQLA TN
serious losses that made the whole world ready for them after A5G S sy (gl oy o > s Al caa
every earthquake.
The tsunami is linked to the earthquake in East Asia and the Aahaial) o3a b U1 JS iy O oadidy uldl) gl g bl (3 g8 SN (bl guadl) Jags))
people became afraid that each earthquake in this region will be ) ”M; o
followed by a new tsunami. TR
4 | Did you know that the minister of education decided to give high | 3.33

Solaally i Ayl B aay o 8 aalaill i of ala Ja

Olaally Lauyaall 3lsllly cuislly 4 gililly 400N Guaal) Bl aan dagsall jgad
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publicize the news through the media about the forced landing of

5 | Venice is one of the most important and a beautiful Italian city 3.69 i 138 jaaiall gagaly jagl) ol o cuadl AN AUa) (aal) Janly bl (ha Adai)
that was erected on the sea and its unique location has attracted e U8 rlacd) n By Sl
large number of tourists each year. ? Tl ot o
Venice is considered the oldest and most famous tourist cities in O S0 A Yy Al o Jhat Gua Wllay & Aaliad) (aal) adbly sedl (e ABaid) s
Italy, where it overlooks the sea and it is almost not devoid of Al Jisk s

. . 2
visitors throughout the year.

6 | O, Muslim prays standing, if you could not so pray while sitting 3.33 lia e i ol b Tas (88 it ol (8 Tailh Jua alesall L)
down and if you could not then pray while laying on your side.

Originally, praying is to be done by a Muslim while standing and aepdl) oY) oM Led uslal) paarg Laild aleall Lgaaiss o B3Lal) 3 Juat)
can be done while sitting for those people who have legitimate
excuses

7 | Take the friend a faithful brother and honest with you and will 3.08 adly caall ey B dlimg dra Bala &l Ly &) ) 185
help you in a time of adversity.
| had many friends and did not like of them but the honest ones aglladly agligh) & ¢y ghalall W) agie uany aly JiS Te Basal cdss)
in their words and deeds.

8 | Despite the passage of thousands of years, there are still traces of | 2.17 138 Uagy ) Uiy o Aailh dagal) clianl) T clly La alge¥) i) 4550 abin
ancient civilizations based on our land up to this day.

The Arab land witnessed the dawn of civilization of humanity ahlanl) Jg) alid lgdey Aluidd gjlaad) adl) £45 Apall () Cagd
and there the first civilizations arose.

9 | Financial and administrative corruptions are at the head of 2.75 Ualad o gasal) Apaiill (Giad ¢yg8 Jsad A Y] uly Ao @)y Ala) Sl
diseases that hinder the achievement of the desired development
of our country.

There are a lot of problems plaguing the country, the first of OV (Bal B dagsal) Cinds gy Ao g Dllly Ciaans ) JSLaal e Sl il
which is the weakness of the government to achieve security.

10 | Everyone who hears this announcement has to speed up to 2

@bl hgaa oo DY) Jilug g Al Jik dejluall (3eY) 138 gasy (10 gpedll o
ol Baa ey sy Ja §yilkal
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the passenger plane in Jeddah International Airport.

The plane took off from Cairo, headed for Paris but due to the
weather it was forced to land in Tunisia.

b hagagll ozl Aygall Q) g o OS5 Gl Baald BAY ¢y §yilal) Canll]
i

11 | The head is located in the upper part of the human body and it 2.33 Bhsadly aSadll e 3y M) Eladl) o ssingy Glud) aca (e sl siall b Gl oy
contains the brain which is the control centre.
The head contains most of the senses enjoyed by human such as Gy adlly pally gandlS L) W aialy (A1) (ulsad) alina o Guld) (g giay
hearing, sight, smell and taste.

12 | Most oriental women have large quantities of gold which they 1.98 chgilly Al Aleddin g M (ha By ciliaS (Slay il ) o lodl) (i)
use for decoration and as a saving.
The rich celebrity artists have a lot of precious and beautiful Alaally A3l jalsad) Cra ASH Anafgll §ygdd) cigd el Al UL dlla
jewellery.

13 | Sugar dissolves in water when the right amount of it is put while 1.50 el J8 ¢l all) e Aaliall £pasl) gy die plall A Sad) iy
stirring continuously.
Wait until coffee dissolves completely in warm water before Gulal) 4oLl J8 (A1) plall B Lalal 5gl) Capli i g pdai)
adding the milk.

14 | My mother does not allow me to leave my room to play till she 1.25 Ll el anly Cugdl ) o Sl i qall (B2 8) ol I )y prandd ¥
makes sure | have fully done my school homework.
Make your bedroom first and then you can watch TV and use the Gigmilal) aladiuly ALY 5aale dliSey Misie Vo) dlagi A8 o)
computer.

15 | My father is like the wedge; in my childhood he was a 0 el asal) 0y Ay Al Gasal) bk g siadl ol ilsila B ged 3islS Allgl)
compassionate shepherd; in my youth he was a loyal friend and
in his old age he was a wise mentor.
Yesterday, a huge fire occurred in the building of the institution clslioally Aaald jilud A ot Lawgal) s B adid Guja el ady
facility and caused heavy losses.

16 | The pride of this nation is its youth’s commitment to the 0

Aglenl) agilin B Aagllad Gaadaiy aSl Wl al5il) A 038 JAd
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teaching of Islam and its application in their practical life.
The Kite is one of the most popular games among children in ciuall Juad b JWLY) (o 8ydiatal) Lmdl) Glal¥) ST e 48,6 §yilal) e
summer.

17 | 1 promise before God to look after this boy and this girl until 0 Al ady s Sl ellig g8 1 o)) o A ale) aga)
they reach the age of majority.
Do you think that the constant change in the climate allows the $Uiuall A Lol B JA3) A5y pramy Cigu ¢ Ul A palaal) padll of ol Ja
cultivation of palm trees in Britain in the future?

18 | Arose gives its juice to insect and its perfume to all people and 0 Cranay Cigaly Jodi a ulil) anand Wpbae g cidall Lgha) 58 aad
then withers away and dies silently.
Migratory birds leave from south America to the north a distance sl sia Cil) 200 Ablusa Wlbad ) 1S, 50l Gugin (1 Spalgal) ) golal) adas
of 200 thousands meters per week.

19 | A smart writer employs the press in the service of his literature 0 Al ga agili LSy o) Y Agd) Aaadd Adlaal) Ciligy (e g2 (SA) )
and does not leave it to devour his talent.
| bought a new car at great price after | got tired of purchasing et Led A a0 Lagall) Coliad) £ lpd fpa o O day S Cpals By Byl i)
old cars where there are many breakdowns. )

20 | I reward my son with coloured stickers when he compete his 0 Lol o dnail op ol (giloy Lesic Liglal) cilbualally i (Al
friend to encourage him in the sport.
Do you think that envier is loved by people or is he a castaway Saainall b dgaia 4) o) Gulil) dgay aguald) o) SEiaS Ja
in the community?

21 | 1 will go to him praising his generosity as a prelude to get back 0 S8 o) ale 08 e ddlsiad M) dle BT g AasS laale 4d) il
my money that he borrowed from me a year ago or more.
People benefit from the whale oil which strengthens the bones pad) dygn (ha Ay alliad) gl A cgaldl s Gl adiy
and increases the vitality of the body.
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Arabic Word Semantic Similarity

Faaza A, Almarsoomi, James D, O’Shea, Zuhair A, Bandar and Keeley A, Crockett

Abstract— This paper is concerned with the production of
an Arabic word semantic similarity benchmark dataset. It is the
first of its kind for Arabic which was particularly developed to
assess the accuracy of word semantic similarity measurements.
Semantic similarity is an essential component to numerous
applications in fields such as natural language processing,
artificial intelligence, linguistics, and psychology. Most of the
reported work has been done for English. To the best of our
knowledge, there is no word similarity measure developed
specifically for Arabic. In this paper, an Arabic benchmark
dataset of 70 word pairs is presented. New methods and best
possible available techniques have been used in this study to
produce the Arabic dataset. This includes selecting and creating
materials, collecting human ratings from a representative sample
of participants, and calculating the overall ratings. This dataset
will make a substantial contribution to future work in the field
of Arabic WSS and hopefully it will be considered as a
reference basis from which to evaluate and compare different
methodologies in the field.

Keywords— Arabic categories, benchmark dataset,
semantic similarity, word pair, stimulus Arabic words.

INTRODUCTION

WORD semantic similarity (WSS) has grown to be an
important part of natural language processing and
information retrieval (IR) for many years. Semantic
similarity is an essential component of numerous
applications in the fields of artificial intelligence,
psychology and computational linguistics, both in the
academic community and industry. Examples comprise
word sense disambiguation [1], IR [2], semantic search
(to find pictures, documents, jobs and videos) [3], [4] and
also in the seeking of biological macromolecules such as
proteins and DNA [5].

Recently new measures have been proposed to
calculate the semantic similarity between two short texts
(STSS) of sentence length which rely largely on
computing the similarity between words in both sentences
[6]. These measures are promising techniques which can
play a crucial role in the development of large number of
applications. For example, in web page retrieval, STSS
measure is used to improve retrieval effectiveness
through the calculation of the similarities of page titles
[7]. Text mining can also benefit from the use of STSS
measure as a criterion to detect unseen knowledge from
textual databases [8]. In the conversational agent /
dialogue system, the employment of the STSS measure
can greatly reduce the scripting process through the use of
natural sentences instead of structural patterns of
sentences [9].

F. Almarsoomi, J.D. O’Shea, Z. Bandar, and K. Crockett are with the
Department of Computing and Mathematics, Manchester Metropolitan
University, Manchester M1 5GD, UK.

(e-mail: faaza-abdul.j.al-marsoomi@stu.mmu.ac.uk)

(e-mail: {j.d.oshea, z.bandar, k.crockett}@mmu.ac.uk).
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These applications show that the calculation of
semantic similarity between two words is a fundamental
task which is frequently represented by similarity
between concepts associated with the compared words.

There are a number of WSS measures [10] in the
literature which have been evaluated through the use of
the word similarity benchmark dataset before they are
integrated into the complete system. Consistency of a
WSS measure with human similarity ratings is employed
to determine the quality of such measures. This is
measured as the product-moment correlation coefficient
computed between the set of human similarity ratings and
those from the word similarity measure using a
benchmark dataset [11].

To date, most of the reported word similarity measures
are for English. However, there is no work done
specifically for the Arabic language. Consequently, there
is no Arabic word semantic similarity dataset. In order to
improve the accuracy of a large number of Arabic
applications [12], [13], it is important first to create an
Arabic word semantic similarity dataset using the best
possible available methods which will make a substantial
contribution to future work in the field of Arabic WSS.

The focus of this paper is the production of the first
word similarity benchmark dataset for Modern Standard
Arabic (MSA) which is the formal language of the Arab
world. Arabic is a Semitic language which is spoken by
over 330 million people [14]. The Arabic alphabet uses
25 consonants and 3 long vowels which are written from
right to left. These letters take different shapes based on
their location in the word. Diacritics are written above or
below the letters to represent the desired sound and to
give a word the desired meaning [15]. Also Arabic words
exhibit a complex internal structure, where words often
incorporate affixes that mark grammatical inflections and
clitics to signify different parts of speech [15].

In this paper, the first Arabic word similarity dataset is
created which consists of 70 Arabic word pairs with
human ratings. The methodology comprises of four
fundamental steps which includes materials be gathered
(word pairs), human ratings collected, overall ratings
computed and the dataset validated. This methodology is
described and illustrated in this paper.

The remaining sections of this paper are organized as
follows: section 2 reviews the prior work on word
semantic similarity measures and datasets. Section 3
describes the procedure of the production of the Arabic
dataset which includes constructing the set of Arabic
word pairs experiment and collecting human ratings
experiment. Section 4 discusses the experimental results
and compares the Arabic dataset with related work.


mailto:k.crockett%7d@mmu.ac.uk

PRIOR WORK

A number of algorithms have been developed for
measuring WSS; most of these measures are for the
English language. The following sections provide a brief
review of existing WSS measurements and the datasets
used for comparing and evaluating them.

Word Semantic Similarity Measure

Existing WSS measures can be generally categorized
into three groups based on the information source they
exploit: Dictionary / Ontology based methods [16], [17]
typically use the semantic information derived from
knowledge bases to compute the WSS. Corpus-based
methods [18] principally use the frequency of a word’s
occurrence to calculate WSS using statistical information
derived from the large corpora. Hybrid methods [10], [19]
calculate the WSS by combining multiple information
sources. A detailed review of WSS measures can be
obtained in [20], [21].

Word Similarity Benchmark Dataset

WSS measures have been evaluated using the word
similarity benchmark dataset before they are integrated
into the complete system. Two word benchmark datasets
are commonly used for evaluating and comparing new
developments, both of them for English language.

Rubenstein & Goodenough R&G [22] created the most
influential word benchmark dataset for English. The
procedure of the production of this dataset comprised of
two steps. The first step involved generating 65 word
pairs ranging from maximum to minimum similarity of
meaning. A list of 48 English nouns represented in two
columns (A and B) was employed to produce the 65 word
pairs by selecting one word from column A and one from
column B. The second step involved collecting the human
similarity ratings of the 65 word pairs. 51 undergraduate
participants were asked to assess the similarity between
the word pairs based on how similar they were in
meaning. The words pairs were ranked using a rating
scale which ran from 0 (minimum similarity) to 4
(maximum similarity). However R&G dataset was
published without justification for the specific choices of
48 nouns and the method of the combination of word
pairs.

Miller & Charles (M&C) [23] replicated the R&G
experiment and considered only 30 word pairs from the
65 word pairs of the R&G dataset to avoid an inherent
bias towards low similarity. 38 undergraduate students
(all Native English speakers) were asked to rank the 30
word pairs using a rating scale from 0 to 4. This
experiment was performed 25 years after the R&G
experiment, however the correlation between human
ratings in the two datasets obtained a high value of 0.97.
The M&C experiment was replicated by Resink [11] in
1995. The subset of 30 word pairs was ranked by the
sample of 10 computer science graduate students and
post-docs. This experiment obtained a high value
correlation of 0.96 with M&C dataset. The results of
these experiments show that the R&G dataset has
indicated stability over the years. This stability illustrates
that the use of human ratings could be a reliable reference
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for the purpose of comparison with computational
methods.

The R&G dataset is still valuable 45 years after it was
produced [21]. Therefore the R&G methodology is used
as a general framework to produce the first word
benchmark dataset for Arabic.

PRODUCTION OF THE ARABIC WORD SIMILARITY
BENCHMARK DATASET

The methodology of the production of the Arabic
dataset involved conducting two experiments. The aim of
experiment 1 was to construct the set of Arabic word
pairs, whilst the aim of experiment 2 was to collect the
human similarity ratings. Furthermore, five fundamental
hurdles were taken into consideration as a part of the
Arabic word dataset design process:

1)  Selecting a sample of participants representing the
general human population. Because the dataset was
created for Arabic, it was decided to use a
representative sample of participants from different
Arabic countries which signify the general
population taking into account the subject
knowledge, gender, and age.

2)  Representation of the Arabic language with a
delimited number of word pairs. A new method
(described in section I11.A) was used to select the
stimulus Arabic words. These words were selected
and presented in a way that contributes to the control
of the range of semantic similarity (maximum to
minimum) covered by the set of produced word
pairs.

3)  Selecting a representative sample of Arabic word
pairs. This was achieved by conducting an
experiment to generate the set of Arabic word pairs
using human judgments.

4)  Selecting the measurement scale. The type of
statistical methods that can be applied to the
similarity measures is defined based on the
measurement scale used when they created. A ratio
scale was used as a measurement scale in the prior
work for both WSS measures and word similarity
dataset [11], [22], and [23]. This dataset is intended
to assess the accuracy of the algorithms (WSS)
running on the scale from 0 (minimum similarity) to
maximum which is a kind of ratio scale.

5) Collection of the ratings that precisely signify human
conception of similarity. A combination of card
sorting and semantic anchors (described in section
I11.C) was used as the most suitable procedure to
collect human similarity ratings. This combination
was selected based upon four experiments [24] which
examined the impact of varying two factors, Order
(randomize the order of the word pairs) and Anchors,
on human ratings. The experimental results showed
that one of the combinations, known as Card Sorting
with Semantic Anchors was superior as it obtained
significantly lower noise and a higher correlation
coefficient.



A. Selecting the Set of Stimulus Arabic Words

The first step of the production of the Arabic dataset
was to create a list of Arabic words which was presented
later to produce the set of Arabic word pairs using human
judgments. The decision was made to use categories
known as category norms to select stimulus words for
producing a list of Arabic words.

A category norm is defined as a set of words within the
same theme, listed by frequency, which is created as
responses by human participants to a specific category
[25]. These categories consist of a large number of
different themes used in many studies. For example,
English category norms consist of 56 to 70 different
themes used in 1600 projects after they were produced
[26]. It was decided to employ category norms for
selecting the set of stimulus words based on the two
important features of these categories (a large number of
different themes and a list of words within the same
theme).

Due to the lack of category norms for the Arabic
language, 27 Arabic categories were created and
employed to select the stimulus Arabic words. As in
category norms, the Arabic categories have different
themes and consist of ordinary Arabic words. The words
in each category are more similar to each other than to the
words of other categories. The following steps illustrate
the production of Arabic categories:

Stepl. 22 categories were created to have the same
themes as R&G to take advantage of four decades of
experience with this dataset. The list of English words in
the R&G experiment contains 48 nouns (24 pairs) for 22

different themes. This list was employed to create the 22

Arabic categories consisting of 22 different themes as

follows:

1) For each English pair, the two nouns were
translated into Arabic using the first meaning from an
established English—-Arabic dictionary [27]. To
ensure translation accuracy, the translated nouns
were checked by a professional translator and a
lecturer fluent in both languages.

2) Based on the definition of two selected nouns [28],
the Arabic category was given a specific name and a
set of Arabic nouns (described in one word) within
the same category theme were added for the
production of the entire category.

For example, the English nouns (Gem and Jewel) were
selected (same theme) and both were translated into
(.252) in Arabic. The Arabic category was created and
called the Gemstones category (“«w_S _lasl) based on the
definitions of jewel (a precious stone used to decorate
valuable things that you wear, such as rings or necklaces)
and gem (a jewel or stone that is used in jewelry). A set
of Arabic words within the same category theme
(Diamond /o<, Pearl /314, Crystal /_5Y, ...) were added to
produce an entire category.

Some English nouns were omitted and not added to
Arabic categories due to translation problems. First, some
English nouns translated into the same Arabic word such
as (Gem and Jewel) both translated as s> in Arabic.
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Also some English nouns were translated into two Arabic
words such as the English noun Madhouse in Arabic
translates as oslaell Ad3u.e, Consequently, all translated
nouns (described in two words or having the same
translated word) were omitted and not added to the
Arabic categories. Table | illustrates the English nouns
and the reasons of omission.

As a result, 22 Arabic categories were produced from
48 translated nouns as shown in Table I1.

Step2. 5 new categories were created to expand the 22
categories’ themes and incorporate particular Arabic
themes as shown in Table Il. For example, the Arabic
categories created in the first step have the type of male
life stages category, to expand this theme and include
male and female, the type of female life stages category
was created. Religious events and type of lifestyle
categories were produced to incorporate particular Arabic
themes.

Using the Arabic categories created in step 1 and 2, the
first two nouns were selected from each category to
generate the set of 56 stimulus Arabic words which
consisted of 27 different themes as shown in Table I1I.

TABLEI
ENGLISH NOUNS WITH THE REASONS OF OMISSION

English Nouns Arabic Nouns  The reason of omitting

1 Madhouse Ciladl) ad5ae Described in two words
2 Asylum sl 4% Described in two words
3 Gem/ Jewel o5 5> Same translated word
4 Sage / Oracle —Ss Same translated word
5 Slave/ Serf e Same translated word
6 Tool / Implement 5l Same translated word
7 Hill / Mound ds Same translated word
8 Car/ Automobile e Same translated word
9 Cock / Rooster el Same translated word
10 Graveyard/ LB Same translated word
Cemetery
TABLE I
THE LIST OF ARABIC CATEGORIES
Categories Names A el il el
1 Medical Places Ak gl 5
2 Handwritten text L @ 58
3 Type of male's life stages S sba sl ye
4 Member of the clergy o day
5 Transportation vehicles i LS ja
6 Coastal area Aglali Adhie
7 Bird b
8 Type of furnishings s hall e g 58
9 Source of a human body energy SN PWERP SRS TIO,
10 Appliance for cooking b e
11 Gemstones Ly £ sl
12 Drinking utensil Call Al gl il sl
13 Geographic PN EVFEEN
14 Parts of day ol el 3al
15 Type of equipment gt /lana (e g 5
16 Type of departure 5ydae /sy (e g 5
17 Somebody practices witchcraft ol G lay pad s
18 Wise person aSa add
19 Facial expressions Agasll ulas
20 Material for tying things LY Jay 5l 50ke
21 Person in slavery Lagell A padd
22 Burial place ol Sl
23 Religious events Gl 5l
24 Type of lifestyle Jaia dlaal
25 Type of female life stages bl /ol e g 5
26 Vacation activities Ll
27 Family members Y 8ba Jal e
Ul ddail
Alal) cliac




B. Experiment 1: Construction of the Set of Arabic Word
Pairs

1. Participants

A sample of 22 Arabic native speakers was chosen to
perform the task of generating the set of Arabic word
pairs. The participants were from different Arabic
countries which include: Irag, Saudi Arabia, Jordan,
Libya, and Palestine. The sample consisted of 10
academics (University lecturers) and 12 non-academics.
They were 13 Science/Engineering vs. 9 Art/Humanities
backgrounds. The average age was 34 years and the
standard deviation (SD) was 6.3 with 13 female and 9
male.

2. Materials

A list of Arabic nouns was created through the use of
the set of stimulus Arabic words (selected in section
I1LA). This was done by representing the set of 56
stimulus words in two columns (A and B) with each
column containing 28 different Arabic words. As shown
in Table 111 the list of Arabic nouns consists of 28 pairs of
nouns and the nouns of each pair within the same theme
such as Hospital and Infirmary (one noun (Hospital) in
column A and one (Infirmary) in column B). The order of
Arabic nouns in column B was randomized to minimize
ordering effects. This list was presented to 22 Arabic
participants to generate the set of Arabic word pairs
ranging from high to low similarity of meaning.

Two recording sheets were used by 22 Arabic
participants containing instructions (described in section
B.3) to create two lists of Arabic word pairs which
included: a High Similarity of Meaning list (HSM)
containing 28 word pairs between strongly related and
identical in meaning. A Medium Similarity of Meaning
list (MSM) containing 32 word pairs between vaguely
similar and very much alike in meaning while a low
similarity of meaning list was selected randomly.

Because the list of Arabic nouns has 28 noun pairs
(each pair has the same theme), the participants were
requested to write 28 high similarity word pairs. Unlike
the high and low similarity word pairs, it is relatively
difficult for humans to write medium similarity word
pairs. So, to increase the opportunity of obtaining
medium similarity word pairs, the participants were asked
to write 32 word pairs for (MSM) list.

3. Procedure

The list of Arabic nouns was employed to produce the
set of Arabic word pairs by selecting one word from
column A and one from column B based on the amount of
similarity of meaning.

The participants were
following task.

instructed to perform the

1) Using the list of Arabic nouns, write a list of 28
Arabic word pairs that have HSM.

2)  The Arabic word pairs always contain one word
from column A and one from column B.

3)  The HSM list contains word pairs between strongly
related and identical in meaning.

4)  Please write 28 word pairs because all uncompleted

questionnaires must be ignored.
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Following the same procedure, the participants were
requested to write a list of 32 Arabic word pairs for
MSM. Some notes were included in the instruction sheet
which stated: “You can select any word from column A
more than once with different words from column B to
create new word pairs”; and also “Please do not write the
same word pair more than once in the same sheet or
between different sheets”.

TABLE I
THE LIST OF ARABIC NOUNS
Column A Column B
1  Hospital @iwe 1 Bus o=l
2 Signature &85 2 Pigeon ERPEN
3  Boy s 3 Grave Bt
4 Master 2w 4 Woodland BN
5 Coach ills 5 Vegetable bad
6  Coast Jals 6 Mountain da
7 Hen ials 7 Means (noun) Ay
8  Cushion 2iw 8 Diamond bl
9  Food slel 9 Travel (noun) o
10 Stove 28w 10 Lad ]
11  Gem sxsa 11 Infirmary (e
12 Glass w12 Magician 3 padia
13 Forest ide 13 Midday bk
14 Hill Jds 14 Sheikh cadi
15  Noon b 15  Pillow (AE
16 Tool sl 16 Thinker Sae
17 Journey ids, 17 Odalisque LSS
18  Wizard sale 18  Shore Bl
19 Sage ~Ss= 19 Endorsement Gl
20  Smile bl 20 Laugh dan
21 Cord Jdes 21 Oven oA
22 Slave 1. 22 String b
23 Sepulcher = 23 Tumbler A8
24  Feast 2:e 24 Young woman s
25  Countryside <y 25 Walk (noun) (e
26 Run (noun) s> 26 Sister Sy
27  Brother ¢l 27 Fasting pa
28  Girl i@ 28 village A

4. Experimental Results

A set of 70 Arabic word pairs were selected using the

two lists of word pairs (HSM and MSM lists) generated
through experiment 1 plus the list of low similarity word
pairs which were selected randomly. Table IV illustrates
the final set of Arabic word pairs, where the first and last
columns represent the set of Arabic word pairs in English
and Arabic. The second column contains the number of
participants who chose the word pair.
1)  The first 24 word pairs in table IV represent the
high similarity word pairs which were selected using
HSM list. Those word pairs were chosen by all the
22 participants.

The word pairs from 25 to 47 (23 pairs) represent
the medium similarity word pairs which were chosen
by more than half the participants.

The last 23 word pairs were selected to represent
the low similarity word pairs. A combination of
medium similarity candidate word pairs rated low by
participants plus randomly selected low similarity
word pairs (using the list of Arabic nouns) to allow
for word pairs that were not chosen by the
participants.

2)

3)

For each noun in the list of Arabic nouns, the frequency

of appearance of this noun in the final set of Arabic word



pairs was calculated. The nouns which have an
occurrence of more than two times were removed
from the list of Arabic nouns to avoid a biased set of
nouns from being used. The remaining Arabic nouns
were used to generate a list of Arabic word pairs
randomly. High and medium similarity word pairs
already found by participants were removed. The
remaining pairs were selected at random as they were
good candidates for low similarity.

Experiment 2: Collection the Human Similarity Ratings
1. Participants

60 participants from different Arabic countries were
asked to rank the set of 70 Arabic word pairs collected in
Experiment 1. All were Arabic native speakers who had
not taken part in Experiment 1 and they were from 7
Arabic countries which included: Irag, Saudi Arabia,
Egypt, Jordan, Kuwait, Libya, and Palestine.

TABLE IV

THE FINAL SET OF ARABIC WORD PAIRS

The participants were equally balanced between
students and non-students which they were39
Science/Engineering vs. 21 Art/Humanities backgrounds.
The average age was 29 years and the standard deviation
(SD) was 7.2 with an equal balance of male and female.

2. Materials

The set of 70 Arabic word pairs collected in
experiment 1 were presented to Arabic participants to
collect judgments on how similar they are in meaning.
Each of 70 word pairs was printed on a separate card.
Each participant was given an envelope containing 70
cards (the order of 70 cards was initially randomized to
minimize the ordering effects) and 3 sheets which
included: instructions for collecting the human rating, a
similarity rating recording sheet and a personal
information sheet.

Word Pairs Participants S 1550 Word Pairs Participants LSl 250
1 Boy Lad 22 ] @== | 36 Coach Travel 14 S Alils
2 Coast Shore 22 (bl Jdals | 37 Food Oven 14 OA ek
3 Cushion Pillow 22 Bada 2w | 38 Brother Lad 13 b ¢l
4  Gem Diamond 22 oslall s | 39 Girl Odalisque 13 FEPEN sl
5  Glass Tumbler 22 zad o< | 40 Slave Lad 13 - e
6 Forest Woodland 22 il igle | 41 Feast Laugh 13 A e
7 Noon Midday 22 5 e b | 42 Hospital Grave 12 o8 (A
8  Tool Means 22 il sl | 43 Hill Woodland 12 il BE:
9  Journey  Travel 22 pre s, | 44 Journey Bus 12 uab il
10  Smile Laugh 22 dan iyl | 45 Tool Tumbler 12 zd Bl
11 Countryside Village 22 LA <, | 46 Run Shore 11 Bl o
12 Girl Young woman 22 s 8 | 47 Tool Pillow 11 LRSS sl
13  Signature  Endorsement 22 Bl &8s | 48  Sepulcher  Sheikh 10 ) i
14 Coach Bus 22 o=l idils | 49 Cord Mountain 9 AREN ds
15  Hen Pigeon 22 Aalea ialsa | 50 Gem Y oung woman 8 s EBURTS
16  Sepulcher  Grave 22 8 == | 51  Countryside Vegetable 7 Jhad D)
17 Run Walk 22 (e s> | 52 Glass Fasting 6 Pl JERES
18 Hospital Infirmary 22 (e iiwe | 53 Forest Shore 5 (Bl e
19  Master Sheikh 22 G 2w | 54 Noon Fasting 4 ol seb
20  Wizard Magician 22 3 gl ks | 55 Glass Diamond 3 okl JERES
21  Feast Fasting 22 Pl e | 56 Signature  String 2 BN =]
22 Food Vegetable 22 BIEN Jlak | 57 Boy Midday 1 5 ek o
23  Stove Oven 22 o 285 | 58 Wizard Infirmary 0 (e Ak
24 Hill Mountain 22 ds Js | 59 Cushion  Diamond 0 okl e
25  Sage Thinker 21 Kia ~&= | 60 Noon String 0 BOWEN eb
26 Cord String 21 PENEN Jd= | 61 Boy Endorsement 0 Grual =
27  Slave Odalisque 21 EEPIEN e | 62 Gem Pillow 0 i EBLYS
28  Brother Sister 21 <l ¢ | 63 Cord Midday 0 5 nela des
29 Hen Oven 20 O ialsy | 64  Countryside Laugh 0 dain ay
30 Coach Means 19 Al il | 65 Hill Pigeon 0 Aales Js
31 Sage Sheikh 18 N ~Ss | 66 Slave Vegetable 0 B g
32 Girl Sister 16 sl s | 67 Smile Village 0 iy Aol
33 Journey Shore 15 (Bl ils, | 68 Stove Walk 0 (ke 2dse
34  Coast Mountain 14 ds dals | 69 Coast Endorsement 0 Gral SEENT
35  Master Thinker 14 Sia 2 [ 70 Smile Pigeon 0 EPIPEN Ay
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3. Procedure

A combination of card sorting (sorting the cards based
on the amount of similarity of meaning) and semantic
anchors were used in this experiment to collect human
judgments. A semantic anchor permits the participants to
map a scale descriptor to each of the major scale points
[24]. 5 semantic anchors for the 5 point rating scale listed
in Table V were used in this experiment. The participants
were requested to rate each word pair based on how
similar they were in meaning after sorting the cards. Also
they ranked each word pair using the 5 points rating
scales which ran from 0.0 (unrelated in meaning) to 4.0
(identical in meaning).

The participants were asked to perform the following
task:

1)  Please sort the 70 cards into four groups according
to the similarity of meaning. The HSM group
contains word pairs between strongly related and
identical in meaning, the two MSM groups contain
word pairs vaguely similar or very much alike in
meaning and low similarity contains word pairs
unrelated in meaning.

2)  The number of cards in each group is based on your
judgment of each card.

3)  Please check the cards in each group carefully; you
may change a word pair from group to another at this
stage.

4)  Please rate each word pair according to the
similarity of meaning using the rating scale points.

Furthermore, some notes were included in the
instruction sheet which stated: “Please do not write values
greater than 4.0 or less than 0.0. Also, you may rate more
than one pair with the same value.” And: “You can use
the first decimal place to assign an accurate degree of
similarity (for instance, if you think the similarity of word
pair is between 2 and 3 you can assign a value such as
2.5)".

TABLEV
SEMANTIC ANCHORS
Rating scale Semantic Anchors
0 The word pairs are L Lol 5l aa 0 Y el 2 5
unrelated in meaning il
1 The word pairs are vaguely & e 45 Leby GlalSll = 55
similar in meaning. Sixall
2 The word pairs are very 4L L (Al Gl - 55
much alike in meaning. (iaa e SS)) ol
3 The word pairs are 48 ADe iy Al Gl 2 55
strongly related in meaning sl B
4 The word pairs are Al ) 48l yiall lalSll - 55
identical in meaning sl B

4. Experimental Results

Table VI contains the result of experiment 2 which
represents the set of Arabic word pairs with a human
similarity rating. The first and last pairs of columns
represent the set of Arabic word pairs in English and
Arabic. The third column contains the average of
similarity rating collected from 60 Arabic native
speakers.
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DIsSCUSSION

The Benchmark Dataset

The human similarity ratings collected in experiment 2
are calculated as the mean of the judgments provided by
the 60 participants for each of the Arabic word pairs as
shown in Table VI.

The correlation coefficient is considered as a suitable
measure for consistency [24]. The consistency between
the set of human ratings and those obtained from the
WSS algorithms is determined using the Pearson product-
moment correlation coefficient which is considered
suitable for measures created on a ratio scale [24]. Fig. 1
shows the correlation coefficients of 60 participants,
where the consistency of similarity rating for each
participant with the rest of group was determined using
the Pearson product moment correlation coefficient. This
was calculated by the leave-one-out resampling technique
[11] for the ratings of each participant with all of the rest
of the group.

1.2 ‘

1.05

0.9

0.6

0.45

Correlations

0.3

0 20 40 60
Participants

Fig. 1 Correlation coefficients of 60 participants

The average of the correlations of all participants on
the Arabic dataset was calculated; this can be used to
assess the performance of a computational (WSS) attempt
to carry out the same task. Any WSS measure which
equals or exceeds the average of the correlations of all
participants is considered to be performing well. As
shown in Table VII, the average of the correlations of all
participants for the Arabic dataset is 0.902. The worst
performing participant of 0.767 is considered as the lower
bound for the expected performance whereas any
machine measure coming close to the best performing
participant at 0.974 would be considered as performing
very well.

TABLE VII
PEARSON CORRELATION COEFFICIENT WITH MEAN HUMAN JUDGMENTS

Correlation r

Average of the correlation of all participants 0.902
Best participant 0.974
Worst participant 0.767

Both high similarity and low similarity word pairs are
subject to very consistent human judgments, as shown in
Fig. 2 and Fig. 3. Unlike the low and high similarity word
pairs, the human ratings of the medium similarity word
pairs spread more evenly across the similarity range (0 to
4). Consequently, the medium similarity word pairs have
higher values of SD than the other word pairs.
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TABLE VI

THE SET OF ARABIC WORD PAIRS WITH HUMAN RATINGS

Word Pairs Human Gl 1 Word Pairs Human Gl
Ratings Ratings
1 Coast Endorsement 0.03 Gl Jdals | 36  Slave Lad 177 = e
2 Noon String 0.03 s b | 37 Journey Bus 1.83 o=l il
3 Cushion ~ Diamond 0.06 ol 1w | 38 Girl Odalisque 1.96 L 5L
4 Gem Pillow 0.07 Baia s | 39 Feast Fasting 1.96 ol e
5  Stove Walk 0.07 e 285 | 40 Coach Means 2.07 Eu ) Alils
6 Cord Midday 0.08 5 _nela Jus | 41 Brother Lad 2.15 B ¢l
7 Signature  String 0.08 La &85 | 42 Sage Sheikh 2.26 s asSa
8 Boy Endorsement 0.12 Grai = | 43 Girl Sister 2.38 <l Bl
9 Boy Midday 0.16 b = | 44 Hill Mountain 2.60 d Js
10  Slave Vegetable 0.16 s e | 45 Hen Pigeon 2.61 Aales EENES
11 Smile Village 0.18 LA i) | 46 Master Sheikh 2.66 e S
12 Smile Pigeon 0.20 EPPEN iy | 47 Food Vegetable 2.78 BIES plaks
13 Wizard Infirmary 0.22 b sl | 48 Slave Odalisque 2.84 EERIEN e
14 Noon Fasting 0.29 dlua >5[ 49 Run Walk 3.01 (e G
15 Hill Pigeon 0.33 Aales Js | 50  Brother Sister 3.08 <l ¢l
16  Countryside Laugh 0.34 o <, | 51 Cord String 3.09 BANEN Jas
17  Glass Diamond 0.36 ol wlS | 52 Forest Woodland 3.14 Sial e
18 Glass Fasting 0.38 A wlS | 53 Sage Thinker 3.30 Nia aSa
19 Cord Mountain 0.54 AN d [ B4 Gem Diamond 3.38 sl BA 5
20  Hospital Grave 0.83 o8 idise | 55 Cushion  Pillow 3.38 Bide Liese
21  Forest Shore 0.86 (bl e | 56 Journey Travel 3.39 s ils
22 Gem Y oung woman 0.87 s s | 57 Countryside Village 341 LA )
23 Sepulcher  Sheikh 0.89 ) == | 58  Smile Laugh 3.48 e Al
24 Tool Pillow 0.99 (A0 sl | 59 Stove Oven 3.55 o s
25 Coast Mountain 1.06 des dals | 60  Coast Shore 3.56 (Bl AENW
26 Run Shore 1.13 M @o> | 61  Signature  Endorsement 3.58 Gl ]
27 Hill Woodland 1.19 BN Js | 62 Tool Means 3.68 il 3la)
28  Countryside Vegetable 1.24 BN <, | 63 Noon Midday 3.70 el b
29  Tool Tumbler 1.32 g8 sl | 64  Boy Lad 3.71 = (ma
30 Master Thinker 1.36 Nia 2w | 65 Girl Young woman 3.74 s Bl
31  Feast Laugh 1.36 i 2e | 66  Sepulcher  Grave 3.75 S| o
32 Hen Oven 1.44 OA il | 67 Wizard Magician 3.76 3 gadia BN
33 Journey Shore 1.47 (hls s, | 68 Coach Bus 3.80 o=l Alils
34 Coach Travel 1.60 ™ ilils | 69 Glass Tumbler 3.82 zd ols
35  Food Oven 1.76 oA ek | 70 Hospital Infirmary 3.91 (s PN
60

For example, the word pair 46 (&% ) has SD 1.07 and 50 1
the mean of human ratings 2.66. The distribution of the 2 1
human ratings for this word pair should be grouped g 30 1
around a peak 2.66. In fact the module class is 3 and the § 20 1

s . s £ w04
distribution is relatively flat as shown in Fig. 4. ’ | | ]
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Fig. 2 Histogram of similarity ratings for word pair 01,

SD=0.14.
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Fig. 3 Histogram of similarity ratings for word pair 70,

Participants
uoo
o o
|

=
o o
1

NOW
(=R = T ]
1 I I

SD=0.28.

]

0 1 2

3

Similarity Ratings 46

Fig. 4 Histogram of similarity ratings for word pair 46,

SD=1.07.



A Comparison with the R&G Dataset

The most influential word dataset for English to R&G
was used as a general framework for the production of the
Arabic word dataset. In this section, a comparison is
conducted between the two datasets to illustrate the
differences between them.

1. Method of Selection of Materials

48 nouns (22 themes) to the R&G dataset were
employed to make up the set of 65 word pairs in a variety
of combinations which covered a range of semantic
similarity values from high to low. However, the R&G
dataset was published without justification for the specific
choices of 48 nouns and the method of the combination of
word pairs. The R&G dataset is skewed towards low
similarity word pairs [23].

For this study 56 stimulus Arabic words (27 themes)
were carefully selected through the use of 27 Arabic
categories to generate the set of 70 Arabic word pairs.
Semantic similarity judgments are an issue of human
perception. Experiment 1 was used to create 70 word
pairs spanning the similarity range based on human
judgments to counter the bias towards low similarity in
the R&G dataset.

2. Sampling the Population of Participants

The sample of participants used in the R&G
experiment to collect human ratings was two groups of
college undergraduates for a total of 51 participants. No
information was provided on the composition of age or
gender for each group and whether the sample of
participants used in this experiment contained only native
English speakers.

The sample of human population used in the Arabic
dataset experiments is more representative than the R&G
experiment. The value of a sample of participants selected
to carry out a specific experiment could be reduced as a
representative sample if there is a high homogeneity of
participants and they are distant from the general
population [24]. Consequently, the sample of Arabic
participants was selected as a general population (students
and non-students) from different Arabic countries taking
account of the gender, age, and academic background
factors. The sample was selected to balance gender
(males and females), student and non-student, academic
background (science/engineering vs. arts’lhumanities) and
age to avoid a bias towards any element of these factors.

3. The Procedure of Collection Human Ratings

A card sorting technique was used for collecting
human ratings in the R&G experiment. The 65 word pairs
were presented to collect the human judgments. Each
word pair was printed on a separate slip and the order of
65 slips was randomized before presentation. The
participants were asked to sort the slips into order of
similarity of meaning and each word pair was rated by
assigning a value from 4.0- 0.0: the greater the similarity
of meaning the higher the number.

A combination of card sorting with semantic anchors
was used to collect human ratings in the Arabic dataset
experiment, which is considered as the best currently
known experimental practice. Each word pair in the
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dataset was printed on a separate card and the order of 70
cards was randomized before presentation. The
participants were asked to sort the cards into four groups
based on the similarity of meaning. The word pairs in
each group were rated using a point rating scale (the
points described by the semantic anchors) which ran from
0 (low similarity) to 4 (high similarity).

CONCLUSION

This paper has described the production of the first
Arabic benchmark dataset for WSS algorithms. Though it
is not possible to cover the language comprehensively in
this dataset (70 word pairs), a new method was used to
select the 56 stimulus Arabic words through the creation
of 27 Arabic categories with 27 different themes to
promote the best possible semantic representation. Unlike
the prior work [22], participants were chosen to produce
70 word pairs which covered a range of word semantic
similarity values from high (e.g. i - idiue) to low
(e.g. Gaai - Jalw), Human ratings were collected using
the best currently known experimental practice and the
statistical methods applied to calculate the overall ratings
and defined the lower and upper bound for performance
were the mean of human judgments and the Pearson
Product-Moment correlation coefficient respectively. The
sample of participants used in the Arabic dataset
experiments were selected to get a balance and
representation of the human population well beyond that
of prior work. Furthermore, the procedure used for
production of this dataset can be used by other Arabic
researchers to extend the Arabic WSS benchmark dataset.
Unfortunately, there are no WSS measures for Arabic,
however the developments in English clearly point out
the need for them. Also Arabic researchers are
introducing the components required in terms of
ontologies and corpora to produce such measures.
Therefore, we present this dataset for future development
and hopefully this will motivate Arabic researchers to
start experimenting with Arabic word semantic similarity
dataset. We are currently developing an Arabic word
semantic similarity measure for calculating the similarity
between concepts associated with the compared words in
the Arabic lexical database known as Arabic wordnet
[29]. The accuracy of this measure will be assessed using
the Arabic word dataset developed in this paper.
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Abstract— Semantic similarity is an essential component of
numerous applications in fields such as natural language
processing, artificial intelligence, linguistics, and psychology.
Most of the reported work has been done in English. To the
best of our knowledge, there is no word similarity measure
developed specifically for Arabic. This paper presents a
method to measure the semantic similarity between two
Arabic words in the Arabic knowledge base. The semantic
similarity is calculated through the combination of the
common and different attributes between the Arabic words
in the hierarchy semantic net. We use a previously developed
Arabic word benchmark dataset to optimize and evaluate the
Arabic measure. Experimental evaluation indicates that the
Arabic measure is performing well. It has achieved a
correlation value of 0.894 compared with the average value
of human participants of 0.893 on evaluation dataset.
Keywords-semantic ~ similarity; arabic
benchmark dataset; dialogue systems

language;

l.  INTRODUCTION

To date, no prior work has been reported on word
semantic similarity for the Arabic language. This paper
presents a novel algorithm for measuring the semantic
similarity of Arabic word pairs. The only way to evaluate
such measure meaningfully is by comparison with human
perception. Consequently, this work uses a dataset of
human ratings published in [1] during the early stages of
developing the algorithm.

The ability to formalize and quantify the intuitive
notion of semantic similarity between words is a problem
with a long history in artificial intelligence, computational
linguistics and psychology [2]. The difficulty lies in how to
obtain an effective method to emulate the human judgment
process of word semantic similarity through processing
and combining several information sources.

Semantic similarity is vital for numerous applications
in many research fields. Examples comprise word sense
disambiguation [3], Information Retrieval [4], and
semantic search to find pictures, documents, and jobs [5]
[6]. Word semantic similarity has also been proposed as
component for measuring the similarity between two short
texts of sentence length, which can play a crucial role in
the development of the performance of the bulk of
applications relying on it [7].

Assessing
frequently

semantic similarity between words is

represented by similarity between concepts associated with
the compared words. Interest in automatic word semantic
similarity started in the 1960s particularly for the English
language. Since then, a number of algorithms have been
proposed using a variety of approaches, which can
generally be viewed in terms of the information source
they exploit: Corpus-based methods principally use the
frequency of a word’s occurrence to calculate the
similarity between words using statistical information
derived from the large corpora. Knowledge based methods
typically use the semantic information derived from
knowledge bases to assess the similarity between a pair of
words. The work has been extended to other European
languages and is beginning in Thai.

The technique used in this paper makes use of the
semantic knowledge base known as Arabic WordNet
(AWN) [8]. Firstly, it extracts common and different
attributes of the concepts associated with the compared
words in the taxonomy of AWN. Secondly, it calculates
the similarity based on the relationship between common
and different attributes of the compared words extracted in
the first step.

The second contribution of the work in this study is the
optimization of parameters in the algorithm through
partitioning the Arabic dataset [1] into training and
evaluation sets, which is a known problem in English [9].

Consistency of the AWSS measure with human ratings
is employed to identify its quality. The possible indicative
value and bounds of performance expected from the
AWSS measure have been calculated as the average, worst
and best performances of human participants on the Arabic
evaluation dataset.

In section 1, we review some prior works briefly. An
AWSS model for calculating similarity between Arabic
words is presented in section I1l. Section IV describes the
process of the production of Arabic word benchmark
datasets. The experimental results are discussed in section
V and the paper is concluded with proposing some future
works in section VI.

1. PRIOR WORK AND BACKGROUND

The two important factors in creating an AWSS measure
are what can be drawn from prior works in the English
language and the availability of Arabic linguistic resources
for use in an algorithm.

978-1-4799-0652-9/13/$31.00 © 2013 |EEE
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A.  Prior Work for English

As mentioned in the introduction, no prior work has
been reported on AWSS measure. However, related work
on English word similarity measures provides a starting
point.

Rada et al. [10] utilizes the minimum path length
connecting the concepts containing the compared words as
a measure for calculating the similarity of words. Their
work is considered the basis of edge counting-based
methods.

Resnik’s measure [2] is the first to combine an
ontology and a corpus together. Some modifications have
been performed to improve the pure information content
measure of the original work of Resnik. Jiang and Conrath
[11] presented a hybrid method on the basis of the edge-
based notion through adding the information content as a
decision factor. The same elements of Jiang and Conrath
method are used by Lin [12] to calculate semantic
similarity but in a different fashion. Lin proposed a new
formula derived from information theory, which combines
information content of the compared words and assuming
their independence.

Leacock and Chodorow [13] proposed a method for
measuring the similarity based on the shortest path length
between two concepts using IS-A link, taking into
consideration the maximum depth of the noun taxonomy.

Hirst and St-Onge [14] proposed a measure that
considers the two concepts are semantically close if a path
that is not too long and that does not modify its direction
too often connects their synsets in WordNet. The semantic
relatedness measure sets different weights for different
links in the semantic knowledge base in order to generate a
model more closely to human performance.

Li et al. [9] presented different strategies to calculate
the semantic similarity using multiple information sources,
which are the shortest path length, depth and local density.
The best strategy obtained the best result that combines the
shortest path and depth nonlinearly.

As introduced above, different approaches use different
information sources and, thus, result in different
performance levels. The commonly used information
sources in the reported similarity measures are shortest
path length between compared words, depth in the
taxonomy hierarchy, information content, and semantic
density of compared words. The first group of the proposed
measures used the information sources directly as a metric
of word similarity while the second used a particular
information source without considering the contribution of
others. A third group claimed that the information sources
should be properly processed and combined. A knowledge
based method [9] proposed based on the third notion
obtained the best performance among the reported word
similarity measures according to [4] [15], which they
carried out a comparison between the performance of these
measures.

B. Arabic Knoweledge Resources

Arabic is a Semitic language which is spoken and
written by more than 300 million people in the world and
is considered a highly derivational and inflexional
language. However, little work has been done on
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developing linguistic resources for Arabic NLP, especially
knowledge rich resources such as ontologies that can
support Arabic semantic similarity. Furthermore, only
theoretical models are presented and no implementation is
available of these projects e.g. the work in [16]. This work
describes an ontological representation for the Arabic
Language. This ontology is relevant because its design is
based on Semitic template root-based lexical principles,
which represent the Arabic language features but no
implementation is available.

AWN is the only free lexical resource for modern
standard Arabic [8]. It is based on the design and contents
of Princeton WordNet (PWN) [17] and can be mapped
onto PWN as well as a number of other wordnets. The
AWN structure consists of four principal structures. First,
the items represent conceptual entities including synsets,
ontology classes and instances. Second, a word entity
represents a word sense. Third, a form entity contains
lexical information. Fourth, a link connects in a relation
two items. Moreover, the mapping of wordnet to the
Suggested Upper Merged Ontology (SUMO) [18] provides
opportunities to use the semantic side in some Arabic
applications. The latest version of AWN consists of 11,270
synsets containing about 23,496 Arabic words.

Because of the prior work reviewed in sections A and
B, this study utilizes a knowledge-based method to identify
the score of similarity between two Arabic words using the
latest version of AWN.

I11.  ARABIC SEMANTIC SIMILARITY MODEL

According to [19], the similarity between two concepts
is identified by humans through comparing their common
and different attributes. These attributes are considered for
simulating the process of human judgments. Therefore, the
similarity between two Arabic words is calculated based on
the relationship between different and common attributes
of compared words in the semantic knowledge base. The
semantic knowledge base such as AWN is constructed in a
lexical hierarchy where words are connected with concepts
by well-defined types of relations. The concepts at lower
levels of the lexical hierarchy have more concrete
semantics and stronger similarity which can be used to
identify the different attributes of compared words. This is
done through the calculation of the shortest path between
the concepts containing the compared words. The concepts
at upper levels of the hierarchy possess more general
semantics and less similarity between them. This intuition
can be utilize to identify the common attributes of the
compared words through the computation of the depth of
the concept (Lowest Common Subsumer (LCS)) that
subsume the concepts containing the two words.

Fig. 1 illustrates a portion of AWN noun hierarchy. The
shortest path length between < father and ol mother is 2
and the concept u=a-5 parent is called LCS for the words <
father and »| mother; while the shortest path between
grandparent and i father is 6. In this case, we could say
the ol mother is more similar to <f father than s
grandparent is to i father. Also in this figure, the shortest
path length between s grandparent and 4ke _ab
money_handler is 5, less than from 2 grandparent to i
father, but we should not say 2 grandparent is more



similar to &e ;2 money_handler than to father. This case
illustrates the importance of the depth of LCS where the
similarity of compared words grows higher if the depth of
LCS increases as we go deeper in a lexical hierarchy.
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OTIgATHSIN  imaia
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relaz've —u A
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father. dad

Figure 1. A portion of Arabic wordnet noun hierarchy.

In this paper, the semantic similarity is identified using
information sources extracted from AWN, which are
length and depth.

Given two words wl and w2, the semantic similarity
between them as in [9] can be defined as a function of the
attributes of path length (different attributes) and depth
(common attributes) as follows:

s (Wiw2) = F (f1(l), f2(d)) Q)

Where, | is the length of the shortest path between w1l
and w2. d is the depth of the LCS of w1l and w2 in a lexical
hierarchy. f1 and 2 are transfer functions of path and depth
respectively.

The similarity interval is [0, 1]. When | =0, the
similarity of s (wl, w2) = 1 which implies that the
similarity is inversely proportional to path length.

For example, in Fig. 1, < father and ¥/ dad are in the
same concept and length between them is 0. This case
implies that the two words have the same meaning.
Therefore, f1 is set to be a monotonically decreasing
function of | and is selected in exponential form to meet |
constraints.

When d=0, there are no common attributes between the
compared words and the similarity of s (w1, w2) = 0. As
shown in Fig.1, {s, journey and <! father are classified
under separate substructure and no LCS subsumes the
compared words and hence the similarity between them is
0. Furthermore and as shown in the example of 2
grandparent and 4e 2 money-handler, the similarity
grows higher if the depth of LCS of compared words
increases in a lexical hierarchy. To meet this constraints, f2
is set to be increasing function of d.

In this paper, the overall similarity is calculated using
the following nonlinear formula [9]:

sim (w1, w2) = e” (— o* I) * tanh (B * d) @)

Where, o and B are the length and depth factors
respectively which signify the contribution of the length |
and depth d. | can be calculated using (3):
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| = d1+d2 — (2*d) 3)

Where dl1 and d2 are the depth of wl and w2
respectively.

IV. EXPERIMENT

A. Production of the Data Set

The quality of a computational word similarity measure
can be identified through the investigation of its
performance compared with human common sense. This
can be assessed by calculating word similarity on an
Arabic word set with human judgments. The first Arabic
word dataset produced by [1] is employed to assess the
accuracy of Arabic word similarity measure. Creating this
dataset required a substantial and sound experimental
methodology which was partitioned into three major stages
include creating a List of Arabic Words (LAW),
constructing the set of Arabic word pairs and collecting the
human ratings for pairs of words.

The major step of the production of the Arabic dataset
is selecting a set of stimulus words that represents the
Arabic language for evaluating the AWSS measures
effectively. This was achieved by carefully selecting 56
stimulus words through the employment of categories
known as category norms. Category norm is a set of words,
listed by frequency and generated as responses by human
participants to a specific theme [20]. Due to the lack of
category norms for the Arabic language, 27 Arabic
categories were produced to cover different semantic
themes and contain ordinary Arabic words. These
categories were employed to generate a set of 56 stimulus
Arabic words by selecting the first two words from each
category.

LAW was created through the use of the set of stimulus
words. This was done by representing the 56 stimulus
words into two columns each column contains a word from
each theme.

One of the fundamental obstacles to the production of
Arabic word dataset is selecting a sample of word pairs
that precisely represents the huge range of word pairs that
can be generated from LAW. This problem was solved by
conducting an experiment to construct a representative
sample of word pairs based on human judgments. LAW
was presented to 22 Arabic Native speakers from 5 Arabic
countries to construct a set of word pairs covering the
range of similarity of meaning (high to low). The
participants were asked to create two lists of word pairs
which include high and medium similarity of meaning. The
final set of Arabic word pairs contains 70 pairs of words
which were selected using high and medium similarity
word pairs lists generated by participants plus the low
similarity word pairs list selected randomly.

The second experiment was conducted for collecting
the human similarity ratings for the set of 70 word pairs
collected in experiment 1. This experiment used a sample
of 60 Arabic Native speakers from 7 Arabic countries who
had not taken part in the first experiment. Each of 70 word
pairs was printed on a separate card and those cards were
presented to participants for rating how similar the word
pair on each card was in meaning. The order of 70 cards
was randomized before presentation. Each of 60
participants was requested to sort the 70 cards based on the



similarity of meaning and rate them using scales which
ranged from 0.0 (low similarity) to 4.0 (high similarity).

Finally, each of the 70 Arabic word pairs was assigned
a semantic similarity score calculated as the mean of the
ratings provided by 60 Arabic native speakers. This dataset
is the first of its kind for Arabic and should become a gold
standard for evaluation and comparison of future AWSS
measures. The set of Arabic word pairs with human ratings
and the detailed procedure for creating this data set are
published in [1].

B. Application of the Data Set

The evaluation process of AWSS measure requires
identifying the optimal value of AWSS measure
parameters. Therefore, the Arabic dataset has been divided
into two sets one known as train dataset was employed to
tune the AWSS measure parameters and another denoted
as evaluate dataset was used to assess its accuracy. Each
dataset consists of 35 word pairs spanning the similarity of
meaning range from maximum to minimum, which were
selected as follows.

1) The original Arabic dataset consists of 24 low
similarity, 24 medium similarity and 22 high
similarity word pairs. Therefore, each sub-dataset
contains 12 low similarity, 12 medium similarity
and 11 high similarity word pairs.

2) For each similarity class within the same sub-
dataset, the word pairs were selected ranging the
similarity of meaning from low to high.

Only 30 word pairs of each sub-datasets have been
used in our experiments. The reason is that, Some Arabic
words have not been added to the current version of AWN
such as ¥ stove, ,abw wizard, i3 hospital... etc. In
addition, some Arabic words do not have complete senses
such as the Arabic word <~ laugh, which has just two
senses in the current version of AWN. While the sense
(laugh as a facial expression) has not been added to the
current version.

The word pairs in the train and evaluate datasets are
listed with human ratings in Table | and Table II,
respectively. The bold word pairs have not been used in
our experiments.

C. Tuning

The AWSS measure parameters (o and B) have been
tuned using the training dataset to find the optimal values
within the interval [0, 1]. Given the initial value of each
parameter, the training dataset word pairs were run using
the AWSS measure to produce the machine similarity
ratings in the range O to 1. The correlation coefficient
between the human ratings of Arabic dataset and those
obtained from the AWSS measure was computed. The
values of the Arabic measure parameters were changed to
obtain a set of correlation coefficients. Then the parameters
with the strongest correlation coefficient were considered
as the optimal parameters. In our experiment, the strongest
correlation coefficient was obtained at o = 0.162 and p =
0.234.
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The word pairs in evaluate dataset were run using the
identified optimal parameters for producing the machine
similarity ratings. The correlation coefficient was
calculated again between the machine and human ratings
for pairs of words in the evaluation dataset to assess the
accuracy of the AWSS measure. Table Il shows the human
similarity ratings with the corresponding machine
similarity ratings on evaluate dataset.

V. RESULTS AND DISCUSSION

The possible bounds of performance expected from an
Arabic word measure have been calculated as the average,
worst and best performances of human participants on the
evaluate dataset as shown in Table I11. This was done using
the leave-one-out resampling technique [2] to calculate the
correlation coefficient of each of 60 participants with the
rest of group. The consistency of Arabic measure with
human perception was identified by computing the
correlation coefficient between the average rating of
human participants and the machine ratings as shown in
Table 1.

TABLEI. TRAIN DATASET WORD PAIRS WITH HUMAN RATINGS
Word Pairs Human claldl) ) 30
Ratings
Cushion Diamond 0.01 el Ainsa
Gem Pillow 0.02 (A0 EBEYIN
Cord Midday 0.02 bl des
Signature  String 0.02 BETEN &5
Boy Endorsement 0.03 (Bphal 2
Boy Midday 0.04 b el s
Smile Pigeon 0.05 Aales Aewy/Aaludyl
Noon Fasting 0.07 dlua ok
Countryside Laugh 0.08 ain y)
Glass Fasting 0.10 plaa s
Hospital Grave 0.21 Y oA
Gem Young woman 0.22 s BTYEN
Run Shore 0.28 bl s
Hill Woodland 0.30 iyl Js
Countryside Vegetable 0.31 s D)
Master Thinker 0.34 B-tN e
Feast Laugh 0.34 o e
Hen Oven 0.36 oA dlsa
Slave Lad 0.44 B L
Journey Bus 0.46 o=l i,
Girl Odalisque 0.49 il 3L
Brother Lad 0.54 B ¢l
Sage Sheikh 0.57 & pSa
Hen Pigeon 0.65 Aales dalaa
Brother Sister 0.77 il &l
Sage Thinker 0.83 e oS
Gem Diamond 0.85 skl b
Journey Travel 0.85 DR i
Smile Laugh 0.87 dad Aay/Aaludy)
Stove Oven 0.89 OR 28 ga
Signature ~ Endorsement 0.90 sl [y
Noon Midday 0.93 5 ek sk
Girl Young Woman 0.94 Ll 3l
Coach Bus 0.95 ab Alila
Hospital Infirmary 0.98 (A (Adia




TABLEIIL

MACHINE RATINGS

EVALUATE DATASET WORD PAIRS WITH HUMAN AND

Word Pairs Human | Machine clalsl) 7150
Ratings | Ratings
Coast Endorsement 0.01 0.0 (Baual Jals
Noon String 0.01 0.27 LA b
Stove Walk 0.02 - (s ada
Slave Vegetable 0.04 0.06 s e
Smile Village 0.05 0.0 A AewyAdln)
Wizard  Infirmary 0.06 - (sidia sl
Hill Pigeon 0.08 0.06 ERIPEN 43
Glass Diamond 0.09 | 0.05 ol ol
Cord Mountain 0.13 0.17 s das
Forest Shore 0.21 0.17 bl e
sepulcher  Sheikh 0.22 0.06 o) e
Tool Pillow 0.25 0.32 (AW sl
Coast Mountain 0.27 0.45 e dale
Tool Tumbler 033 | 0.54 cad sl
Journey Shore 0.37 0.0 (b s,
Coach Travel 0.40 0.0 B EACEN
Food Oven 044 | - O plsk
Feast Fasting 0.49 0.17 Agen o
Coach Means 0.52 0.38 ) lils
Girl Sister 0.60 0.37 Gl 5L
Hill Mountain 0.65 - = d=
Master Sheikh 0.67 0.67 Gl S
Food Vegetable 0.69 0.53 Jbad alak
Slave Odalisque 0.71 0.93 il L
Run Walk 0.75 0.60 e EBES
Cord String 0.77 0.70 b dos
Forest Woodland 0.79 0.82 BN e
Cushion Pillow 0.85 0.82 B3 e
Countryside Village 0.85 0.82 LA )
Coast Shore 0.89 0.89 hls dale
Tool Means 092 | 093 s sl
Boy Lad 0.93 0.95 2 =
Sepulcher  Grave 0.94 0.82 )8 T
Wizard Magician 094 | - 3 grdia S
Glass Tumbler 0.95 0.89 ] ols
TABLE Ill. PERFORMANCE OF AWSS MEASURE ON EVALUATE
DATASET
On Evaluate Data Set Correlation r

Arabic word similarity measure 0.894

Average of the correlation of all participants 0.893

Best participants 0.970

Worst participants 0.716

, 15
£
gp ! X 5ol
%%05 X xg(%
sx & XX
g K WX X X
< 0 xeE B
0 0.5 1

1.5

Arabic Human Ratings

Figure 2. The correlation between human and machine ratings.
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The AWSS measure obtained a good value of Pearson
correlation coefficient (r = 0.894) with the human
judgments as shown in Fig. 2. The AWSS measure is
performing well at (r= 0.894) with the average value of the
correlations of human participants (r = 0.893).
Furthermore, the performance of the Arabic word measure
is substantially better than the worst human (lower bound)
performance at (r=0.716).

There are some anomalies that exist in the results. For
example, the word pair -2 ¢l (Noon, String) was ranked
a very low similarity value in human judgments, while a
medium similarity rating was obtained by the AWSS
measure. This is because; the Arabic word k= string can
be used in Arabic as evidence of the time especially with
the dawn. The majority of participants chose this word as a
string on account of comparing it with Noon, very little
chose it as evidence of the time. In AWN, both (:a  ek)
have a sense indicates to the time and the algorithm chose
the time sense giving higher rating than the human rating.

In contrast, the word pair s 4~ (coach, travel) was
given a human rating value higher than the machine
similarity rating. An explanation is provided through
looking at the noun hierarchy in AWN. A fragment of
noun hierarchy is shown in Fig. 3 which involves all the
senses of the word pair i~ 2BsAs can be observed, coach
and travel are classified under separate substructures that
mean no connection (no common features) between them
in AWN hierarchy. This led to obtain a very low machine
rating value. The substructure containing the word 4% -
coach has the synset (conveyance) as shown in Fig. 3;
another sense for this word in AWN is transportation. The
hyponym of transportation is (transportation — movement —
change — action — act). It would be more sensible if the
substructure including the word 4~ - coach were put
under the class of transportation as shown in Fig 4. If so
the synset (change) would connect between the word pair
i Al (coach travel) and the machine similarity rating
would have been closer to human assessment.

In consequence of the nature of AWN organization
scheme, the structure of wordnet hierarchy may produce a
bias towards a particular distance computation. This
problem hopefully will be solved in future with the new
versions of AWN. For the same reason the word pair 4ls,
bl (journey shore) obtained machine rating lower than
human similarity rating.

act entity
|. object
action b
artifact
change . i
nstrumentality
tnotion conveyance
. ublic-transport
travel locomotion P ‘ P
i g
- - coach

Figure 3. Fragment of the Arabic wordnet for the word pair travel and
coach



act .
‘ entity
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chanee artifact
movement ms entality
motion .
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travel locomotion public-transport
i EELGTY
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Figure 4. Another sense for the word conveyance

VI. CONCLUSION

There is no implementation available for an Arabic
ontology that represents the Arabic language features as
Semitic template root-based lexical principles. An Arabic
word similarity measure was presented in this study for
calculating the similarity between two Arabic words using
ontology built based on models for English and Indo-
European languages. The different and common attributes
was extracted form Arabic ontology and combined to
calculate the score of similarity between two Arabic words.
The optimal value of Arabic measure parameter was
identified using the training dataset produced in this work.
An experiment was carried out on a dataset of word pairs
with human similarity ratings. The correlation against the
human similarity ratings on evaluating dataset is 0.894
compared with the human average of 0.893 for the same
partition of the data. Analysis of the complete dataset [1]
suggests that a correlation of 0.902 is a reasonable
expectation. Despite using only half of the data, the
approach has still scored substantially better than the worst
human in [1].

In the future, we are planning to overcome the Arabic
measure limitations through the benefit from the mapping
of AWN to SUMO [18], which provides additional
knowledge that may help to improve the similarity score.
In addition, we would like to create a short text semantic
similarity measure for modern standard Arabic using
AWSS measure created in this study.
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